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ABSTRACT   

Recently, Radio Frequency Identification (RFID) technology becomes very popular. Especially low-cost 
RFID tags are widely used in supply chain management. Due to lack of security considerations in simple 
RFID technology, performance optimization becomes quite important rather than securing the data 
transmitted over RFID media. Since security holes shown variety in RFID systems, this paper classifies 
the attacks that occurs in different layer of RFID models. The security enhanced EPC RFID middleware 
systems that are widely used in organizations and their vulnerabilities against Network Layer attacks are 
investigated in this research to clarify the actual impact of network layer attacks in RFID systems. This 
paper investigates the RFID middleware attacks and impact of possible integration of EPCglobal 
architecture to mitigate such attacks on RFID systems. 

Keywords: RFID Security, RFID attacks, classification, EPCglobal middleware systems, network layer 
attacks. 

 Introduction  1
Radio-Frequency Identification (RFID) tags become quite popular since organizations are highly spending 
in implementing security measures to protect their information assets [1]. The RFID is used to describe a 
system that transmits the identity of an object or a person wirelessly using radio waves [2]. The simplest 
types of RFID tags are devices that are quite passive, and have no internal power source. This technology 
is currently used in security access control systems and can therefore be implemented in enhancing 
internet security within an organization [3]. This is because RFID has long been as an electronic key to 
control who has access to office building or areas within an organization. Through the automatic data 
collection, RFID technology can achieve greater visibility and product velocity across supply chains, more 
efficient inventory management, easier product tracking and monitoring, reduced product 
counterfeiting. However providing security such a big network is quite difficult and since the design and 
implementation of RFID systems are addressed the performance optimization, security issues creates a 
great challenge for the RFID systems. This paper addresses this problem by analyzing RFID network that 
uses security enhanced middleware systems and under Network layer attacks. In RFID systems, varieties 
of attacks are available. In the following sections, different types of attacks are also discussed briefly. As 
it is also well known that because of the lack of security considerations, the new middleware must be 
addressed in order to define the security problems and solutions. For that reason, ALE and EPC Global 
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Network is also discussed that major concepts of RFID middleware systems in the methodology section 
where Network-Transport Layer attacks impacts are also discussed.  

 Classification of RFID layers 2
The RFID systems can be classified into different segments in terms of layers. The Figure 1 below 
illustrates the RFID communication layers. 

 

Figure 1: RFID Communication Layers 

Due to scope of this study, all of the layers presented on the Figure 1 above are discussed briefly while 
each and every layer can be investigated separately.  

The first layer in the communication protocol is Physical Layer. The physical layer is the combination of 
physical interface, radio signals and RFID devices. Since the nature wireless communication environment 
of RFID systems that leads lack of resilience against physical manipulation, the attackers simply disable 
RFID tags through relay attacks. The Network layer or Transport Layer is the second layer of the RFID 
communication system that includes all kind of attacks which are related the way that data are 
transferred between the entities of an RFID network the attacks that are based on the way the RFID 
systems communicate and the way that data are transferred between the entities of an RFID network 
components. 

The third layer is called Application layer which includes all kind of attacks that target information 
related to applications and the binging between users and RFID tags. 

The Strategic layer includes organizational data coverage area and covers competitive espionage, social 
engineering, privacy and targeted security threats.  

 Classıfıcatıon of RFID attacks 3
As it is discussed briefly in the previous section, RFID layers are classified into different layers and each 
of these layers has its own characteristics. The RFID attacks are classified based on the characteristics of 
these layers. The Figure 2 below illustrates the classification of RFID attacks. 

 

URL: http://dx.doi.org/10.14738/tnc.25.431  2 
 

http://dx.doi.org/10.14738/tnc.25.431


Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

 

        Figure 2: Classification of RFID Attacks 

In the literature, varieties of researches have also been stated different classifications of possible threats 
and risks in RFID networks ([4], [5], [6], [7]). 

The detailed classification of business intelligence risks have stated by the author [30]. The researcher 
[4,7] have proven that the privacy issues of RFID systems cannot be solved through separate studies or 
separate consideration of layers. 

Since this research focuses RFID middleware systems that contains EPC global network, Network-
Transport layer must be investigated specifically. 

In EPC global architecture, the message that transmitted is secured in the middleware and protected 
through specific system [8]. This allows companies and organizations to implement and carry out a 
secure data transmission. In the next section, the EPC global middleware and Network-Transport layer 
attack is discussed. 

 Proposed Methodology 4
The RFID Middleware systems contain EPCglobal network architecture. The Figure 3 below illustrates the 
EPCglobal Network architecture. The EPCglobal Network consists of the ID System (EPC Tags and 
Readers) EPC Middleware, Electronic Product Code (EPC), Object Name Services (ONS) and EPS 
Information Services (EPICS) [2]. The EPC sits on the tags and it is a number that is designed to uniquely 
identify an individual object in the supply chain process. The role of RFID middleware is to handle data 
interchange between the various systems within the architecture. The diagram below shows an 
EPCglobal Network Architecture [9]. 

 

Figure 3: EPCGloblal Network Architecture 
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All implementation of EPC middleware system belongs to Network-Transport layer, and this layer 
includes all the attacks that are based on the way the RFID systems communicate and the way that data 
are transferred between the entities of an RFID network (tags, readers). This section describes the 
network layer attacks that affect the network transport layer and it’s affect on the EPC Global Network 
architecture and possible solutions to cope with these attacks.  

The Secure enhanced middleware system can be achieved through secure middleware system 
architecture, identification and authentication and transport data protection. This goal has achieved 
since the proposed mechanism already have the middleware. The classification of attacks shown on the 
Figure 4 below illustrates that the Network-Transport Layer attacks are categorized under 3 categories 
which are; Tag attacks, Reader Attacks and Network Protocol Attacks. The Tag attacks are divided into 
two categories such as Cloning and Spoofing. Cloning is replication of legitimate RFID tags as fake ones 
that does not require extraordinary financial support and easy to implement through writable and 
reprogrammable tags. Spoofing is similar to cloning since it’s not required to have physical RFID tag, but 
allows adversary to gain same privileges electronically.  

 

Figure 4: Network Transport Layer Attack Classification 

The next category is Reader attacks that fall into 2 different sections such as impersonation and 
eavesdropping attacks. The Impersonation attacks may occur when the RFID system has 
unauthenticated communication line and adversary counterfeits the legitimate reader. Eavesdropping 
attacks sniff the communication between legitimate RFID tags and readers and collect the information. 
The collected information is used to perform more sophisticated attacks in the future. 

The network protocol attacks are the last category that covers the back-end systems and networking 
infrastructures that communicates with RFID systems. The variety of attacks can be classified and 
investigated specifically under the Network Protocol attacks since it covers network infrastructure and 
databases. The operating systems, communication protocols or any other entrusted node especially in 
wide networks may be used by an adversary to compromise the system.  

The cloning and spoofing can be simply prevented in 21st century’s technology. A researcher have 
proposed a specific intrusion detection mechanism against cloning attacks that with the false alarm 
rates from %2.52 to %8.4 which seems quite successful [10]. The RFID Middleware system encrypts the 
message through the middleware that prevents passive eavesdropping attacks rather than storing less 
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information on RFID tags. This system will force users to retrieve requested information from the back-
end databases that may lead another information leakage and requires further investigation on Network 
Protocol attacks. The proposed RFID middleware system uses digital signature encryption functions such 
as X.509 certificate for authentication or private key [9]. In addition to this, EPCglobal Architecture 
Application Level Events (ALE) layer uses differentiated access control policies that secure not only the 
entire transmission media but the message itself at the each intermediary checkpoint. This prevents 
eavesdropping [3].  In addition to this specific feature, there are other proposed encryption mechanisms 
proposed by the researchers that can be implemented on RFID middleware systems for to enhance 
security such as hash-lock [11], randomized hash-lock [12] and chained hashes [13]. 

 Conclusion 5
There are several tasks involved in incorporating RFID in protecting variety of attacks in or outside of the 
organization. In this study, possible network layer attacks are discussed with EPCglobal network 
architecture by considering the point of attack based on the RFID layers. However each and every 
category should to be investigated separately for better understanding of each attack and its 
countermeasures. The main aim of this empirical investigation was to expose and highlight the network 
layer attacks on RFID layers. The use of middleware contains encryption mechanisms in its nature so it 
ensures confidentiality and integrity of the information transmitted over the internet. The study can be 
expanded by examining also other types of threats and give a better overview of the problem by 
discussing possible countermeasures in each category of RFID attacks in the future. 
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ABSTRACT 

This paper describes about the E-Health monitoring system by using a wireless sensor network. It has 
wide range of application both in industrial based and as well as commercial based sectors. It mainly 
deals to monitor the health status of a human body from the harmful sickness and illness like systolic 
Blood pressure (BP), Heart Rate (HR), Respiratory rate (RR) and temperature of the human body. The 
necessary equipment and protocols used to monitor the healthy status of the human body are Sensors, 
communication protocol (TCP/IP), sensor nodes, UML studio and programming in visual basics. The type 
of platform and the communication based services are used is as follows: 

Temperature with Publish-Subscribe based service. The compiler used to adjust the range of values for 
the patient is VISUAL BASICS. The platform used as a sensor node is CorTemp (Core Body Temperature 
monitoring system) 

Keywords—TCP/IP, Temperature, sensor, UML studio, Visual Basics, Publish-Subscribe based service. 

 Introduction 1
The general meaning of a Publish is displaying the sender’s message rather than addressing the 
necessary requirements, for the Subscriber it sends the message to all the eligible systems who is asking 
for the message to receive. In short Publish is message givers (or senders) and Subscribe is message 
receivers. It is a loosely coupled model in which the senders do not know who their subscribers actually 
are. The advantages of Publish and subscribe based services are It is a loosely coupled system which 
does not know who subscribers are, and who are the publishers. Publish and subscribe can continue 
their work regardless to one another. It is like a client-server based topology. Pub/Sub systems can 
decouple not only the location of publisher but also the subscribers (and also temporarily). It uses a 
strategy called a middleware analyst where pub/sub technology can let down the publisher so that 
subscribers can work; these systems also provide a better scalability than any other based services. The 
disadvantage of Pub-Sub based services are if one publisher sends any message the subscriber can’t 
detect or make any necessary changes to it. If subscriber does any mistake the publishers will unable to 
specify or detect that error so more complexity arises when this case occurs [2]. 

The installation in pub-sub services is quite difficult and both can’t handle at the same time, there is no 
joint for each to them to make any sort of communications in severe conditions. 
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 Block Diagram 2

 

Figure 1: shows the block diagram of E-Health Monitoring System. 

This sensor is made up of silicon which contains a micro-battery. When monitoring the system it can be 
administered into another sensor after the pill has passed. The core temperature sensor is accurate to 
0.1 degree centigrade which is also cleared in FDA. Once the pill is swallowed or ingested the crystal 
sensor vibrates at a frequency relative to the body internal temperature and hence produces a magnetic 
flux in it and also allows the sensor to transmit a low frequency signal through the patient body. This 
sensor will be there in human body in between 20-40 hours duration and it will start working in a normal 
rate without harming the patient body. It can also consist of quartz crystal, communication protocol, 
insulated coils and circuit board. In wireless sensor network to transmit the data for the core body 
temperature in a E-Health monitoring system passes through the digestive tract. In this sensor the signal 
can locate through body of the core temperature and the data recorded by the sensor immediately 
sends signal to display screen through computer or laptop or any other digital signal. It is specifically 
designed for human use only 262 kHz. The sensor wirelessly chooses a signal for the conversion of 
analogue signal to digital signal by using processor technique system. The display of temperature in a 
real time bases and storage of data for the analysis of the system is done by using monitoring devices. 
This type of monitoring system is reliable, flexible, easy to use, quick response and data storage [4]. 

The occupation safety of sensor node mainly concern the hot environment around it with the heat stress 
is very important issue for workers and it should contributes to higher safety incidents, lower worker 
productivity, negative economic impact and morale. The frequency for the hot accidents in hot 
surrounding can cause more moderate environmental conditions. The core body temperature is the 
most objective measure of heat stress where the system delivers the data to the monitor with the 
highest degree of accuracy, comfort and ease of use. The absorption of this thermometer pill has a 
silicon coated exterior with a small battery which is made up of a quartz crystal temperature sensor 
which can be spaced in a system being used and with the help of circuitry the thermometer pill can react 
or measure the body temperature in 3 seconds and sends the signal to the system in a short particular 
of time [4]. This thermometer pill is harmless to human body as like once the pill is swallowed the sensor 
vibrates at a frequency relative to the body temperature sensor and transmitting low frequency signal 
through the body within 24 hours of time the pill passes safely from the digestive system without 
harming the human body. 

As shown in figure 1 the necessary steps are useful: 

• The temperature sensor is placed on the body of patient.  
• The sensor gets waked up and senses the data.  
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• The receiver end receives the data being sensed and transfers the data to Medical staff. 
• The system is monitored each time and the emergency condition is immediately sent by alarm to Medical 

staff. 
• The medical staffs immediate assess the patient. 
• We use TCP/IP protocol for communication. 
• The advantages of this health monitoring are the patient is benefited cost wise, light weight and small in 

size.  
• This can be practically implemented by Wireless Embedded Technology and Graphical User Interface.  

 Hardware Used 3
Features of CorTemp Ingestible Thermometer Pill are described below: 

Size: L 0.88" (22.352mm) approximately. Diameter: 0.42" (10.9mm) approximately. Sensor Element is 
made up of Crystal. Transmission Method: Near field magnetic link Frequency: 262 kHz. Temperature 
Range: 30 degrees C to 45 degrees C (86 degrees F to 113 degrees F). Accuracy: ± 0.1 degree C. Effective 
Range: 24" minimum. Power Source: Silver oxide battery. Capsule Material: Dimethyl Polysilicoxane 
(silicone) Complies w/21CFR177.260 & 175.300 USFDA Regulations. Battery Life: Approx. 7-10 days. 
Usage: One-time use only: Factory calibrated. Warranty: 90 days [1] and [3]. 

 Query Based Information 4
Query based information contains a specific information injected through a mobile sink the 
communication between the networks is done in the form of packets. The collection of data through 
Query based services makes the system more efficient for reducing the problems in a wireless sensor 
network. The results obtained by these services are in the form of packets.  Query information 
extraction contains limited queries in a system where the computation in the network requires an 
aggregate range of values in a system. It has spatio-temporal characteristics in the design aspects where 
the data generation can be possible in a wireless sensor network. The network communication is done 
by using a TCP/IP based protocol systems which represent higher request for the information based 
extraction systems. This system should complete the request and response task in a specified duration 
such that it distributes its information in the query language. The system based information can develop 
a wide range of access to distribute its values in a sensor node. Where as in the case of publish-
subscribe it sends a messages to the system in a messaging pattern and does not functionally 
programmed to retrieve the signal back to it. In the subscribers messaging it does not program the 
message and directly sends to the specific receivers directly. The subscribers can express more classes in 
the receivers messaging systems. This service is like a sibling to each other in a message queue paradigm 
and it takes a larger part of the message oriented middleware system. This messaging system can 
elaborate the work done by pub-sub in a message queue system. It is reliable and cost effective method 
as compare to query based services and also provides a better network scalability with a more 
enthusiastic networking system. In a query based service the node will be measured by keeping the 
device on the patient body and publish-subscribe based service the node is measured by putting the 
device on the patient body. Query based service takes the approach from quality of service based 
methods with communicate with peripheral devices and hence makes the system simpler than any 
other services for more information and features refer [6] and [8].  
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 Software Design 5
It stands for Unified Modeling Language. It is an object oriented programing language that can be easy 
understood by an Engineer/non-Engineer. It involves the software design and analysis of system that 
deals with use case, class diagram i.e. object interaction, sequence diagram i.e. the flow of data 
between objects. The people who use this UML are requirement analysis, architect to build such as 
platform for any kind of work, database professionals, testers and project managers 

 

Figure 2: Use Case Diagram. 
Use Case gives out the basic idea that how a system can be used. They provide a high level view of a 
system that can be easily understood by both domain expert and system developer. The use case above 
shows the interaction between two actors. They are Medical staff and the Patient. The scenarios that 
take place are as follows: 

• The sensor detection: the sensor senses the actual and critical body temperature of the patient 
and sends the data to the receiver (Medical staff). 

• If the sensed data exceeds the threshold value or below the threshold value then there is an 
alarm sent to the Medical staff stating the emergency of patient. 

• Medical staff detects the data received and even the online update can be done by Medical 
staff. 

• The sensed data is displayed on LCD. 

The class diagram shows the set of properties and behaviors that are shared by set of objects. 
It has three parts the class name, the attribute and its method. 
They are shown below. 
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Figure 3: Class Diagram of the system 

It is graphical representation of the system basically the scenarios from use case that shows interaction 
of objects with respect to time. 

• Objects that take part are with indicated by vertical line. 
• Messages or the data that is passed between two objects are shown in horizontal line. 
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Figure 4: Sequence Diagram 

The above sequence explains the action or the condition that takes places between two actors. 

 Conclusion and Results 6
E-Health Monitoring System is very efficient in design, fast in processing, ease of use for user. This 
design analysis can also be implemented and extended to monitor the health status of a human body 
from the harmful sickness and illness like systolic Blood pressure (BP), Heart Rate (HR), and Respiratory 
rate. 

The results for temperature sensing system from an human body is as shown below: 

 

Figure 5: After debugging (Set Threshold before measuring Patient Body Temperature) 
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Figure 6: Shows Patient Temperature that exceeds 
the MEW scores Chat with Alarm 

Figure 7: Shows Patient Temperature that is below 
the MEW scores Chat with Alarm 

 

Figure 7 represents the abnormal temperature of the human body where the threshold value is below 
than the predetermined value and hence the patient should be needed an intensive care. 

 

Figure 8: Shows Patient Temperature that is in the range of MEW scores Chat. 

Therefore the -Health monitoring system using wireless sensor network is detecting the temperature of 
the patient body; figure 8 shows the normal temperature of a patient body where the signal detecting 
the healthy status of human body hence no alarm is generated. The temperature difference is set in a 
predominant fashion and then modifying the threshold values in the system by using wireless sensor 
networks. This method of design and hardware implementation can also be done by Python 
Programming along with hardware equipment known as Onyx II and WristOX2 [13]. 
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ABSTRACT 

Cloud Computing's service models IaaS and PaaS have a number of proprietary pricing models as the 
services has been commoditized to some extent. The SaaS so far has been known with a flat price within 
the usage time. But pricing models need to be more flexible to prevent customers from thinking that 
paying same price for a service over a period is no more cost effective, in spite of the level of utilization 
of the service. For Cloud Computing this has to be taken into account. Africans are not used to fixed 
price models in their business transactions. In order to expand the acceptability of Cloud Computing to 
African a means of disputing prices is necessary.  This study proposes cloud utility price models to give 
the Cloud customer the luxury of different usage style and determine a customer specific, individual, 
most suitable price model. It gives the customer the opportunity to choose a price model for the 
predicted usage and work within the budget. The proposed cloud utility price models presented using 
use cases.  

Keywords-Cloud Price Models, Utility Price Models, IaaS PaaS, SaaS 

 Introduction 1
Cloud computing is categorized under utility services because of its various definitions and mode of 
deployment  [1],  [2]. Though, Cloud Computing is being described by  [3], as a technological change 
brought about by the convergence of a number of new and existing technologies. The commercial value 
of use with typically a self-service pay-per-use business model is deeply rooted in Cloud Computing and 
distinct it remarkably from previous computing paradigms. This created the need for a means to 
transform the computing services into monetary entities, hence the need for new business models. 
There is also the need to carefully select an appropriate Business Model as described in  [4], as some 
Business Models have been established to have different success than others. An appropriate Business 
model is required to translate the technology into service value. Using Business models, IT services are 
being translated as electricity into General Purpose Technology (GPT). According to  [5] Business Models 
with metered usage models are proposed for products whose standardized quality is to some extent 
regulated. A determined worth will acquire a certain quantity, weight or other measure of goods and 
services. The method of setting the worth is pricing. Thus pricing is a very important decision in Cloud 
Computing services as it requires a number of considerations. Proper pricing required a standard unit of 
measurement. There is the need to commoditize to a standard level in order to price effectively. 
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The three basic cloud computing service models are Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS) and Software as a Service (SaaS). Typically in IaaS the commodities are CPU power, 
memory, I/O usage for each virtual machine.  For the PaaS in general the provider is commoditizing the 
availability per month, used storage per month and used bandwidth. PaaS is considered to be enhanced 
or value added virtual instances and is offered bundled together with the infrastructure. For the SaaS 
usage time per month is mostly quantified. The existing commoditization techniques do not really 
portray the true utility model of Cloud systems. In the existing models, for example, once a virtual 
machine is started, the billing starts irrespective of the actual real usage of a Cloud service. It should be 
distinguished between a heavily used virtual machine and an idle virtual machine. 

This study proposes an enhanced billing system that incorporates other minute entities. For the PaaS 
there is the possibility of incorporating cost of deployment and customer usage of APIs (testing tools 
usage). For the SaaS, we intend to extend the monitored entities to the number of users accessing the 
service, the client transactions, what are clients actually doing on the Cloud service and the number of 
users per service. More exact would be to charge the customer according the number of users actually 
using the service not just the length of usage time. The usage history of the cloud customers will also be 
considered as this will help in retaining existing customers. This study specifically focuses on improving 
pricing for the PaaS and SaaS. 

The rest of the paper is organized as follows. Section  2 is discussing related work. Section  3 analyses 
price models. Section  4 presented the taxonomy of usage items for monitoring in Cloud services.  
Section  5 presents the Use Cases using usage graphical interface for controlling the improved price 
models. Section Error! Reference source not found. describes other possible rewarding models that can 
be employed. Section  7 concludes the paper. 

 Related Work 2
Business Models in Cloud Computing is an emerging area. Generally speaking, Business Model aligns the 
components and functions of the business as well as revenue generated and the expenses incurred. 
In  [6] it is stated that Business Models are tools for expressing business logic and describing customer’s 
values. Cloud Business Models can be said to be a tool for capturing economic value from Cloud 
Computing. Since a Business Model depicts the story that explains how a firm works  [7]. Business 
models must evolve with markets trends, as a model that succeeds today might fail tomorrow. It is 
difficult to apply the traditional system centric allocation policy in a highly dynamic and distributed 
environment  [8]. Hence the traditional business model cannot be applied in the Cloud System. 
Transition from the traditional Software Packaged delivery to Software Delivery as a service in Cloud 
Computing impact a change from the existing Business Model, this was illustrated with a Gaming 
Software firm in  [9]. 

According to  [10] Cloud Computing Business Models are classified into eight types and gave the strength 
and weakness of each model. It further related the model to a Cloud Cube Model (CCM) and used the 
Hexagon Model to illustrate the sustainability of an organization through the adoption of the right 
business model. This paper focuses on the pricing models. The commercial success of Cloud computing 
strongly rests on a cordial business relationship between the provider and the consumer through a good 
pricing system. An Auctioning Resource Pricing policy was proposed in  [11] where user can predict the 
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future resource pricing as well as satisfy budget and deadline constraints without knowing offers from 
other users to solve the price prediction problem. The study favors the cloud provider. In  [12] it was 
established that the prices charged for computation on IaaS is personally and socially unfair. Since the 
multi-tenancy infrastructure in Cloud Computing allows for VM interference in disk, network I/O and 
CPU. Users are charged on consumption per hour and consumption has been prolonged by the VM 
interference hence users are paying more than the actual consumption. The cost is not even the same 
for different users. Hence proposed a new charging scheme that will make users pay for what is actually 
being consumed. The study also focuses on better pricing system for the consumer, same direction as 
ours but specifically for Computation as a Service under the Infrastructure as a Service. The study favors 
the cloud consumers. 

 [13] identified four differential pricing tactics that are available to Internet stores: buyer identification, 
time of purchase, purchase quantity, and asset/usage.  [14] discussed pricing mechanisms on the 
Internet and also agreed that prices can be customized for each buyer according to various rules that 
involve, for example, customer location, purchase history and click pattern. Hence it may not out of 
place to apply these strategies to the Cloud Computing market which is also a business on the Internet 
environment. A friendly pricing scheme will go a long way to retain cloud customers. Generally When 
consumers perceive price unfairness they feel negative emotions like anger, outrage, disappointment 
and may not repeat purchase Error! Reference source not found..  In the study of pricing in the Cloud 
in  [16] found out that an unfair pricing scheme could foster dissatisfaction with users and could 
eventually lead to loss of customers. The paper is a deeper description about fine-grained charging units 
into the SaaS, to improve the pricing system and endear more users to the SaaS. Our study incorporates 
other minute’s entities into the pricing system thereby enticing more users. Thus favoring both the 
cloud provider and the cloud consumer. 

 Pricing and Cloud Computing 3
The total utility can be aggregated as the entire satisfaction or benefit of a customer in a given services. 
Economists   employed the consumer demand theory to determine the total utility as the theory studies 
consumer behavior and satisfaction. Utility is also used to denote services that are required to satisfy 
fluctuating customer needs. These services are in turn paid for based on usage and not in flat rates. 
Electrical power and water are basic utilities known for a long time. Later utilities that emerged are 
public transportation, radio, television, telephone and the Internet access and recently the Computing 
services under the tag of Cloud Computing.  In  [17], Cloud is categorically stated as the 5th utility, 
placing water as the 1st utility, electricity as the 2nd utility, telephone and public transportation in the 
3rd category while Radio and Television fell in the 4th category. 

According to  [18] water, electricity and public transportation employed the metered usage of service 
business models. While radio, television, telephone and Internet access uses mainly the subscription 
model with some metered services for special services. Cloud Computing is often seen as a part of larger 
development towards long-dreamed vision of society where computing is delivered as a utility  [19].  [20]  
imagined the 21st century as where computing is being transformed to commoditized services and 
delivered as standard utilities such as electricity and telephony. 

The cost of compute power can be calculated by amortizing the capital cost over the lifetime of the 
system as done in costing electricity systems  [21]. The total cost of a cloud service will be a function of 
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capital funds, depreciation, interest rates and system lifetime. In  [22] eight categories of cost in a Cloud 
System are identified, they are: server hardware cost, software cost, support and maintenance cost, 
network cost, facilities cost, cooling cost, real estate cost. These cost will be translated to the consumer 
in two basic categories fixed cost and the variable metered cost. 

Cloud cost can be broadly divided into fixed cost and variable cost. Fixed cost include, startup cost and 
availability cost, this is synonymous with the access cost. The variable cost is the operational cost, which 
is basically based on usage and is determined by the consumption. In  [5], the evolving relationships in 
Cloud usage was observed, and it was discovered that there is a tendency for the customer thinking that 
paying for a service over time is no more cost effective after a period. Thus there is a need to review the 
existing price models in Cloud services. 

According to  [5] the metered usage model is applicable to products whose standardized quality is to 
some extent regulated. Therefore proposed the metering model for IaaS (processing power, storage 
devices, servers, I/O, other hardware etc). The IaaS costing to include legal cost (e.g court or litigation 
cost), data restoration and disaster recovery cost (though a limit can be set) and regulatory 
requirements (location dependent regulations, regular backups). The metered model of the IaaS can 
have variants like metering plus subscription or fixed basic plus metered price model to allow for 
flexibility. Most of the time the infrastructure is bundled with the PaaS, so the PaaS cost is better 
incorporated as added value in IaaS. In costing PaaS, customization can be allowed like a free start, 
billing above free limit and metering price model. The subscription and pay as you go model is proposed 
for the SaaS layer. The subscription can also have considerations for booking in advance and discounts 
for pre-payment. 

Pricing requires that a consideration is given when exchanging or transferring ownerships. Pricing is one 
of the most critical decisions in introducing new services  [23] as the consumer demands, competitors 
pricing and market trends are to be considered. Pricing mechanisms describes the means by which 
several decisions are taken by consumers and businesses interact to determine the allocation of scarce 
resources between competing uses.  It is required for optimum pricing. Traditional pricing mechanisms 
may be inadequate in Cloud Systems due to the dynamicity of the system  [24]. Commercial success with 
Cloud services can only be achieved by developing adequate pricing mechanisms  [25]. Next is an 
overview of possible price models: 

1.1 Static: 
Pricing mechanisms can be static for a period of time, that is fixed, it’s not going to be affected by 
consumer characteristics be it volume and may not be affected by the market value also. Static pricing 
has a number of flavors. Customers can be made to pay per use, the payment will be a function of the 
time or quantity consumed of a specific service. 

• Flat fee: Customers may also be made to subscribe that is, pay a flat fee for a product or service 
for a fixed price. 

• Menu Price: The Menu Price variant expects the customer to pay a price that is already found on 
the catalog. 
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1.2 Variable by market value 
On the other extreme of the static pricing is a pricing mechanism can be dictated purely by the market 
value. This pricing mechanism has a number of variants. 

• Haggling or Bargaining: In Haggling or Bargaining the buyer and the seller dispute the price to 
finalize on a productive agreement. It allows the customer to capture surplus and allows for price 
discrimination, as a richer and desperate buyer may pay more. 

• Yield Management: The Yield Management variant is also a discriminatory pricing. It allows pricing 
policy for optimizing profit by anticipating, influencing and forecasting customer behavior (airline 
seats, hotels rooms).  

• Auctioning: The Auctioning is a variant that offer services or product for competitive and open bid 
by increasing the price and then selling to the highest bidder i.e. Forward Auction. The Reverse 
Auction allows many sellers to bid for one buyer s good in decreasing decrements of price. 

• Dynamic Market: The Dynamic Market flavor results from continual change in both supply and 
demand of a product or service. No individual buyer or seller (single entity) has the ability to change 
the price but the buyers and sellers collectively can. 

1.3 Variable by customer characteristics 
In another category of pricing mechanism, pricing can be determined by the characteristics of the 
customers, like the volume consumed and other customer preferences but will not be affected by the 
market value. This is also implemented in a number of ways. 

• Service Bundles: Prices can be set according to the bundling of services features. 
• Customer CV: The history of customers using some characteristics can also be used in determining 

the pricing for a set of customers. 
• Purchased volumes can as well be used to differentiate prices for different customers. 
• The Customers valuation can also determine the final price of a product or service. 

Business models that are based on variable pricing are known to be thriving in Africa. Africans are not 
used to static pricing model. In order to expand the acceptability of Cloud Computing to the African 
market the variable pricing system must be incorporated deeply into Cloud Computing. In order to 
implement a variable pricing system as against the current static pricing further minutes entities needed 
to be incorporated. 

 Priced Items in Clouds 4
Clouds have a pay-per use model, which implies the usage monitoring of Cloud resources in clouds 
essential. Based on a survey of the monitoring items of Amazon  [26], GO Grid  [27], RightScale  [28], and 
Salesforce  [29], a taxonomy of Cloud Use Items has been developed at the level of IaaS, PaaS, and SaaS. 
From the provider point of view, everything that causes cost is of interest. From the customer point of 
view business related values more are important. 

4.1 Use Items in IaaS 
First an overview of the use items in IaaS, categorized in Compute, Storage, Network resources with 
their attributes (see Table I). A long way to go is the integration of QoS into the Cloud infrastructure, but 
has to come, if Clouds want to be successful in business areas. 
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Table-I: Use Items in IaaS 

Compute Resource 
Attributes Explanation 
Number of Instances number of on demand 
 
Type 

Depending on the CPU performance (e.g. MIPS), Memory 
size, etc. 

Time of usage Typically per hour 
Operating system Licensing issue 
QoS Snapshot, backup, reservation, etc. 
Storage Resource 
Attributes Explanation 
Storage Volume Volume per month 
QoS Redundancy, backup, etc. 
Network Resource 
Attributes Explanation 
Message transfer Upload, download, intercommunication 
Components Need for firewall, routers 
QoS Guarantee of bandwidth, etc. 

 

4.2 Use Items in PaaS 
Table II lists the attributes in the service model PaaS, which are not so wide spread as the IaaS ones. Of 
course all the use items of the IaaS can be taken into account at the PaaS level, but there are additional 
ones. 

Table-II:  Use Items in PaaS 

Attributes Explanation 

Deployment Data size and time of the deployment 

Database Volume size and performance issues 

Scalability Min/max scalability limits, scalability speed, etc. 
Application 
development 

Support for development, debugging, library support, etc. 

Programming 
language 

Type of programming language and possible licensing 
issues 

QoS Availability, support for APIs, security, etc. 

 

4.3 Use Items in SaaS 
At present for the SaaS, only the time of usage is being monitored. The focus of this study is on SaaS.  
For the SaaS, we intend to extend to the monitored entities to  
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4.4 No of Users Accessing the Service 
Monitoring the number of users accessing a service implies service specific inspection. It might be used 
to adjust the charge for the service. A less popular service will be visible and can be improved upon. A 
very active service may have it charge slightly raised to increase revenue for the provider and this may 
also implies decreasing the price for the less active service to entice customer to it. 

4.5 No of Real Transactions 
This is reflected by measuring users actually hitting the service not just the length of time of usage. 
Accessing a service may not necessarily means carrying out transactions with it. A customer may log in 
to the service and be idle, whereas another customer is actually completing a transaction. So price 
differential can be set in for the two categories of customers.  This will be based on the actions carried 
out with the service. This will also help to focus on key customers that is those that are actually clicking 
on the service. 

4.6 The Usage History 
The usage history of a customer could also be used to initiate a price differential.  To retain existing 
customers, long usage history may be rewarded. This may entice a customer to stay with an old client.  
Economically, it is cheaper to retain existing customers than acquiring new one. An experienced 
customer requires less help and most likely has fewer problems to deal with. A good retention strategy 
to reward loyal customer decrease the customer’s overhead and also lowers the maintenance cost for 
the provider. A long term customer will likely purchase more services and may even introduce new 
customers. 

4.7 Period of Usage 
The time of usage of some services could be used to determine the price. The energy companies charge 
differently for energy utilized during the day and during the night. Instead of zero utilization of SaaS 
services in the night, a good discount for night usage might entice some SME users.  Existing customers 
who are likely to require less help desk attention could greatly benefit from this. The customer will pay 
less while the provider will have more revenue whereas the service would have generated nothing in 
the night. 

Table III is summarizing the newly introduced monitoring items: 

Table: III Use Items in SaaS 

Attributes Explanation 
No of users accessing More users generally cause more load 
No of real transactions Completed transactions 
Usage history Enable rewarding if experience customers 
Usage period Daytime or night usage 
QoS Request Response Time, Web Application Firewall, etc.  

 Use Cases 5
To illustrate possible applications, this section presents use cases with corresponding sample 
implementations. Varying prices with respect to users peculiarity will further exhibit the pay as you use 
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feature of cloud and will endear more users to Cloud computing. Users are presented with the Cloud 
Price model template.  For instance, a cloud user is subcribing to use the Web Server service as shown in 
Figure 1. The user specifies the number of hours the service is needed  and also the period of the day, 
which is ‘day’ as shown in the figure. In this case the Web Server is needed for 10 hours during the day 
period.  In figure 2 , the summary of usage and the corresponding price is displayed. The user only used 
2 hours out of the 10 hours suscription, there is a discount and no penalty as there was no violation. 
Once these specifications of usage are made the customers get the price attached to the expected 
usage. 

In case the usage does not correspond with the initial specifications then, penalty will be charged. To 
demonstrate this, figure 3 shows the subscription details for Database server by the same user while the 
usage details, taking into account the violation, is shown in figure 4. This study is proposing a flexible 
utility model where the consumer has the opportunity to adjust the offering giving rise to a number of 
combination. The new pricing systems afford the customers the luxury of specifying the expected 
planned style of usage. The usage can include the period of the day, expected number of hours, 
transactions and the expected number of access (see Figure 1). 

 

Figure-1: Usage Style Specification 

The actual usage is compared with the expected usage specified earlier. The reduction display the 
discount given to the user due to the specifications made earlier. Violations can also be applied as a 
penalty in case there is a deviation from the expected usage earlier specified. The total amount due for 
payment will be computed based on the actual usage as against the flat price model earlier adopted by 
the SaaS (see Figure 2). 
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Figure-2: Actual Usage without Violation 

If a customer predicts the usage of Cloud services, the Cloud provider could achieve a better utilization 
of the Cloud infrastructure and therefore can give the customer better prices.  

 

Figure-3: Initial User Specification 

 
Figure-4: Actual Usage with Violation 
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 Rewarding Models 6
A number of model can be used to reward users in addition to timing. This section discusses various 
rewarding price models which are common in business and could be experimented with cloud services. 

6.1 Rewarding Loyal Customers  
If a customer has been using a particular service for a period of time (e.g. several months), the customer 
is given a discount to reward loyalty. This implies the customer now pays less per e.g. number of users 
per month for this time period. This may retain the customer for the next time period. By this the SaaS 
provider may be assured of the customer’s loyalty for the next time period. The customer might be 
retained for even a longer period, which is better for the provider because an existing customer is 
cheaper to maintain than new customers. Though a reduction in price as a reward for loyal customer 
may reduce the Providers income, but the income will still be higher than maintaining the static price 
and loosing customers. 

6.2 Rewarding Night Usage 
If users are given a significant discount for off peak usage like night period, say half the original price if 
the service is used between 10pm and 4am in the morning in addition normal day use. This may enable 
small software development companies to hire their developers for that period of the night. Since the 
developers may not necessarily be full time staff, so they are hired for this period, the job will get done. 
This offer is better given to existing users because they are already familiar with the service, hence may 
require fewer help desk attention because of the time of usage.  The cloud user (Software Company) will 
be satisfied, it will spend less and the SaaS provider will also have a better utilization of the 
infrastructure. 

6.3 Rewarding Transactions 
Assume an online shop is hosted by a SaaS provider. If more users hit the service this increases the 
utilization of the service to the SaaS provider. The Cloud provider could give discount for a service that is 
well utilized. If increase in the actual transaction on a service can be rewarded, the SaaS provider may be 
able to generate more income. The online hop could subscribe to this, and will also introduce a sales 
offer for its client. Probably during winter that going out is not a welcome idea. The online shop gives a 
discount on some items to its client within a limited period of the day. It could add incentives like free 
delivery or buy two get three for online shopping. This may increase the number of transactions on the 
service as clients will most likely grab this opportunity. This will increase the number of 
clicks/transactions on this service to the online shop at that period. The online shop will have an 
increased income and the SaaS provider will also earn more. 

6.4 Rewarding Increased Users 
If a SaaS provider observe that one of its offer is getting low attention. The provider can allow probably 
a reduction in the trial period and give a discount. This may invite the attention of some SME companies 
that need such as service but has been hindered by the price attached. A software development 
company could hire many part time developers staff for a limited period that will enable the work to be 
finished as more people on the job will likely lead to a reduction in the finish up time. These will divert 
attention to the offer. Many more SMEs could be attracted by this the SaaS provider get more customer 
and more income. 
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All of the rewarding models described above can be combined, depending on the taste of the Cloud 
consumer. It can be seen that each of this new pricing generates more income for the provider and also 
gives flexibility to the Cloud consumer. 

 Conclusion 7
The proposed pricing model is an improvement over the existing flat Cloud pricing models for SaaS 
users. The possibility of employing differential pricing in Cloud services was re-enacted. Use case 
scenario was employed to illustrate possible implementation of differential pricing using timing. . Other 
possible ways of endearing users to cloud in form of rewards were also discussed. Cloud computing is 
still emerging, hence exploring the true utility nature will go a long way to endear users to it and 
increase its acceptability.   
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ABSTRACT 

Intrusion detection and prevention systems play a crucial role in the overall information security 
implementation of today’s organizations. Traditionally, signature-based and anomaly-based detections 
have been the two main methods of detection and prevention techniques. Signature-based intrusion 
detection systems are excellent in detection and performance, but they are vulnerable to unknown 
threats like zero-day attacks. Extensive research have been conducted on anomaly detection and 
prevention based on users’ behavior profiling. However, as insider attacks increase, it has become 
equally important to monitor and analyze extrusion attempts. Behavior-based profile creation has a 
promising future in extrusion monitoring. However, profiling individual behavior has its limitations in 
that it tends to incorporate unintended behavior into the normal profile. In this study, user's 
organizational role has been integrated into profile creation further reducing number of false positives. 
A prototype of the model is tested with three users belonging to three different roles. A profile 
migration scheme is proposed to import user profiles at various login locations. 

Keywords – Extrusion detection, Role-based profile modeling, Profile migration 

 Introduction 1
For many years, security experts have given much priority to increase network perimeter security 
because most attacks were targeted on breaching perimeter security. But with the development of 
technologies like mobile computing, cloud computing, distributed processing and increasing reliance on 
web-based applications, cyber-attacks are becoming more and more complex and advanced with time. 
Even though it is extremely important to protect the networks from external attacks, internal attacks 
can do far more damage as these attacks come from trusted insiders. 

Attacks do not always occur in the same pattern. Attackers will try different kinds of methods to achieve 
their goal. Intrusion Detection and Prevention Systems (IDPSs) traditionally use signature-based 
approach, which is a very effective method and achieves better performance in detecting known 
threats; however they are ineffective in detecting new and unknown attacks. To overcome this, 
researchers have developed anomaly based IDPSs, which use behavior analysis to detect intrusion. Using 
anomaly based detection, IDPSs compare current system, user, or network status with a previously 
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created profile to detect anomalous behaviors. The main drawbacks in anomaly-based detection 
methods are managing large number of profiles, increasing false negatives and false positives.      

Anomaly based IDPSs create user profiles to identify each user in the system. These systems consist of a 
learning phase and a detection phase. In the learning phase they gather data from each user to create 
profiles, and in the detection phase they compare users’ data in real time with previously gathered 
information stored in the profiles. The main drawback in this process is that there is no method to 
validate actions done by the users in the learning process. Therefore, unauthorized actions might be 
added to the users’ profiles. To overcome this issue, the users’ organizational role based on their job 
function gets introduced to the anomaly profile creation process. A group profile is created for each role 
by analyzing users' data within a specific group. Since there are standard authorized activities a user can 
do in a specific job role, the individual unauthorized activities will be ignored during profile creation. A 
good framework to build anomaly profiles for large organizations was introduced by role based profile 
analysis [1] which use both role based profiles and individual profiles to detect attacks.  This research 
has extended their model in creating combined role-based and individual-based profiles by designing 
and implementing an algorithm to detect deviations.  

The authors of this paper have also presented a prototype to migrate user profiles at multiple login 
locations. Most of the previous work related to IDPS user profiles have been done to create those 
profiles, and not much research is present in the literature involving their transferability. The need of 
designing a scheme to migrate user profiles within an organization has also been addressed in this 
research. 

The rest of the paper is organized as follows. Section 2 discusses some relevant literature in the context 
of anomaly detection and profile migration, section 3 describes our design and prototype 
implementation, section 4 discusses the results, and section 5 describes our profile migration scheme. 
Finally, section 6 concludes the paper.  

 Literature Review 2
Research in anomaly based profile creation is a rapidly developing area in the information security field. 
Researchers use a wide range of methodologies to develop profiles to obtain high accuracy detection. 
One of the main issues in maintaining user profiles is how to handle users' behavior change over time. 
This is also known as Concept Drift [2], and anomaly profiles should be up-to-date to detect the new 
user behavior. A dynamic normal profiling system [3] was introduced to solve this problem and the 
special algorithms SVM (Support Vector Machine) and FLORA 2 (Floating Rough Approximation) were 
used to update user profile during extended period of time. SVM algorithm creates normal profiles by 
filtering irrelevant data, and FLORA2 uses a dynamic sliding window to update patterns with time. 
Multiple classifiers were used to improve performance in anomaly-based detection by using the Kyoto 
2006+ dataset obtained from honeypots at the Kyoto University [4]. A Multi-Level Intrusion Detection 
System (ML-IDS) was proposed in [8] to use three parameters to detect intrusions: traffic flow, packet 
header, and payload. Instead of obtaining results from individual parameters, ML-IDS used a decision 
fusion technique to get better results. Another study was conducted in [5] by observing number of 
running applications, number of open windows, application performance, websites viewed, and 
keystroke analysis.   
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Further research have shown that intrusion detection on encrypted sessions is difficult because the 
system has to decrypt it before analyzing the data. Protomon [6] is one of the unique anomaly based IDS 
which was developed to detect malicious behaviors in cryptographic and application level protocols in 
encrypted sessions. Casual Relation Minor framework (CR-Miner) was developed to identify anomalous 
events on a host [9], by discovering the relations between user activities and networks traffic.  

Since Role Based Access Control (RBAC) [7] was introduced, IDPSs have integrated it to get better 
performance and accurate detection. The advantages of role based access control along with scalable 
administration, separation of duties and least privilege were all taken into account when developing the 
Composite Role Based Monitoring (CRBM) system [10]. The main advantage of CRBM is it maps vertically 
and horizontally between different levels and domains. CRBM also used user's organizational role, 
applications, and operating systems in its behavior monitoring system. One of the other main 
technologies integrating RBAC is database management systems. Database traces stored in log files 
were used, to model user's normal behavior and identify intrusion [11]. Furthermore, they have 
integrated RBAC, which will reduce the number of user profiles to compare, and alert when a user tries 
to access system resources beyond the user's role permission.    

Anomaly based detection systems use statistical analysis to compare current user data with predefined 
user profiles. Standard deviation is a commonly used measure to detect deviation. For more advanced 
comparisons, the Kullback-Leibler (K-L) divergence [12] has been used. K-L divergence was used to 
detect anomalous behaviors in wireless communication signals [13] from interferences and to analyze 
DNS traffic for Domain-Flux attacks from Botnets [14]. 

There has not been much discussion in the literature on designing an efficient communication 
framework for importing user profiles in an intrusion detection environment. Earlier studies suggested a 
communication mechanism for cooperation between multiple intrusion detection agents using a new 
protocol named Information Exchange Protocol to avoid limitations of intrusion detection system with a 
controlling center [15]. Information exchange protocol use UDP datagrams for its communications. It 
also uses four kinds of event formats in exchanging messages as event receiving, event sending, 
announcement receiving and announcement sending. The Intrusion Detection Working Group (IDWG) 
suggested a protocol called Intrusion Detection Exchange Protocol (IDXP) to enable communication 
between intrusion detection systems [16] over a connection oriented protocol. Also, IDXP is an 
application-level protocol which supports confidentiality, integrity and mutual authentication between 
intrusion detection systems. IDXP supports exchange of data in a structured or unstructured format. 
Structured data includes messages in a format defined in Intrusion Detection Message Exchange Format 
(IDMEF), while unstructured data includes unstructured text and binary data.  

All of these protocols work to exchange data between intrusion detection systems, not between other 
systems. Therefore, the importance of a data exchange mechanism between intrusion detection 
systems and other devices such as an authentication server is growing. 

 Design and Implementation  3
The basic premise of the model is to integrate the role-based profile with the individual-based profile. 
Four parameters are chosen to represent the profiles, two for each profile: CPU and memory utilization 
for the individual profile, and the number of processes and network connections for the role-based 
profile. The deviation is measured by the Kullback-Leibler (K-L) divergence as given below in Equation 1. 
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The Kullback-Leibler divergence is a statistical function used to measure the proximity of two discrete 
probability distributions. If P and Q are two probability distributions, K-L divergence is give by Equation 1 
below: 

𝐷𝐷𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) =  ∑ ln (𝑃𝑃(𝑖𝑖)
𝑄𝑄(𝑖𝑖)𝑖𝑖  )𝑃𝑃(𝑖𝑖)                                 (1) 

K-L divergence satisfies the following properties: 

• Is always a positive number  
• Is equal to zero if P(i) = Q(i) (If two distributions are identical)  
• Is not defined when P(i) ≠ 0 and Q(i) = 0  

Instead of using Standard Deviation (SD), which measures how much the new data set is deviated from 
the mean, K-L divergence is used in this study to get a more precise comparison with user profiles and 
current data. A value of 0.5 is added to the values before calculating the K-L value to eliminate P(i) ≠ 0 
and Q(i) = 0 [13]. 

Our model is divided into three sections, the learning phase, the profile creation phase, and the 
detection phase. The learning phase describes how the data is gathered and saved to create user 
profiles. The profile creation phase describes how individual and role-based baseline profiles are 
created. Lastly, the detection phase detects intrusions in real time by measuring deviation from baseline 
profiles. Each phase is described in details below. 

3.1 Learning phase 
In the learning phase the system collects user's CPU usage and memory usage (for individual profiles), 
and number of running processes and number of established network connections (for role-based 
profiles) every five seconds. These data are grouped into one-minute sections to find the average values 
for every minute and every third minute. The flowchart is shown in Figure 1.   

Each value will be recorded and stored in a file for use during the profile creation phase. 
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Learning process

CPU /Memory/Process count/Network 
connections – Capture each value every 5 sec 

for 1 min

Calculate average for every 1 min

Calculate average of every 1 min 
values for every 3 min

Save CPU /Memory/Process count/
Network connections  in separate 

Excel files

End

 

Figure 1 Learning phase flow chart 

3.2 Profile creation phase 
In the profile creation phase, the system reads each user's CPU and memory data and creates an 
individual profile for each user. Simultaneously, the system collects all users' process and network usage 
data based on their organizational role. Separate role-based profiles are created for each role. The 
flowchart is shown in Figure 2. 

Read CPU/Memory 
Excel files 

Read Process count/Network 
connections  Excel files 

Create Individual and group 
profiles

Create Individual 
profile for each user  

Create group profile for each 
parameter for each user group  

Save each user 
profile in a XML file

Save each group 
profile in a XML file

End

 

Figure 2 Profile creation phase flow chart 
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3.3 Detection phase 
In the detection phase, before running the actual detection process, a trial detection process will run, 
which includes several tests to find the limits and thresholds of K-L values. The detection phase is 
divided into three sub phases as described below. 

In the first phase, the system reads the user's individual and role-based profile data and stores them in 
memory. Then the system starts and captures the user's real-time CPU usage, memory usage, number of 
running processes, and the number of established network connections for every five seconds. While 
the system is computing K-L values by analyzing this data, several test tools are used to generate high 
CPU activity along with memory, process and network utilizations. This method will help to define what 
the lowest and highest K-L values are when the system is in normal use. It also shows how K-L values 
increase with high CPU, memory, process and network utilizations, and finally, to define the threshold K-
L values for each parameter. The overall algorithm is shown in Figure 3. 

 

Define Threshold Values

Read Group and Individual 
profiles

Start Capture CPU Usage Start Capture Memory Usage Start Capture Process Usage Start Capture Network Usage

Calculate 
KLD

Generate High 
CPU Utilization

Calculate 
KLD

Calculate 
KLD

Calculate 
KLD

Generate High 
Memory Utilization

Generate High 
Process  Utilization

Generate High 
Network Utilization

Read All CPU KL 
Values

Read All Memory 
KL Values

Read All Process KL 
Values

Read All Network 
KL Values

Define Range and Threshold 
for KL Values for Each 

Parameter

Update The System with KL 
Values 

 

Figure 3 First detection phase flow chart 

Before starting the first phase, the minimum utilization, maximum utilization, and intervals between 
them are defined for each parameter. When the process starts to capture usage of each parameter, the 
test tools which are used to simulate high utilization also starts from minimum utilization to a maximum 
utilization. If the normal system utilization is higher than the predefined minimum utilization, the test 
tool will start to simulate from normal system utilization. All these values are recorded in a file. At the 
end of this process, for each parameter, the K-L values when the system runs in normal behavior and in 
intervals between normal and maximum system utilizations are identified and inserted into the system 
to run in the next phase. The K-L value when the system runs in normal utilization will be the baseline K-
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L value for each parameter, and the K-L values for intervals above the baseline will be used as the 
threshold values.  

In the second phase, the system loads the user profiles first and starts to capture user data. At the end 
of each minute, the system compares data with the profile and then computes the K-L value and 
compares it with the current threshold K-L value. All observations during normal system behavior with 
K-L values greater that this threshold are flagged as false positives; all observations under stressed 
behavior with K-L values lower than the threshold are flagged as false negatives. False positives and 
negatives are plotted with increasing threshold values to find the crossover point. The algorithm is 
shown as a flowchart in Figure 4. 

In the final phase, the threshold values are added systematically from the second phase. Then the 
system again starts to capture the user's real time data to compute K-L values. The inputs are passed 
through the individual profile-matching engine to analyze their behavior and measure deviation. If there 
are any deviations from the predefined threshold, output from the individual profile-matching engine 
are passed onto the role-based profile-matching engine. If deviation is detected in the second phase, the 
incident is marked as anomalous. The algorithm is shown in Figure 5. The rationale for using individual 
profile-matching engine before role-based profile-matching engine is as follows: if the role-based profile 
is checked first with the number of connections and number of processes running, a deviation may be 
passed onto the second stage with a higher number of process running, which may not necessarily mean 
that CPU and memory utilization will be higher. That will not be flagged as a deviation at the second 
stage. On the other hand, if the individual profile is checked first with the CPU and memory utilization, 
any deviation with high utilization will have a higher chance of getting flagged as a deviation at the 
second stage, as higher utilization may have been caused by more processes or more connections, thus 
reducing overall false negatives. In this phase, the system knows the K-L values for normal and 
suspicious usage, and from the K-L output of user, the system can define whether the current behavior 
is suspicious or not.   
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Figure 4. Second detection phase flow chart 
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Figure 5. Final detection phase flow chart 

 Discussion of Results 4
Python 2.7 was used as the primary programming language to collect data for creating individual and 
role-based profiles. These profiles were saved as XML documents. Three users were selected belonging 
to different roles, and asked to run the programs in order to capture their CPU activity, memory usage, 
as well as process and network usages. Data was collected for three weeks in a supervised environment, 
and each user's individual and role-based profiles were created.  One challenge was to determine the 
appropriate threshold value for using in the detection phase. We stressed the systems by injecting high 
CPU, memory, network connections, and processes, and recorded the parameters. Based on whether 
each value is between the baseline and threshold value or above the threshold value, the outcomes are 
defined as either a false negative or a false positive respectively. Plotting false positives and negatives 
with increasing threshold, we were able to find the optimum point, and use that as our predefined 
threshold. The tests ran for several days to capture user data and were grouped by each day. 

4.1 Individual Profiles 
Figures. 6, 7, and 8 show each user's CPU usage. For the first user, the normal CPU usage is 10% or 
below, and the maximum usage is generally 50%. The user's threshold K-L value is between 10-20%. The 
optimal K-L value is 0.6, and the relative CPU usage is 15.69%.     

For the second user, the normal CPU usage is 20% or below, and the maximum usage is generally 50%. 
The user's threshold K-L value is between 30-40%. The optimal K-L value is 0.92, and the relative CPU 
usage is 32.09%. 
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For the third user, the normal CPU usage is 30% or below, and the maximum usage is generally 90%. The 
user's threshold K-L value is between 40-50%. The optimal K-L value is 0.45, and the relative CPU usage 
is 44.47%. 

  

Figure 6. Optimum threshold for the first user’s CPU usage Figure 7. Optimum threshold for the second user’s CPU usage 
  

 

Figure 8. Optimum threshold for the third user’s CPU usage 
 

Figures 9, 10, and 11 show each user's memory usage. For the first user, the normal memory usage is 
60% or below, and the maximum usage is generally 90%. The user's threshold K-L value is between 60-
70%. The optimal K-L value is 1.56, and the relative memory usage is 65.69%. 

For the second user, the normal memory usage is 70% or below, and the maximum usage is generally 
80%. The user's threshold K-L value is between 70-80%. The optimal K-L value is 1.275, and the relative 
memory usage is 75%. 

For the third user, the normal memory usage is 50% or below, and the maximum usage is generally 90%. 
The user's threshold K-L value is between 60-70%. The optimal K-L value is 2.0, and the relative memory 
usage is 66.9%. 
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Figure 9. Optimum threshold for the first user’s memory usage Figure 10. Optimum threshold for the second user’s memory usage 
 

 

Figure 11. Optimum threshold for the third user’s memory usage 
 

4.2 Role-based Profiles 
Role-based profiles show each user's process (application) and network connections usage, where each 
user is selected to represent a different organizational role. 

Figs. 12, 13, and 14 show each group’s (role) process usage. The normal process usage for the first group 
is 120 processes or below, and the maximum usage is generally 130 processes. The user's threshold K-L 
value is between 120 and 130 processes. The optimal K-L value is 1.362, and the relative application 
usage is 125 applications. 

The normal process usage for the second group is 80 processes or below, and the maximum usage is 
generally between 100 to 150 processes. The user's threshold K-L value is between 90 and 100 
processes. The optimal K-L value is 1.4, and the relative application usage is 97 applications. 

The normal process usage for the third group is 80 processes or below, and the maximum usage is 
generally 100 processes. The user's threshold K-L value is between 80 and 90 processes. The optimal K-L 
value is 1.362, and the relative application usage is 85 applications. 

 

0
100
200
300
400
500
600
700
800
900

60 70 80 90

N
o 

of
 E

ve
nt

s 

Memory Usage Threshold 

False Positive False Negative

0
20
40
60
80

100
120
140
160
180

70 80 90

N
o 

of
 E

ve
nt

s 

Memory Usage Threshold 
False Positive False Negative

0
50

100
150
200
250
300
350

50 60 70 80 90

N
o 

of
 E

ve
nt

s 

Memory Usage Threshol;d 

False Positive False Negative

URL: http://dx.doi.org/10.14738/tnc.25.473    38 
 

http://dx.doi.org/10.14738/tnc.25.473


Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

  
Figure 12. Optimum threshold for the first group’s process usage Figure 13. Optimum threshold for the second group’s process usage 

 

 
Figure 14. Optimum threshold for the third group’s process usage 

Figures 15, 16, and 17 show each group’s (role) network usage. The normal network usage for the first 
group is 30 connections or below, and the maximum usage is generally 120 connections. The user's 
threshold K-L value is between 40 and 50 connections. The optimal K-L value is 2.4, and the relative 
network usage is 41 network connections. 

The normal network usage for the second group is 20 connections or below, and the maximum usage is 
generally 140 connections. The user's threshold K-L value is between 20 and 40 connections. The 
optimal K-L value is 2.49, and the relative network usage is 38 network connections. 

The normal network usage for the third group is 10 connections or below, and the maximum usage is 
generally 90 connections. The user's threshold K-L value is between 30 and 40 connections. The optimal 
K-L value is 1.7, and the relative network usage is 33 network connections. 
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Figure 15. Optimum threshold for the first group’s network usage Figure 16. Optimum threshold for the second group’s network usage 

 
Figure 17. Optimum threshold for the third group’s network usage 

4.3 Final detection and false positive analysis 
Our algorithm uses the individual profile-matching engine before the role-based profile-matching engine 
(rationale already given in section 3.3). In this section we analyze false positives, and show that our 
approach succeeds in reducing false positives. The analysis is done on data collected during the 
detection phase with real-time data under supervised condition with no malicious activity. 

Table 1 summarizes results for the first user. It can be seen that about 14% of events were flagged as 
intrusion in the first stage by the individual-based detection engine, while only 4% of events were 
flagged as intrusion by the system. This significantly reduces false positives. Similarly, tables 2 and 3 
summarize results for the second and third users respectively. Flagged events were reduced from 18% 
to null for the second user, and from 53% to 3.5% for the third user. These tests show that our system is 
capable of significantly reducing false positives. 
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Table 1. False Positive Analysis for the First User 

 No of 
Events 

Percentage 

Total 2453  

Events passed Individual profile test 2104 85.70% 

Events failed Individual profile test 
but passed group profile test 

250 
10.19% 

Events failed both tests 100 4.07% 

Table 2. False Positive Analysis for the Second User 

 No of 
Events 

Percentage 

Total 1078  

Events passed Individual profile 
test 

878 
81.44% 

Events failed Individual profile test 
but passed group profile test 

200 
18.55% 

Events failed both tests 0 0% 

Table 3. False Positive Analysis for the Third User 

 No of 
Events 

Percentage 

Total 958  

Events passed Individual profile test 451 47.07% 

Events failed Individual profile test 
but passed group profile test 

473 
49.37% 

Events failed both tests 34 3.54% 

 Profile Migration Scheme 5
There is a need to migrate user and group profiles, as users are becoming mobile and login to the 
domain from various locations. We have proposed such a scheme to migrate these profiles. Also to 
move the user profiles from one location to another, they have to be saved in one or more locations 
where they can be accessed from any host within the organizational network. These locations should act 
like data-stores, which could house all user profiles in specific format and profiles should be identified 
according to the user credentials. 

Our design has three main components: client, authentication server, and data store. Client is the user 
entry point to the organizational network. Mainly this would be a computer where users could log into 
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the organization network and their credentials will be authenticated by an authentication server. After 
the profiles are moved to the client machine, they are being used by the IDPS system residing in the 
client machine. 

The authentication server is the main device that glues the system togeather. It communicates with 
both client and the data store, and transfers profiles to the client. It also authenticates each user logging 
into the host machine. The main tasks of this server are to authenticate the user, apply any policies 
related to the user, and transfer the user profiles (both individual and role-based) from the data store to 
the client. 

The data store is the repository of IDPS user profiles. These user profiles are indexed according to any 
user credentials such as user name or user id. Each user profile will be saved as an XML file to be 
supported by the data store. It would be an added advantage if the data store supports any regular 
expression based searches within the data store. The data store only communicates with the 
authentication server to transfer profiles. 

The process flow is shown in Figure 18 below. Users are assumed to connect to the organization’s 
network domain for authentication by the domain controller.  The process starts from the user. Initially, 
the user provides login credentials to the client machine. The client machine initiates the login process, 
and provides the supplied credentials to the authentication server. On success, the authentication 
server initiates the profile transfer process to identify and transfer the IDPS individual and role-based 
profiles to the client machine. After the user related processes are done, the user login process will 
complete its task and the user can access the machine. 

        

Figure 18. Process flow for user profile migration scheme 

The design was implemented using Windows Server 2003 as the directory server (domain controller), 
and Microsoft SQL Server 2008 as the data store, all running on virtual hypervisors. VMWare 
Workstation was used as the virtual hypervisor. Selecting a platform for a data store was based on 
several considerations. First was a directory server, second was a database server, and third was storing 
the profiles in a file system. Storing the profiles in a directory server was not considered because of two 
reasons; one, it would add an extra load to the current directory servers; two, adding the profile data in 
a seperate system will make the data store an isolated system which can be managed and controlled 
seperately without entering to the directory server.  Selecting a database as a data store rather than a 
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flat file system or directory service provides several advantages such as easier indexing, iplementing 
security, and open to sql queries for easier data searching and manipulation. 

One of the initial requirements of the design is to transfer the profiles which are saved in the data store 
to the host machine. First, the profile requesting component, which is the client or the server, has to 
identify the logon process and initiate a communication channel to the data store to get the profiles. 
Then the data store has to be queried to get the specific users’ profiles. Since the profiles are indexed 
according to user credentials such as user name or user id, the initiating component has to have the 
requesting user details with the query. A successful query will identify the profiles (both individual as 
well as role-based) for the user which will be transferred to the client machine to be used by the IDPS. 
Since the authentication server runs as a directory server, it has the ability to identify the logon process 
for a user. Also since the data store works as a database, a database client tool will help to connect the 
datastore and run a query to get the profiles. The client tool should have the user’s id to get the profiles. 
To complete this process a Visual Basic script was written to connect to the database and get the 
profiles. This script stays in the “sysvol” directory on the directory server and runs on the client machine 
when the user logs on. The script is executed as a part of the user logon process, and executes the 
database client tool to connect to the data store and query the user’s profiles. If found, the script gets 
the profiles and transfers them on to the client machine.  

 Conclusion and Future Work 6
As insider attacks are growing, anomaly-based extrusion detection systems are becoming popular in 
many organizations. In this research we have designed such a system based on integration of individual 
profiles and organizational role-based profiles. We have implemented a prototype of the system, and 
demonstrated that our system is capable of reducing false positives significantly. We have also 
implemented a profile migration scheme, which helps to migrate users IDPS profiles to various locations 
within and outside the organizational boundary as long as the users log in to the domain. 

A future extension of this research will be to make the user profiles (both individual and role-based) 
dynamic based on a feedback mechanism. Adding parameters such as user’s geographical location and 
devices used will also help in building better profiles. 
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ABSTRACT 

We consider wireless clustered sensor networks consisting of large numbers of life-limited sensors, 
where the size of each cluster is determined by the data rate generated by the sensors it contains. The 
limited sensors’ life-span and their possible mobility induce variations in the sensor population and data 
rate dynamics. The variations of the sensors’ population necessitate the deployment of random access 
data transmission algorithms, where stable such algorithms lie within the limited sensing class.  We 
propose the deployment of the Limited Sensing Stack Random Access Algorithms (LSSRAAs), with a 
modification which allows the accommodation of high priority data.  We evaluate the performance of 
the LSSRAAs in the presence of sensor expirations and recommend design specifications for systems 
with low versus relatively high energy reserves.  

Keywords:  Clustered Sensor Networks; dynamic data rates; limited sensor life span; limited sensing 
random access transmission algorithms; priority data; dynamic cluster reconfiguration. 

 Introduction 1
We consider wireless sensor networks containing large numbers of possibly mobile sensors, normally 
distributed over a wide geographical area.  Such networks are then comprised of sensor clusters, where 
the size of each cluster may be determined by the communication range of the devices, in conjunction 
with the aggregate data rate generated by the sensors contained in the cluster. The clusters are 
generally connected via a backbone network which also normally includes a base station that performs 
global data processing operations. 

The distinguishing feature in wireless sensor networks is the limited life-spans of the sensors, as induced 
by their energy consumption.  Interesting results focusing on energy consumption have been obtained 
by several researchers:  Bounds on energy conservation techniques have been derived in [1], role 
assignments targeting energy conservation have been developed in [2], energy conservation routing 
techniques have been proposed in [3], [4], [5] and issues arising due to energy conservation have been 
discussed in [5], [6].  In addition, topological and node-cooperation issues have been included in [7], [8], 
[9], while approaches to performance monitoring have been presented in [10].  An interesting rate 
allocation algorithm has been presented in [11], which is based on a modification of the max-min 
routing in [12] and the lexicographic linear programming approach in [13].  In [14], a dynamic rate 
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allocation methodology has been presented that is facilitated by the powerful data rate monitoring 
algorithm in [15], [16],[17], while an architectural reconfiguration approach based on data rate 
monitoring is presented in [18] and [19].  In [20], energy efficient clustering algorithms are proposed, 
including a discussion on LEACH approaches, where energy consumption is assumed to be strictly a 
function of geographical distances and where transmission collisions are completely ignored. 
Considering transmission protocols, those proposed or partially implemented (in Zigbee, IEEE802.15.4 
etc.) within the Random Access class are ALOHA-based and are characterized by well-known instabilities 
that pull the throughput down rapidly to zero, as the user population increases. 

Wireless sensor networks are designed to satisfy signal processing objectives.  Thus, their performance 
metrics are determined by those of the latter objectives [21], [22]. When time constraints are imposed 
on high accuracy signal processing operations, the consequence is increased required overall data rates. 
At the same time, due to sensor expirations and subsequent time-varying sensor populations, the data 
transmitting algorithms deployed by the sensors must be within the random access class. In particular, 
for stability and implementability, the class of Limited Sensing Random Access Algoriths (LSRAAs) must 
be then deployed by the sensors in each cluster.  Such are the algorithms in [23], [24], [25], [26],whose 
performance is a function of the their input data rates, while, at the same time, the life-span of the 
sensors is a function of the data rates generated within the clusters containing them, [27], [3], [4], [11]. 
Thus, required overall data rates, in conjunction with rate-dependent LSRAA performance and sensor 
life-spans, necessitate network-architecture and network-operations adaptations, so that the sensors’ 
survivability limitations do not interfere with the required network overall performance, [2], [9]. 

In this paper, we study the deployment of Limited Sensing Stack Random Access Algorithms (LSSRAAs) in 
clustered wireless sensor networks containing high priority sensors, where all sensors have a limited life-
span.  The present study is an extension of that performed in [19].  We model sensor expiration, deploy 
LSSRAAs which give a delay advantage to high priority data and analyze system delays and sensor 
expiration rates.  The organization of the paper is as follows:  In Section 2, we present the system model.  
In Section 3, we outline the operations of the deployed LSSRAAs and summarize their performance in 
the absence of sensor expirations.  In Section 4, we present numerical performance evaluations of the 
multi-cluster system in the presence of sensor expirations.  In Section 5, we draw conclusions. 

 System Model 2
The overall system is depicted in Figure 1 and is comprised of multiple clusters connected with each 
other via a backbone network of Aggregate Forward Nodes (AFNs) and a Base Station (BS).  Each cluster 
contains a large sensor population whose identities vary in time due to either mobility or expiration or 
both.  Such a sensor population necessitates the deployment of a Random Access Algorithm (RAA) by 
the sensors for their data transmission within the cluster which contains them [23], [27].  The data 
generated across all clusters are in the form of identical length packets.  Each sensor is a limited energy 
device whose stored energy may be exhausted by the retransmission and feedback sensing operations 
required for the transmission of a single packet (as dictated by the deployed RAA).  In our model, we 
thus assume that each sensor generates a single packet and expires: if its stored energy is exhausted 
and the sensor expires before the successful transmission of the generated packet, the latter is 
lost/rejected; it is successfully transmitted, instead, if successful transmission precedes energy 
exhaustion and sensor expiration.  The large sensor population, in conjunction with the model of a single 
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packet generated independently per sensor, gives rise to the Limit Poisson User Model per cluster [23], 
[27].  That is, the packet traffic per cluster is modeled as being generated by infinitely many 
independent Bernoulli users whose aggregate generated packet traffic is a Poisson process, where each 
packet is an independent user.   

 

Figure 1: System Topology 
  

It is assumed that each cluster in the network includes a distinct dedicated transmission channel 
(distinct dedicated frequency band) and contains two classes of sensors:  regular and high priority. The 
regular sensors produce regular data and are not located close to the cluster boundaries.  The high 
priority sensors are either located close to the cluster boundaries and may move shortly to the 
transmission range of another cluster, or they generate high priority data.  The regular sensors monitor 
and transmit through only the transmission channel of the cluster they are contained in, while the high 
priority sensors may in addition monitor and transmit through the transmission channels of neighboring 
clusters.  As we will see in Section III, the purpose of this additional channel monitoring employed by the 
high priority sensors is delay reduction, while their energy consumption may be simultaneously 
accelerated.   

Each cluster transmission channel accommodates synchronous transmissions, where the time of all 
channels across the various clusters is slotted synchronously to identical length slots, each 
corresponding to a single packet transmission.  Time is measured in slot units, where slot t occupies the 
time interval (t-1, t].  Slot feedback outcomes are assumed binary Collision (C) vs. Non-Collision (NC) 
across all cluster transmission channels:  that is, it is assumed that a sensor monitoring a transmission 
channel may distinguish accurately between collision versus non-collision per channel slot, where 
collision indicates the simultaneous transmission by at least two packets, while non-collision indicates 
that a slot is either unoccupied or it is occupied with a single packet transmission.  In addition, a collision 
results in complete loss of all involved packets requiring subsequent retransmissions, while a NC slot 
occupied with a single packet implies noiseless  transmission.  Given the transmission channel of a 
cluster, we will denote by xt the feedback outcome (C vs. NC) of channel slot t.   

Sensors transmit via given cluster channels deploying a stable Random Access Algorithm (RAA).  As we 
will discuss in detail in Section III, the operations of such an RAA impose initialization periods during 
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which a data generating sensor only monitors passively the feedback outcomes of the channels, until 
the sensor enters a Collision Resolution Interval (CRI) within a single channel.  During this CRI, the sensor 
both monitors feedback outcomes and occasionally retransmits, until the time when a successful 
retransmission occurs.  As we will discuss in detail in Section III, for regular sensors, the initialization 
period and the CRI both involve only one channel: the transmission channel of the cluster that contains 
them.  For high priority sensors, on the other hand, M > 1 channels are involved in the initialization 
period; the transmission channel of the sensor’s home cluster plus the transmission channels of M-1 
neighboring clusters, while the CRI still involves a single transmission channel selected by the sensor 
among the above M channels via some selection process (explained in Section III).    

As in [19], we adopt a linear model for the energy consumption by each sensor in the system, as 
expressed by inequality (1) below, where we first define: 

β:   The amount of per sensor energy consumed by the monitoring of a single channel slot.  

η:   The amount of per sensor energy consumed by a single packet (re) transmission.  

t1:   The number of slots during which a sensor passively monitors M channels in the system  

        without attempting transmissions (M > 1 for high priority sensors).      

t2:    The number of slots during which a sensor monitors a single channel in the system,  

         while participating in a Collision Resolution Interval (CDI). 

m:    The number of transmissions during  the CRI the sensor participates in. 

ξ:      The total energy stored in a single sensor for packet transmission. 

Using the above notation, we assume that the sensor expires, with subsequent loss/rejection of its 
generated packet, If: 

         β (Mt1 + t2) + ηm  > ξ                                                                   (1) 
 
We note that in the above expression we have assumed that the energies that a high priority sensor 
consumes for either monitoring or transmitting through a neighboring transmission channel are the 
same with those corresponding to its local transmission channel.   This assumption may be untrue is 
some cases, where considerable variations in communication range may cause increased energy 
consumption when neighboring transmission channels are considered. In the latter cases, the quantities 
β and η defined above will be channel dependent, instead. 

 The Deployed LSSRAAs 3
As discussed in Section 2, the sensor population per cluster is time varying due to mobility and 
expirations.  Thus, the sensor identities are not known to the system at all times.  This gives rise to the 
unknown user population model which necessitates the deployment of Random Access Algorithms 
(RAAs) for transmission.  At the same time, the per cluster Limit Poisson User Model adopted in Section 
II excludes the deployment of ALOHA-based RAAs, since the latter induce throughput zero then, [28], 
[29].  We propose, instead, the deployment of the Limited Sensing Stack Random Access Algorithms 
(LSSRAAs) in [23], in conjunction with the selection policy in [25] for the high priority sensors.  Below, we 
describe the proposed LSSRAAs and the selection policy, for clusters containing both regular and high 
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priority sensors, where, in addition to their local transmission channel, the high priority sensors may also 
access a number of neighboring cluster transmission channels. 

3.1 LSSRAA Operations for Regular and High Priority Sensors 
Let us consider a total of M distinct clusters and their corresponding transmission channels, indexed by j 
= 1,…,M.  Let us then denote by xt(j) ; j=1,…,M  the feedback outcome of slot t in channel j.  The regular 
sensors in cluster j, only monitor the feedback outcomes xt(j) and transmit only through channel j.  The 
high priority sensors in cluster j monitor, instead, all channel feed backs xt(j); j=1,…,M and select 
dynamically one of the M channels for transmission.  The LSSRAAs in [23], in conjunction with the 
selection policy in [25], induce an initialization and a collision resolution processes, where the 
initialization process is different for regular versus high priority sensors.  We will first explain the 
collision resolution process, since it actually dictates the initialization process. 

3.2 Collision Resolution Process 
The collision resolution process induces a sequence of subsequent Collision Resolution Intervals (CRIs) 
per transmission channel whose characteristics are dictated by the operations of the deployed RAA. In 
the case of the LSSRAAs in [23] and the Limit Poisson User Model, a parameter Δ is utilized which 
corresponds to the size of the arrival interval resolved by each CRI (packet arrivals within such arrival 
interval transmitted successfully during the CRI), where the value of Δ is optimized for throughput 
maximization.  The placement of the ∆-size window on the arrival access is determined asynchronously 
by the sensors, as will be explained below in this section, and is named the examined interval of the CRI. 

The LSSRAAs in [23] are algorithms whose collision resolution process may be depicted by a stack 
containing a finite number of cells.  Let us consider such an algorithm which may be described by a K-cell 
stack.  Then, during some CRI on a given channel, each participating sensor follows the collision 
resolution rules by utilizing a counter whose values lie in the set of integers, [1,2,…K].  We denote by rt 
the counter value of some participating sensor at slot t.  The K different possible values of the counter 
place the user in one of the K cells of a K-cell imaginary stack.  When its counter value is 1, the sensor 
transmits; it withholds at K-1 different stages otherwise.  When a CRI begins, all sensors whose packet 
arrivals lie in the ∆-length examined interval of the CRI set their counters at 1; thus, they all transmit 
within the first slot of the CRI.  If the examined interval contains at most one packet, the first slot of the 
CRI is a non-collision slot and the CRI lasts one slot.  If the examined interval contains at least two 
packets, instead, the CRI starts with a collision which is resolved within the duration of the CRI (all 
packets involved in the initial collision are successfully transmitted during the CRI) via the following 
rules, where xt denotes the feedback outcome of the channel’s slot t: 

The sensor transmits in slot t, if and only if rt = 1. The packet of a sensor is successfully transmitted in 
slot t, if and only if rt = 1 and xt = NC. 

The counter values transition in time during the CRI, as follows: 

If xt-1 = NC and rt-1 = j ; j=2,3,..,K, then rt = j-1 

If xt-1 = C and rt-1 = j; j=2,3,…K, then rt = j 

If xt-1 = C and rt-1 = 1, then,  rt  =  

1     ; w.p. 1/K  2     ; w.p. 1/K  3     ; w.p. 1/K 
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                . . .                                       
               K    ; w.p. 1/K 

From the above rules, it can be seen that, on a given cluster transmission channel, a CRI which starts 
with a collision slot ends with K consecutive non-collision slots, an event which can not occur at any 
other instant during the CRI.  Thus, the observation of K consecutive non-collision slots signals the 
certain end of a CRI to all users in the system; it either signifies the end of a CRI that started with a 
collision or the end of a sequence of K consecutive length-one CRIs.  Therefore, a sensor which arrives in 
the cluster without any knowledge of the cluster-channel feedback history can synchronize with the 
local LSSRAA’s algorithmic operations upon the observation of the first K-tuple of consecutive non-
collision slots.  This observation leads to the asynchronous placement of the size-∆ CRI examined 
intervals’ on the arrival axis that describes the initialization process, for the regular and the high priority 
sensors.   

3.3 Initialization Process 
In general, if a CRI on a given cluster transmission channel ends with slot t, the examined interval of the 
next CRI on the channel is selected with its right most edge placed K-1 slots to the left of slot t and it 
contains those packets whose local updates (updates corresponding to the transmission channel of the 
given cluster) fall in the interval (t- K+1-∆, t-K+1). The generation of the updates is explained below  

For regular sensors in a given cluster, the updates tk of a packet (one packet corresponds to one 
sensor) are generated strictly for the local transmission channel (that corresponding to the cluster 
where the sensors reside) and are as follows:  Let t0 be the slot within which a packet is generated.  
Then, define t0 to be equal to t0. Starting with slot t0, the corresponding regular sensor senses 
continuously the feedback outcomes of the local transmission channel. It does so passively, until it 
observes the first K-tuple of consecutive NC slots, ending with slot t1.  If t0∈(t1–K+1-∆, t1–K+1), the 
sensor participates in the CRI which starts with slot t1 + 1 on the local channel.  Otherwise, it updates its 
arrival instant to t1 = t0 + ∆ and observes local feedback outcomes passively until the end of the latter 
CRI, ending with slot t2.  If t1 ∈ (t2–K+1-∆, t2–K+ 1), the sensor participates in the CRI which starts with 
slot t2; otherwise, the sensor updates its arrival instant by ∆ again and repeats the above process.  In 
general, if {tn} n ≥ 1 denotes the sequence of consecutive local CRI endings since the first K-tuple of 
consecutive NC slots, the sensor participates in the kth CRI if tk-1∈(tk –K+1-∆, tk –K+1) and tn∉(tn+1 –K+ 1 -
∆, tn –K+1) ; for all n ≤ k-2.  In the latter case, tk denotes the beginning slot of the first after the packet’s 
arrival CRI whose examined interval the packet’s update falls into. 

For high priority sensors in any of the M clusters, the initialization process develops as follows.  Upon 
generating a packet, each high priority sensor starts observing continuously the feedback outcomes 
from all M transmission channels in the M clusters.  Subsequently, the sensor generates M sequences of 
updates, separately for each channel, as described in the above paragraph, imagining itself as a regular 
user in each cluster. The high priority sensor participates then in the first across all M channels CRI 
whose examined interval its corresponding update falls into and transmits its packet successfully during 
the process of the latter. This dynamic CRI participation constitutes the high priority sensor’s selection 
policy. When m updates (across m channels) of a high priority sensor fall within the examined intervals 
of m simultaneously starting CRIs (across m channels), one of the m CRIs is selected equiprobably.  
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3.4 Performance Characteristics in the Absence of Sensor Expirations 
In the absence of sensor expirations and of high priority sensors in M clusters, the LSSRAAs in this 
section give rise to M identical and independent RAA systems.  As found in [23], the throughput of each 
such system, for the Limit Poisson User Model, is then 0.43 (in average number of packets per slot) for 
all K values in the stack, where throughput is defined as the highest traffic Poisson rate for which the 
system is stable.  For different K values, the 0.43 throughput is attained, however, for different values of 
the window size Δ.  In [23], it was found that for K = 2 the optimal window size is ∆* = 2.33, while for K=3 
the optimal window size is ∆* = 2.56. 

In the absence of sensor expirations and the presence of high priority sensors in M participating clusters, 
their dynamic selection policy causes coupling of the RAA operations across the M cluster transmission 
channels. The result is throughput reduction of the M channel system, at the gain of reduced delays for 
the high priority traffic.   An outline of the throughput evaluation process for any K value LSSRAA, in the 
presence of the Limit Poisson User Model can be found in [19].  In Figure 2, we plot, as an example, the 
stability regions induced for the LSSRAA with K=3 and M=2 clusters, as found in [25].  The latter figure 
corresponds to Limit Poisson Models for the two regular traffics (local to clusters 1 and 2 with 
corresponding Poisson rates λ1 and λ2), as well as for the high priority traffic (whose Poisson rate is λ3).  
We note that, for M = 2 and changing K values, the stability regions in the figure will remain unchanged, 
as long as the corresponding to the chosen K value optimal window size Δ is used.  Regarding delays, 
they change when either one of the M or K values varies.  For K fixed, as M increases, the per channel 
throughput decreases, at the gain of enhanced delay reductions for the high priority traffic [25].   
Quantitative delay results will be presented in Section 4. 

 
Figure 2: Stability Regions for K=2 and M=2 

3.5 Performance and Dynamics in the Presence of Sensor Expirations   
In the presence of sensor expirations, sensors may expire before the successful transmission of their 
generated packet, causing packet losses/rejections.  System stability becomes then a void concept; thus, 
so does throughput.  The relevant system performance criteria for both the regular and the high priority 
traffics are then:  rejection rates (percentage of rejected traffic) and delays of the successfully 
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transmitted packets, all as functions of the input Limit Poisson traffic rates.  In Section IV below, we 
include simulated such performance results, for Limit Poisson input traffics with varying rates and the 
sensor expiration model in (1) with various parameter values. 

The deployed LSSRAAs, in conjunction with the power consumption formula for the sensors, induce 
specific packet rejection rates and specific delays of the successfully transmitted packets, as functions of 
the input traffic rates.  As a result, required constraints on packet rejection rates and delays dictate then 
the acceptable operational rate regions of the input traffics.  Subsequently, the latter regions determine 
the size of each cluster, where cluster size refers to the aggregate data rate generated in it rather than 
its geographical area.  We will discuss specific such arising cluster size issues in Section 4. 

 Numerical Performance Evaluations 4
We simulated the case of seven clusters indexed from 1 to 7.  We assumed that each cluster contains 
the same fraction α of high priority users and that each such user monitors the same number M-1 of 
neighboring transmission channels (in addition to that in its own cluster).  Visualizing the placement of 
clusters 1 to 7 on a circle, a high priority user monitors n neighboring channels in each one of the 
clockwise and counterclockwise directions; if M-1= 2n, while it monitors n+1 in the clockwise and n in 
the counterclockwise directions neighboring channels; if M-1=2n+1.  All traffics have been modeled as 
Poisson, where system performance in both the presence and the absence of sensor expirations has 
been evaluated.  In the presence of sensor expirations, various values of the parametersβ, η and ξ in the 
expiration formula (1) have been considered, while, here, we present the results for a representative 
selection subset.   For both the regular and the high priority traffics, we present expected delay results 
in all cases, while we also present rejection rates results, when the sensor expiration formula is active.   

In both the presence and the absence of sensor expirations, we tested the following high priority traffic 
fraction values: α = 0.05, 0.1, 0.3, 0.5.  We also then tested the following values for the number of 
channels monitored by high priority users: M=2, M=3, M=4, M=5.   In the presence of sensor expirations, 
the selected sets [β, η, ξ] of constants’ values in formula (1) were:  [5, 30, 300], [5, 10, 100], [5, 50, 500] 
and [5, 50, 1000].     

In the absence of sensor expirations, representative results are depicted by Figures 3 and 4. In the 
figures’ legend, 7-k-R/S-L/M-NE, 7 depicts the 7 channel system, k=M-1, R stands for regular while S 
stands for high priority users, L/M depicts the fraction of high priority traffic (0.05 / 0.3) and NE stands 
for absence of energy constraints.  In Figure 3, expected delays for both the regular and the high priority 
users are plotted against cluster traffic rates, when the fraction α of high priority traffic per cluster is 
0.05.  In Figure 4, the expected delay results are for α = 0.3, instead.  Our results exhibit the significant 
delay advantage of the high priority traffic, as compared to that of the regular traffic, where this 
advantage increases as the traffic rate does.  In addition, as the fraction of high priority traffic increases, 
the expected delays of the latter traffic decrease, while the effect of increasing number M of monitored 
channels simultaneously decreases; in all cases, the latter effect is non-negligible only for relatively high 
traffic rates.  For example, for α = 0.3, it suffices to assign a single neighboring channel to the high 
priority traffic (M-1=1), for monitoring and possible transmission, where then the expected delays of the 
latter traffic never exceed 6.5 slots.    
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Figure 3: Expected delays in the absence of energy constraints as functions of cluster traffic rates, for α = 0.05 
 

 
Figure 4: Expected delays in the absence of energy constraints as functions of cluster traffic rates, for α = 0.3 

In the presence of sensor expirations, representative results are depicted by Figures 5 to 12.  The 
figures’ legend is as that of Figures 3 and 4, where E (instead of NE) stands here for the presence of 
energy constraints.  Figures 5, 7, 9 and 11 display expected delays as functions of cluster traffic rates, 
while Figures 6, 8, 10 and 12 display rejection rates, instead.  Figures 5, 6, 7 and 8 show results for α = 
0.05, while Figures 9, 10, 11 and 12 exhibit results for α = 0.3.  Figures 5, 6, 9 and 10 correspond to 
expiration constants’ values [β, η, ξ] =  [5, 10, 100], while Figures 7, 8, 11 and 12 correspond to  [β, η, ξ] 
= [5, 50, 500], instead.   From the results in the figures, we first observe that, in all cases, as the traffic 
cluster rate increases, expected delays stabilize when rejection rates are sufficiently large; for the case 
of [β, η, ξ] = [5, 50, 500], where the stored per sensor energy is relatively high, the expected delays for 
the regular users take a dip at the point where the expected delays assume a sharp increase.  As 
expected, in all cases, the rejection rates for the high priority users increase, as the number M of 
monitored channels increases, since these users loose then increased energy in monitoring.  As the 
stored per sensor energy increases (from ξ = 100 to ξ = 500), the expected delays increase; since less 
traffic is then rejected.  At the same time, when the stored per sensor energy is relatively large, increase 
in the number M of monitored channels does not present the high priority users with a significant delay 
advantage, while it reduces significantly their rejection losses in the presence of relatively high cluster 
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traffic rates and relatively low α values; when M is larger, the monitoring time by the high priority users 
is then sufficiently low to allow transmission before expiration. As compared to the regular users with 
relatively high energy reserves, high priority users possessing the same reserves are presented with a 
significant delay advantage and with simultaneously minimal losses; for cluster traffic rates below 0.4, 
while they experience less significant delay and loses reductions; for cluster traffic rates above 0.4.  The 
tradeoff between delays and rejection rates is strongly present when the stored per sensor energy is 
low, where, as the number M of monitored by the high priority users increases, delays for all users 
decrease and rejection rates increase, while the delay and rejection differences between regular and 
high priority users also increase; as M increases, high priority traffic experiences increased delay 
advantages at the expense of also increases rejection losses.   

 

Figure 5: Expected delays in the presence of energy constraints as functions of cluster traffic rates, for α = 0.05 
and [β, η, ξ] =  [5, 10, 100] 

 

Figure 6: Rejection rates in the presence of energy constraints as functions of cluster traffic rates, for α = 0.05 
and [β, η, ξ] =  [5, 10, 100] 
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Figure 7:    Expected delays in the presence of energy constraints as functions of cluster traffic rates, for α = 0.05 
and [β, η, ξ] =  [5, 50, 500] 

 

Figure 8: Rejection rates in the presence of energy constraints as functions of cluster traffic rates, for α = 0.05 
and [β, η, ξ] =  [5, 50, 500] 

 

Figure 9: Expected delays in the presence of energy constraints as functions of cluster traffic rates, for α = 0.3 
and [β, η, ξ] =  [5, 10, 100] 
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Figure 10: Rejection rates in the presence of energy constraints as functions of cluster traffic rates, for α = 0.3 
and [β, η, ξ] =  [5, 10, 100] 

 

Figure 11: Expected delays in the presence of energy constraints as functions of cluster traffic rates, for α = 0.3 
and [β, η, ξ] =  [5, 50, 500] 

 

Figure 12: Rejection rates in the presence of energy constraints as functions of cluster traffic rates, for α = 0.3 
and [β, η, ξ] =  [5, 50, 500] 
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  Conclusions 5
We analyzed and numerically evaluated a random access algorithm for deployment in clustered sensor 
networks which incorporate regular as well as high priority traffics, where high priority users monitor 
and occasionally transmit through neighboring cluster channels for delay reduction   All sensors are 
assumed to contain limited energy reserves with energy consumed by channel monitoring and 
transmission attempts; such limited reserves inevitably induce traffic rejections.  Our results show 
significant difference in system behavior between low level versus relatively high level of stored energy 
per sensor: (a) In the case of low level of energy reserves, a profound tradeoff between delays and 
traffic rejection rates presents itself.  As the number of channels monitored by the high priority users 
increases, delays for all users decrease and rejection rates increase, where the delay and rejection rate 
differences between regular and high priority also increase: high priority users experience then lower 
delays, at the expense of increased rejection rates. (b) In the case of relatively high energy reserves, the 
system behavior may be distinguished between two regions of cluster traffic rates. For cluster traffic 
rates less than 0.4, the delays of the high priority users are significantly lower than those of the regular 
users, while all users simultaneously experience low traffic rejection rates; increase in the number M of 
the monitored by the high priority users channels presents then no advantage, M-1 = 1 being 
recommended. For cluster traffic rates above 0.4, the delays of the high priority users are not 
significantly lower than those of the regular users, while the rejection rates of the high priority users are 
then significantly lower than those of the regular users; the latter rejection rate reduction increases with 
increasing number M of monitored by the high priority users channels and decreasing fraction of high 
priority traffic. 
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ABSTRACT 

Cloud computing is the delivery of computer resources over a network through web browsers, while the 
actual physical location and organization of the equipment hosting these resources are hidden from the 
users. Some of the IT organizations are undergoing severe budgetary constraints depends on clouds for 
the infrastructure and services. The major attributes of cloud computing are multi-tenancy, massive 
scalability, elasticity, pay as you use and self-provisioning of resources of the cloud. Cloud computing 
strategy is subjected to many inhibitors.  For finding the interrelationship among inhibitors ISM 
(interpretive structural modeling) is used which a well is proved technology for finding the 
interrelationship among elements. An innovative version of interpretive structural model is known as 
Total Interpretive Structural Model (TISM). In Total Interpretive Structural Modeling (TISM), 
influence/enhancement of inhibitors and their interrelationship is considered. Total interpretive 
structural model consists of the following steps. They are identification of elements, pair-wise 
comparison, level partition, interaction formation, diagraph representation and diagrammatic 
representation of total interpretive structural model. The methodology of TISM is used to delineate the 
hierarchical relationship of inhibitors of cloud computing. 

Keywords:  Cloud computing, Inhibitors, Partition levels, Interaction matrix, TISM. 

 Introduction 1
Cloud computing is enhancing the effectiveness of computer services while operating in the furious 
industrial environment. Cloud service providers comply with strict operation policies and measurements 
to minimize failures in the system. The strategies of cloud computing is subjected to many inhibitors. 
Cloud computing facility is availed by the customers through internet by using any web browsers. Cloud 
computing services are having many issues. As these issues are broken with innovation, cloud will move 
from consumers of small medium business to larger and larger enterprise deployments. Top challenges 
of cloud computing are security, performance, availability and integrity of data. A great deal of 
uncertainty is pertained about the security at different levels of network.  Network security solutions are 
not in tolerance with the movement required for cloud to deliver its promise and cost efficiencies. A 
large number of servers may be present in the cloud .The potential to consolidate millions of servers 
into dynamic meshes is the biggest pay-off cloud computing. Market valuation and growth potential 
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depend on the security, physical infrastructure and network management. Privacy is the accountability 
to data and transparency to an organization practice about personal information existing. Compliance 
requirements impact in many ways.  Cloud can have cross multiple jurisdictions .Data may be stored in 
different countries or may be in different states. 

Cloud Computing is a new scenario in which customers can use the services and infrastructures by 
paying an amount for their usage. This is beneficial to some of the IT organizations undergoing severe 
budgetary constraints for the development of infrastructures and enhancement of hardware and 
software. The core technologies used in cloud are web applications, services, virtualization and 
cryptography. The services rendered through cloud are Software as a Service (SaaS), Infrastructure as a 
Service (IaaS), and Platform as a Service (PaaS). In Software as a Service, the service providers provide 
the users the service of using any type of application software. In IaaS, the service providers provide the 
networking equipment, storage backups and servers. In PaaS the service providers provides the platform 
to the users any type of operating systems along with hardware and Software. 

Cloud computing is the delivery of computing resources as a service rather than as a product, whereby 
information is provided to computers and other devices as a utility over a network. Cloud computing 
describes a new supplement , consumption, and delivery model for IT services based on internet 
protocols, and it typically involves provisioning of dynamically scalable and often virtualized resources. 
Cloud computing providers deliver application via the internet, which are accessed from a web browser. 

 Literature Survey 2
Cloud computing is becoming a well-known buzz word now a days. Privacy issues and security problems 
are pointed out as barriers for users to adopt into cloud computing systems. Users of cloud computing 
worry about their business information and critical IT resources in the cloud computing systems which 
are vulnerable to be attached [1]. Cloud computing allows providers to develop, deploy and run 
applications that can easily grow in capacity work rapidly without any concern on the properties and the 
locations of the undergoing infrastructures [2]. Availability is one of the goals of security. It ensures the 
user to use them at any time at any place. Hardening and redundancy will enhance the availability of the 
cloud system.  Many cloud computing system provide cloud infrastructure and platforms based on 
virtual machine [Farzad Sabahi,2011] Confidentiality means keeping user’s data secret in the cloud 
system.  

Data integrity means prurience the information.  No change or no modification by unauthorized users.  
Access control is another good in security. Access control means to regulate the use of the system 
including applications, infrastructure and data. Auditing is another phenomenon that could be added as 
an additional layer above the virtualized OS hosted on the virtual machine [7].Secret information of 
individual users and business are stored and managed by the service providers.  

Cloud computing raises a range of important policy issues, which include issues of Privacy, security, 
anonymity, telecommunications capacity, government surveillance, reliability, and liability, among 
others. Users will expect Reliability and Liability on the cloud service resource. Especially if a cloud 
provider takes over the task of running “mission-critical” applications and will expect clear delineation of 
liability if serious problems occur. Users will expect that the cloud provider will prevent unauthorized 
access to both data and code, and sensitive data will remain private. Users will expect to be able to 
access and use the cloud where and when they wish without hindrance from the cloud provider or third 
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parties, while their intellectual property rights are upheld. Each of these interrelated issues will be 
considered in terms of its importance, what realistic expectations users might have, and the policy 
implications.  

S. Pearson et al describe privacy manager mechanism in which user's data is safe on cloud. In this 
technique the user's data is in encrypted form. Privacy manager make readable data from result of 
evaluation manager. In obfuscation data is not present on Service provider's machine so there is no risk 
with data, so data is safe on cloud but this solution is not suitable for all cloud applications. When input 
data is high these methods require a large amount of memory [2]. In [3], the authors present procedural 
and technical solution; both are producing solution to accountability to solve security risk in cloud. Here 
policies are decided by the parties that use, store or share that data irrespective of the jurisdiction in 
which information is processed. But it has limitation that data processed on SP is in unencrypted  form 
at the point of processing .So there is a risk of data leakage. In [4], the author gives a language which 
permits to serve data with policies by agent; agent should provide their action and authorization to use 
particular data. In this logic data owner attach policies with data, which contain a description of which 
actions are allowed with each data. In [5], authors give a three layer architecture which protects 
information leakage from cloud. It provides three layers to protect data. In first layer the service 
provider should not view confidential data, in second layer service provider should not do the indexing 
of data, in third layer user specify use of his data and indexing policies. In [6], authors present 
accountability in federated system to achieve trust management. The trust towards use of resources is 
accomplished through accountability so to resolve problem for trust management. In federated system 
they have given three layer architecture, First layer is authentication and authorization. Public key 
cryptography is used in first layer. Second layer is accountability which perform monitoring and logging. 
The third layer is anomaly detection which detects misuse of resources. This mechanism requires third 
party services to observe network resources. 

Interpretive structural modeling is a well-established methodology for identifying relationships among 
elements present in a complex structure [15].  ISM is an interactive learning process in which   set of 
directly or indirectly related elements are structured into a comprehensive model. For identity 
relationships among items, the ism methodology can be established. The variables in the specific 
problem or issue are identified first and then a contextually relevant subordinate relation is taken. Based 
on pair-wise comparison of variables, a structural self-interaction matrix (SSIM) is developed from the 
element set. Transitivity is checked and a matrix model is obtained. ISM is derived from the partitioning 
of the element and an extractive of the structural model [10]. In this approach conceptual and 
computational leverage are exploited to explain the contextual relationship among a set of variables. 
According to Warfield [11] a set of requirement are needed for interpretive structural modeling. They 
are: a) Inclusion of scientific elements   b) A complex set of relation can be exhibited   c) Complex set of 
relations permits continuous observation, questioning and modification d) Consequence with 
perceptions and analytical process of the originators e) Public audience can early learn. 

 Methodology 3
ISM is an interpretive learning process. Judgment of the group decides the relationship of different 
elements in the system. Over all structure is extracted from the set of elements on the basis of mutual 
relationship hence it is structural and overall structure is  portrayed in a diagraph model hence it is a 
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modeling technique. Total Interpretive Structural Model has some common steps of ISM. Reachability 
and partition levels are adopted as it is in the process of interpretive structural model.   Steps for 
obtaining Total Interpretive Structural Model is briefly described below. 

3.1 Step I:  Inhibitors identification and its definition 
First step in any structural modeling is identification and definition of elements whose relationship is to 
be studied. For these purpose inhibitors of cloud computing is identified from literature survey and 
discussions with domain experts and is shown in Table1. 

Table 1:  Inhibitors and definitions. 

In. No. Name of inhibitors Definition 
1 lack of sufficient security Security in cloud has boarder area comprising software security hardware 

security 
2  Lack of reliability Data taken from clouds should be correct in all sense. Customer can rely 

on the service of cloud 
3  Lack of portability It is important to map out the dataflow from the current infrastructure to 

an eventually cloud service provider whether private or public cloud. 
4 Lack of privacy Privacy is the accountability to data and transparency to an organization. 

Personal information should be kept constant. 
5 Lack of standardization Standards are scares with in the cloud. Mass adoption is difficult without 

standards. 
6 Lack of comprehensive 

management tool 
These tools would help automatic service provisioning balance workloads 
and aids with capacity planning and configuration management 

7 Week access control We will have more control to manage and racking of servers, networking 
and cabling as well as security 

8 Lack of data confidentiality Customers should have fading that every service getting through cloud is 
correct and secure. Hence  confidence on cloud will increase 

9 Ineffective backup 
management 

Since everything depend on computation any error can cause defects or 
destruction .Hence a backup is very necessary and new  not available 

10 Cost/time barrier It should be evaluated closely as a cloud migration could actually be much 
more feasible realistic and less expensive then companies actually realize 

11 .Network management 
barrier 

Changes in the security requirement may change the topology of network. 

12 Legal issues. Cloud services may be among countries. .Different countries are having 
different jurisdiction which may affect cloud services. 

13 Infrastructure security at 
network level 

For using public cloud the topology of the network may vary with the 
security requirement 

14 Infrastructure security at 
host level 

Virtualization security threads like VM escape, system configuration drifts 
and inside threads 

15 Infrastructure security at 
application level 

Application security spectrum should be considered web browser security 
should be taken into account 

16  Lack of data integrity Data should be correct in all means so that integrity validation should be 
applied 

17 Lack of data availability Customer requirement may be satisfied by making the data in cloud 
availability to everyone 

18 Lack of data security Data security includes the security of stored data and retrieving data. 
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3.2 Step II: Contextual relationship definition 
Structural Self Interaction matrix is developed by relating elements contextual relationship. Contextual 
relationship between different inhibitors is studied. Inhibitor 1 is compared with all other inhibitors and 
study .how inhibitor1 influence/enhance inhibitor 2 and how inhibitors 1 influence/enhance inhibitor 3 
etc. To capture the contextual relationship among inhibitors experts opinion is solicited. 

3.3 Step III: Interpretation of relationship 
In traditional ISM contextual relationship remains silent. Relationship alone is charted out but not given 
importance on how that relationship really works. In TISM explanation of how the inhibitors influence 
/enhance with each other is considered. It also explain in what way they influence /enhance each other. 

3.4 Step IV: Pair-wise comparison 
A pair-wise comparison of elements is used to develop SSIM (Structured Self interaction Matrix.) In 
formal ISM interpretation indicate direction of relationship only when there is relation among elements. 
When there is relation from i to j -V, j to i -A, i to j and j to i -X and for no relation O is used. TISM make 
use of the concept by answering the interpretive query in step III. For each paired comparison, first 
element should be compared with all the remaining elements .For each comparison the entry should be 
Y for relation or N for no relation.  The reason for Y should be provided. Comparing all the row elements, 
a paired relationship in the form of interpretive logic –knowledge base is obtained and is shown in        
Table 2.   

Table 2: Interpretive logic –knowledge base 

Inhibitor No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
I Y Y N N N N Y Y N N Y N Y Y N Y Y Y 
2 N Y N N Y N N Y N N N Y N N N Y Y Y 
3 N N Y N N N N N N N N Y N N N N Y Y 
4 Y Y N Y N N Y Y N N N Y Y N N Y Y Y 
5 N N N N Y Y N Y N N N Y N N N N Y Y 
6 N Y N N Y Y N Y N N N Y N N N Y Y Y 
7 N N Y Y Y Y Y Y N N N Y Y Y Y Y Y Y 
8 Y N N Y Y N Y Y N N N Y Y Y Y Y Y Y 
9 Y Y N N N N Y Y Y Y N N Y Y Y Y Y Y 

10 N N Y N Y Y N N N N N Y N N Y Y Y Y 
11 N Y N N Y Y N Y N N N Y Y N N N N N 
12 N N N N N N N N N N N Y N N N N Y Y 
13 N Y N N Y N Y Y N N N Y Y Y Y Y Y Y 
14 N Y N N Y N Y Y N N N Y N Y N Y Y Y 
15 Y Y N N Y N Y Y N Y N N Y Y Y Y Y Y 
16 Y N N Y Y N Y Y N Y N Y N N N Y Y Y 
17 Y N N Y N N Y Y N Y N Y N N N Y Y Y 
18 Y N N Y Y N Y Y N Y N Y N N N Y Y Y 

 

URL: http://dx.doi.org/10.14738/tnc.25.390    64 
 

http://dx.doi.org/10.14738/tnc.25.390


Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

3.5 Step V: Reachability Matrix and Transitivity check. 
Y in the knowledge base cell is replaced by 1and N is replaced by 0 in reachability matrix. Check for 
transitivity and reachability matrix is constructed as shown in Table 3. 

Table 3: Reachability matrix 

Inhibitor No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
I 1 1 0 0 0 0 1 1 0 0 1 0 1 1 0 1 1 1 
2 0 1 0 0 1 0 0 1 0 0 1 1 0 0 0 1 1 1 
3 0 0 1 0 0 0 0 1 0 0 1 1 0 0 0 0 1 1 
4 1 1 0 1 0 0 1 0 0 0 1 1 1 1 0 1 1 1 
5 0 0 0 0 1 1 0 1 0 0 1 1 0 0 0 0 1 1 
6 0 1 0 0 1 1 0 1 0 0 1 1 0 0 0 1 1 1 
7 0 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 
8 1 0 0 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 
9 1 1 0 0 0 0 1 1 1 0 1 0 1 1 1 1 1 1 

10 0 0 1 0 1 1 0 0 0 1 1 1 0 0 1 1 1 1 
11 0 1 0 0 1 1 0 1 0 0 1 1 1 1 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 
13 0 1 0 0 1 0 1 1 0 0 1 1 1 1 1 1 1 1 
14 0 1 0 0 1 0 1 1 0 0 1 1 0 1 0 1 1 1 
15 1 1 0 0 1 0 1 1 0 1 1 0 1 1 1 1 1 1 
16 1 0 0 1 1 0 1 1 0 1 0 1 0 0 0 1 1 1 
17 1 0 0 1 0 0 1 1 0 1 0 1 0 0 0 1 1 1 
18 1 0 0 1 1 0 1 1 0 1 0 1 0 0 0 1 1 1 

3.6 Step VI: Level Partition in Reachability Matrix. 
ISM based level partition is carried out. Reachability set and antecedent sets for all the elements are 
determined. Intersection of the two sets is found out. The elements for which the reachability set and 
intersection set remain same, occupy the top level in ISM hierarchy. Top level elements will not 
influence the remaining elements hence it can be removed from further calculation. The same process is 
repeated until the levels of each element are found out. Level partition details are shown in Table 4 to 
12. 

Table 4 - 1st Level partition 

Inhibit 
No. 

Reachability Set Antecedent Set Intersection Level 

1 1,2,7,8,11,13,14,16,17,18 1,4,8,9,15,16,17,18 1,8,16,17,18  
2 2,5,8,11,12,16,17,18 2,4,6,9,11,13,14,15 2,11  
3 3,11,12,17,18 3,5,7,10,11 3,11  
4 1,2,4,7,8,11,12,13,14,16,17,18 4,7,8,16,17,18 4,7,8,16,17,18  
5 5,6,8,11,12,17,18 2,5,6,7,8,10,11,13,14,15,16,18 5,6,8,11,18  
6 2,5,6,8,11,12,16,17,18 5,6,7,10,11 5,6,11  
7 3,4,5,6,7,8,11,12,13,14,15,16,1

7,18 
1,4,7,8,9,13,14,15,16,17,18 4,7,8,13,14,15,16,17,18  

8 1,4,5,7,8,12,13,14,15,16,17,18 1,2,4,5,6,7,8,9,11,13,14,15,16,1 1,4,5,7,8,13,14,15,16,17,  
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7,18 18 
9 1,2,7,8,9,11,13,14,15,16,17,18 9 9  

10 3,5,6,10,11,12,15,16,17,18 10,15,16,17,18 10,15,16,17,18  
11 2,5,6,8,11,12,13,14 1,2,3,4,5,6,7,9,10,11,13,14,15 2,5,6,11,13,14  
12 12,17,18 2,3,4,5,6,7,8,10,11,12,13,14,16,

17,18 
12,17,18 1 

13 2,5,7,8,11,12,13,14,15,16,17,18 1,4,7,8,9,11,13,15 7,8,11,13,15  
14 2,5,7,8,11,12,14,16,17,18 1,4,7,8,9,11,13,14,15 7,8,11,14  
15 1,2,5,7,8,10,11,13,14,15,16,17,

18 
7,8,9,10,13,15 7,8,10,13,15  

16 1,4,5,7,8,10,12,16,17,18 1,2,4,6,7,8,9,10,13,14,15,16,17,
18 

1,4,7,8,10,16,17,18  

17 1,4,7,8,10,12,16,17,18 1,2,3,4,5,6,7,8,9,10,12,13,14,15,
16,17,18 

1,4,7,8,10,12,16,17,18  

18 1,4,5,7,8,10,12,16,17,18 1,2,3,4,5,6,7,8,9,10,12,13,14,15,
16,17,18 

1,4,5,7,8,10,12,16,17,18  

 

Table 5-2nd Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1,2,7,8,11,13,14,16 1,4,8,9,15,16 1,8,16  
2 2,5,8,11,16 1,2,4,6,9,11,13,14,15 2,11  
3 3,11 3,5,7,10,11 3,11 2 
4 1,2,4,7,8,11,13,14,16 4,7,8,16 4,7,8,16  
5 5,6,8,11 2,5,6,7,8,10,11,13,14,15,16 5,6,8,11  
6 2,5,6,8,11,16 5,6,7,10,11 5,6,11  
7 3,4,5,6,7,8,11,13,14,15,16 1,4,7,8,9,13,14,15,16 4,7,8,13,14,15,16  
8 1,4,5,7,8, 13,14,15,16 1,2,4,5,6,7,8,9,11,13,14,15,16 1,4,5,7,8,13,14,15,16  
9 1,2,7,8,9,11,13,14,15,16 9 9  

10 3,5,6,10,11,15,16 10,15,16 10,15,16  
11 2,5,6,8,11,13,14 1,2,3,4,5,6,7,9,10,11,13,14,15 2,5,6,11,13,14  
13 2,5,7,8,11,13,14,15,16 1,4,7,8,9,11,13,15 7,8,11,13,15  
14 2,5,7,8,11,14,16 1,4,7,8,9,11,13,14,15 7,8,11,14  
15 1,2,5,7,8,10,11,13,14,15,16 7,8,9,10,13,15 7,8,10,13,15  
16 1,4,5,7,8,10,16 1,2,4,6,7,8,9,10,13,14,15,16 1,4,7,8,10,16  

                                                                                   Table 6-3rd Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1,2,7,8, 13,14,16 1,4,8,9,15,16 1,8,16  
2 2,5,8, 16 1,2,4,6,9,13,14,15 2  
4 1,2,4,7,8,13,14,16 4,7,8,16 4,8,16  
5 5,6,8 2,5,6,7,8,10,13,14,15,16 5,6,8 3 
6 2,5,6,8, 16 5,6,7,10 5,6  
7 4,5,6,7,8, 13,14,15,16 1, 4,7,8,9,13,14,15,16 4,7,8,13,14,15,16  
8 1,4,5,7,8, 13,14,15,16 1,2,4,5,6,7,8,9,13,14,15,16 1,4,5,7,8,13,14,15,16  
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9 1,2,7,8,9, 13,14,15,16 9 9  
10 5,6,10, 15,16 10,15,16 10,15,16  
13 2,5,7,8, 13,14,15,16 1,4,7,8,9,13,15 7,8,13,15  
14 2,5,7,8, 14,16 1,4,7,8,9,13,14,15 7,8,14  
15 1,2,5,7,8,10, 13,14,15,16 7,8,9,10,13,15 7,8,10,13,15  
16 1,4,5,7,8,10,16 1,2,4,6,7,8,9,10,13,14,15,16   

Table 7-4th Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1,2,7, 13,14,16 1,4,9,15,16 1,16  
2 2,16 1,2,4,9,13,14,15 2 4 
4 1,2,4,7,13,14,16 4,7,16 4,7,16  
7 4,7,13,14,15,16 1,4,7,9,13,14,15,16 4,7,13,14,15,16  
9 1,2,7, 9, 13,14,15,16 9 9  

10 10, 15,16 10,15,16 10,15,16  
13 2,7,13,14,15,16 1,4,7,9,13,15 7,13,15  
14 2,7,14,16 1,4,7,9,13,14,15 7,14  
15 1,2,7,10, 13,14,15,16 7,9,10,13,15 7,10,13,15  
16 1,4,7, 10,16 1,2,4,7,9,10,13,14,15,16 1,4,7,10,16  

 

Table 8-5th Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1, 7, 13,14 1,4,9,15 1  
4 1, 4,7,13,14 4,7 4,7  
7 4, 7, 13,14,15 1,4,7,9,13,14,15 4,7,13,14,15  
9 1, 7, 9, 13,14,15 9 9  

10 10, 15 10,15 10,15  
13 7,13,14,15 1,4,7,9,13,15 7,13,15  
14 7,14 1,4,7,13,14,15 7,14 5 
15 1,7,10, 13,14,15 7,9,10,13,15 7,10,13,15  

 

Table 9 -6th Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1,13 1,4,9,15 1  
4 1, 4,13 4 4  
9 1,9, 13,15 9 9  

10 10, 15 10,15 10,15 6 
13 13,15 1,4,9,13,15 13,15  
15 1,10, 13,15 9,10,13,15 10,13,15  
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Table 10-7th Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1,13 1,4,9 1  
4 1, 4,13 4 4  
9 1,9, 13 9 9  

13 13 1,4,9,13 13 7 
 

Table 11-8th Level 

Elements Reachability Set Antecedent Set Intersection Level 
1 1 1,4,9 1 8 
4 1, 4 4 4  
9 1,9 9 9  

 
Table 12.-9th Level 

Elements Reachability Set Antecedent Set Intersection Level 
4 4 4 4 9 
9 9 9 9 9 

 

3.7 Step VII: Diagraph development. 
The elements are arranged graphically in levels and links are drawn as per the relationship. Diagraph is 
used to represent the elements and their interdependence in terms of nodes and edges.  Elements are 
arranged graphically in levels and the directed links are drawn as per the relationship shown in 
reachability matrix. Diagraph is shown in Figure 1. 

 
Figure 1:    Diagraph with significant transitive links. 
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3.8 Step VIII: Interaction matrix. 
The diagraph is translated into a binary interaction matrix form depicting all the interactions by 1 in 
cells. Remaining cell entry is 0. Cell with 1 is interpreted by picking the relevant interpretation from the 
knowledge base in the form of interpretations matrix. Interpretation matrix is shown in 

 Table 13.  Explanation of interpretation matrix is as given below. 

Table 13.-Interpretation Matrix. 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 
2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
3 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
4 1 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 
6 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 
8 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 
11 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 
12 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 
13 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 
14 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 
15 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 
16 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 
17 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 
18 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 

 

1-13—Lack of security will affect network level security in infrastructure. Infrastructure security at 
network level can be done by considering all sources in cryptography .Authorization and authentication 
can be assured for keeping security. 

1-16-- Lack of sufficient security will affect data security.  There is chance for intruders to attack 
database by introducing fraudulent data if there is lack of sufficient data security there by decreasing 
confidentiality of the customer. 

2-16—Lack of data security can cause lack of reliability. If the data obtained from cloud is not correct 
then the reliability may decreases. 

3-11---Network management barriers and lack of portability are related together. Lack of portability 
means the same software is not able to use in different countries. Portability of the cloud gets 
diminished due to network management barriers. 

4-1—Lack of privacy leads to lack of sufficient security. 
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4-2—Privacy and reliability are related together. Lack of both will influence cloud services. If the 
customer is not reliable with cloud services then number of customers will get decreased which will 
ultimately affect the system. 

4-9—Lack of privacy and inefficient backup management are affecting the cloud services. If having a 
good back up management then even the lost data can be reloaded. 

5-6—Comprehensive management tool would help automatic service provisioning, balance workloads 
and aids with capacity planning and configuration management. 

5-8—Lack of data confidentiality is fatal reason of the failure of cloud services. Customers should have 
very high confidentiality in the services of the cloud. Confidentiality can be increased by providing data 
security and data integrity. 

 5-11—Common standard for the cloud is necessary so as to improve portability. Changes in the security 
requirement may change the topology of network. 

6-5—Automatic service provisioning and configuration management are considered. A better standard 
is necessary for the cloud computing services. 

7-14—Weak access control is another problem of cloud computing. Infrastructure security at host level 
is one of the reasons of weak access control. By providing all securities in all levels of infrastructure this 
can be remedied. 

8-5—Lack of confidentiality of customers may affect cloud services. 

9-4—Ineffective back up management may cause serious problems if some data get lost unexpectedly.  

9-7-- Access control can manage data, racking of servers, networking and cabling. 

10-15—Cost/ time barrier is very essential for close watching of cloud services. Cost of running an 
industry without using cloud is expensive. Cloud migration is more feasible, realistic and less expensive. 

11-12—Network management barriers indirectly cause legal issues. 

12-17—some customers depends cloud for storing data. If data integrity is not sustained it may lead to 
legal issues. 

12-18—Lack of data availability make customers feel bad about the services of cloud. 

13-7—Infrastructure security at network level should be considered seriously and it may cause weak 
access control. 

13-15—Infrastructure security at network level and application level are very important. Correct 
measurement should be taken for keeping security in both levels. 

14-16—Infrastructure security at host level influence lack of data security. 

15-10—Infrastructure security at application level should be considered very serious. Cost/time barrier 
may depend on it. 

16-2—Lack of data security is directly proportional to lack of reliability. Reliability can be increased by 
providing good security for data in cloud. 
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17-12—Lack of data integrity may lead to legal issues. 

18-12—Lack of data availability can also end in legal issues. 

3.9 Step IX: Total interpretive structural model.  
Total Interpretive Structural Model is obtained from interpretive matrix and diagraph .The nodes are 
replaced with boxes having elements. Interpretation is depicted on the side of the links. The Total 
Interpretive Structural Model is shown in Figure 2. 

 
Fig: 2 -Total interpretive structural model 

 Results and discussions 4
Inhibitors are put in different levels so as to get interrelationship of inhibitors. Level partition is done by 
considering reachability set, antecedent set and intersection set as described in the section.  There are 
nine Partition levels. The elements coming under each level is discussed below.  

The interrelationships of inhibitors are found out from the diagraph. First level elements are legal issues, 
lack of data integrity, and lack of data availability. The second level elements are network management 
barriers and lack of portability. Third level elements are lack of standards, lack of confidentiality, and 
lack of comprehensive management tools. Lack of data security and lack of reliability are under fourth 
level. Infrastructure security at host level and weak access control are in the fifth level. Infrastructure 
security at application level and cost/time barrier are in sixth level. Infrastructure security at network 
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level is coming under seventh level.  Lack of sufficient security is coming under eight levels. Lack of 
privacy and inefficient backup management are in ninth level.  Interrelationship among them is shown in 
the Figure 1. Lack of privacy is very essential and cloud service providers should have to take precautions 
for it. Inefficient backup management is directly related to weak access control. Lack of privacy is related 
to lack of reliability, lack of Confidentiality has an indirect relation to data availability.  Lack of sufficient 
security is related to data security. Alidades in cloud should be protected by providing modern concepts 
of crypto graphical protection. Lack of data security will be directly related to data integrity. Lack of data 
security affects data availability. Confidentiality level of the customers can be increased by providing 
data availability and data integrity. Legal issue is related to lack of data integrity and lack of data 
availability. 

 Conclusion 5
Inhibitors of cloud computing are studied and their interrelationship is figured out. Interrelationship 

studied by using ISM has no interpretation for the relation whereas Total Interpretive Structural Modeling 

has interpretation of the relation. In TISM logic behind the interrelation is clarified through the expert’s 

opinion. Contextual relationship in SSIM remains silent in ISM whereas in TISM the real working is 

considered. TISM of inhibitors of cloud computing is drawn and the relationship is explained in 

interaction matrix. Major inhibitors should be considered before going for cloud installation. 
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ABSTRACT 

To improve energy efficiency, total network scalability and data aggregation in Wireless Sensor 
Networks (WSNs), sensor nodes are often grouped into disjoint and mostly non-overlapping subsets 
called clusters. To provide an energy-efficient system by clustering, there are three main challenges. 
First is to find the optimum number of nodes in a specific cluster, second is to find the optimum number 
of clusters in the network and the third is to find the optimum position of Cluster Head (CH) in a specific 
cluster. Selecting an optimum number of clusters in WSNs provide greater improvement in terms of 
system scalability, energy efficiency, collision reduction, network lifetime, latency, and efficient routing 
backbone in the network. Selection of optimal number of clusters in WSNs is affected by level at which 
WSNs is modeled viz. Radio Energy Model Level, Network Model Level and Clustering Level. The 
objective of this paper is to present a state-of-the-art survey of distinct analytical methods used to 
calculate the optimum number of clusters, and its time-line comparative analysis based on network 
type, mathematical formula for an optimal number of clusters, base station positioning, energy model, 
strengths, weaknesses and applications of WSNs. We have also discussed the impact of different 
parameters on selecting the optimal number of clusters in WSNs.  

Keywords: Wireless Sensor Networks, Clustering, Optimal Clustering, Energy Efficient WSNs, Optimal 
Number of Clusters, Algorithms for Optimal Number of Clusters 

 Introduction 1
WSNs are large-scale networks of small embedded devices, each with sensing, computation and 
communication capabilities and have been widely discussed in [1, 2, 8, 20]. In WSNs, sensor nodes have 
limited processing power, communication bandwidth, and storage space, which demand very efficient 
resource utilization.  The sensor nodes are often grouped into individual disjoint sets called cluster [3, 4]. 
Clustering is used in WSNs [5, 6], as it provides network scalability, resource sharing and efficient use of 
constrained resources that give network topology stability and energy-saving attributes. Clustering 
schemes, offer reduced communication overheads, and effective resource allocations thus decreasing 
the overall energy consumption and reducing the interferences among sensor nodes. In sensing field if 
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we have more number of clusters while maintaining the same load per Cluster Heads (CHs), the 
communication distance from a sensor node to its own CH is reduced. Therefore, the overall energy 
consumption is also reduced. On the other hand, increasing the number of clusters means that the 
communication path between a sensor and the Base Station (BS) will include more cluster heads to the 
cluster head hops, which mean higher overall energy consumption. Accordingly, finding the optimal 
number of clusters is a very crucial point in the system [57].  Selecting an optimal number of clusters in 
WSNs provide greater improvement in terms of energy efficiency, system scalability, network lifetime, 
and latency. Cluster optimization does not play a significant role  for moderate size sensor networks  if 
free space fading energy is low, but  for large networks, cluster size optimization is still important even if 
free space fading is low [51]. The optimal number of clusters is very sensitive to energy model and 
sensing model of the nodes used in the system. The objective of this paper is to present a state-of-the-
art survey of distinct analytical methods used to calculate the optimal number of clusters and its 
comparison based on, network lifetime, expression for an optimal number of clusters, base station 
position, energy model used, advantages, disadvantages and applications in WSNs. We have also 
discussed the impact of different parameters on selecting the optimal number of clusters in WSNs. 

Though there are number of survey papers on the topics of WSNs and clustering in WSNs, but none of 
the research papers surveyed algorithms for an optimal number of clusters analytically or theoretically 
in WSNs. To the best of our knowledge, this is the first survey paper which carried out a review study on 
different algorithms for finding optimal number of clusters analytically in WSNs. The rest of the paper is 
organized as follows: in section 2, we provide a basic idea for clustering, cluster characteristics and the 
need for clustering in WSNs. Section 3 presents optimal clustering & factors effecting the optimal 
number of clusters in WSNs. Section 4 presents a survey on state-of-art of different algorithms for 
finding the optimal number of clusters analytically, reported in the literature. The open issues and 
challenges in WSNs are discussed in 5 and finally paper is concluded in section 6. 

 Clustering, Cluster Characteristics and the need for Clustering in WSNs 2

2.1 Clustering in WSNs 
To support high scalability and better data aggregation, sensor nodes are often grouped into disjoint and 
mostly non-overlapping subsets called clusters. In the clustering, each cluster has a leader, which is 
called the CH and it performs the tasks like fusion and aggregation of data. Figure 1 represents clustering 
in sensor networks along with inter cluster and intra cluster communications, CHs and sensor nodes. 
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Figure 1: Clustering in WSNs with inter and intra cluster communication 

The sensor nodes in a particular cluster periodically transmit their data to the CH nodes. CH nodes 
aggregate the data and transmit to the Base Station (BS) either using single-hopping or multi-hopping 
communication. The communication between CH and nodes is called intra-cluster communication and 
communication between CHs and base station is called inter-cluster communication [9].  The definitions 
of some terms are as follows: Cluster head (CH): CH aggregates the data sensed by the cluster members 
(sensor nodes) in a particular cluster and aggregated data will be transmitted to BS. Base station (BS): It 
has high processing capabilities and high level of energy. BS is the co-ordinator of the network where all 
the aggregated data from CHs are processed. Sensor node: Most of the nodes in the network, which are 
neither CHs nor BS, are considered simple sensor nodes. 

 
Figure 2: Phases in single round of clustering techniques 

 

Figure 3: Timing diagram of phases in single round of clustering techniques 

Cluster-based algorithms work in four stages: CH selection, cluster formation, data aggregation and data 
transmission. Most of the clustering protocols, divide the schedule of the network into different rounds 
of fixed duration. Figure 2, shows that each round consists of a setup phase and steady-state phase. 
During the set-up phase some sensor nodes elect themselves as CHs. The steady state phase, which is 

Base Station 
(BS) 

 Inter cluster Communication 

 
Intra cluster Communication 

 
 

 Cluster Head (CH) 

 Sensor Node 
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sub divided into data aggregation and data communication. Steady state phase divided into different 
frames.  During the steady-state phase, within each frame the cluster heads receive sensor data from 
cluster members (according to some multiple access technique and MAC protocol), and transfer the 
aggregated data to the BS [15].  Figure 3 represent timing diagram of phases in single round of clustering 
techniques.  

2.2 Cluster characteristics 
Cluster characteristics are very important in the clustering process of WSNs. Figure 4 shows the 
taxonomy of cluster characteristics in WSNs. Some cluster characteristics are defined as follows: Cluster 
Changeability: Clustering techniques can be classified into two types: fixed and variable ones. In the 
fixed techniques, the set of CHs are predetermined and the number of CHs is fixed. In a variable 
technique number of CHs is variable, in which CHs are selected randomly, from the deployed sensor 
nodes [15]. Cluster Sizes: It can be classified into two types: uniform (same size clusters) and               
non-uniform (different size clusters), in the network. Intra-Cluster connectivity: This characteristic 
classified based on basis of communication inside a particular cluster; it includes two classes: single-hop 
and multiple-hop intra cluster connectivity and Inter-Cluster Connectivity: this characteristic classified 
on the basis of communication between the base station and cluster heads; its include two classes 
namely single hop and multi-hop inter cluster communication. 

 
Figure 4: Taxonomy of Cluster characteristics 

2.3 Why clustering in WSNs? 
1. The advantages of clustering are many and are listed as follows: 
2. It enables bandwidth reuse, thus can improve the system capacity within a cluster.  
3. All the normal nodes send their data to the CHs so that energy saving is achieved by absence of 

flooding, multiple routes, routing loops [9, 14] 
4. Clustering enables efficient resource allocation and thus helps in better designing of power 

control.  Clustering facilitates data aggression/data fusion. 
5. Any changes of node's behavior within a cluster affect only that cluster, but not the entire 

network, which make it robust to these changes [25]. 
6. Since the backbone network consists only the CHs, which are fewer in number than all the 

sensor nodes in the entire network. It requires less storage of routing information. 
7. Clustering schemes make it easier in responding to changes caused by network dynamics, node 

mobility, unpredicted failures and local changes. Since these changes need to be managed and 
detected within individual clusters only [11, 12]. 

URL: http://dx.doi.org/10.14738/tnc.25.488    78 
 

http://dx.doi.org/10.14738/tnc.25.488


Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

8. If the sensor nodes are mobile in nature, then nodes residing in concern clusters only need to 
update the information. Thus, local changes need not be updated by whole network, and this 
reduces the information processed and stored by each mobile sensor node [13]. 

9. In clustering, only CHs are responsible for transmitting data to base station this will reduce data 
collisions between the nodes [77, 78].  

10. Generally, sensor network uses multi-hoping to transfer data to the BS. In this, the traffic 
transmitted by each node includes both self and relayed data. The sensor nodes closer to the BS 
have to transmit more data than those far away from the BS. As a result, the nodes closest to 
the BS heavily deplete their energy, creating a hole near the BS. So with the help of clustering 
hole problem can be reduced [17, 18, 19,79]. 

 Optimal Clustering in WSNs 3
The main idea behind optimal clustering (selecting the optimal number of clusters or Cluster Heads) is to 
determine a clustering of the network such that the entire energy required for collecting data from the 
whole network is minimized as compared to other possible clustering patterns [67]. 

3.1 Why Optimal Clustering in WSNs? 
If the clusters are not constructed in an optimal way, the total energy consumed by the sensor network 
per round is increased exponentially when the number of clusters created is greater especially when the 
number of the constructed clusters is less than the optimal number of clusters [30]. 

i. In sensing field, choosing more clusters while maintaining the same load per Cluster Heads 
(CHs), the communication distance from a sensor node to its own CH is reduced. Therefore, the 
overall energy consumption is also reduced. On the other hand, increasing the number of 
clusters means that the communication path between a sensor and the BS will include more CH 
to CH hops, which mean higher overall energy consumption. Therefore, finding the optimal 
number of clusters is a crucial point for the WSNs [57]. 

ii. In WSNs from the Physical (PHY) layer point of view, using a large number of clusters can 
reduce energy consumption because the communication distance between CHs can be reduced. 
From the Medium Access Control (MAC) layer point of view, using a lesser number of clusters 
can reduce energy consumption because it decreases the average possibility of being a cluster 
head for each sensor node and from Network Layer point of view, lesser clusters yield fewer 
hop counts to the data sink, and result in less energy consumption. So for a cross-layer trade-off 
design issue among the required communication power in the physical layer, the possibility of 
being CHs in the MAC layer and the number of hops in the relay path in the network layer. So 
we have to optimize the number of clusters in WSNs [53]. 

iii. Consider the possibility of processing data inside the cluster. After processing of the data, it will 
be transferred to CHs. Energy consumption decreases with increasing cluster sizes because data 
traffic decreases and data aggregation rate grows. However, for very large cluster, the 
performance is rather irrelevant, so optimal number of clusters should be selected [76]. 

With the help of above given statements, we can say that optimal clustering in WSNs plays a great role.   
It provides benefits like limited resources can be utilized more efficiently, overall energy efficiency is 
improved and sensor network lifetime is improved. 
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3.2 Parameters affecting an optimal number of clusters at different levels in WSNs 
The parameters affecting an optimal number of clusters in WSNs are divided into three levels: Radio 
model level, Network level and clustering level. Table 1 represents all the factors affecting the optimal 
number of clusters in WSNs. 

Table 1: Parameters Affecting Optimal number of clusters at different levels in WSN 

Level Parameters 

Radio Model Level 
 

Energy Models 
Sensing Model 
Shadowing and path loss Exponent 

 
 
 
 
 

Network Level 

 

Node Density 
Transmitter and Receiver Circuit 

 
Size of Sensing Fields 
Number of Base Stations 
Base Station Positioning 

 

 

 

Single and Multi-Hopping 

 

 

Clustering Level 
 

Distance Between Cluster heads and  
  

 
 
 
 
 
 
 
 
 
 

Position of Cluster Heads 
In-network Processing 
Data Correlation and Distortions 

 

The parameters affecting optimum number of clusters are described below: 

 Radio Model Level Parameters 3.2.1

i. Energy Model: Optimal number of clusters depends highly on the type of energy model used. 
Therefore, it is important to use the right energy model. In WSNs there are four energy model 
which are generally used [10, 23, 24, 25]. Most of the surveyed algorithms in this paper using 
energy model represented and explained by figure 5 [10]. 

 

Figure 5: Radio Energy Dissipation Model 

The energy consumption model can be simplified for a transmitter–receiver pair at distance d  apart as 
Follows )(),( pEdpEE RxTxc += . Where ),( dpETx  and )( pERx are the energy consumption of the 

transmitter and the receiver, respectively. )()( __ pEpEE elecrxelectxelec == =Energy dissipated to run the 

transmitter or the receiver circuitry to transmit or receive one bit of the data packet. 
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),(_ dpE amptxamp =ε is energy dissipation of the transmission amplifier to convey one bit of data packet 

to the receiver node at distance of d=1m away 

The energy consumption at the transmitter is divided into the transmit electronics and transmitter 
amplifier while the receiver energy consumption depends only on the receiver electronics. Then, the 
transmitter and receiver energy consumptions are: 

n
ampelecTx dppEdpE e+=),(  and ( ) elecRx pEpE =  

where =p Length of transmitted/ received message in bits, d=distance between transmitter and 
receiver node, n=path loss exponent.  

n=2 for free space model ( fsamp εε = , when 0dd <  ) and n=4 for Multipath Model   ( mpamp εε =  when 

0dd >  )                    4
0

2
0 dldl mpfs ×=× εε              

mp

fsd
ε
ε

=0
 

Table 2: This data is well taken from [51], optimal number of clusters with different energy models, for 100 
numbers of  sensor nodes(N) and side of sensing area M= 100, when the distance between the CH and the sink 

node is between 45–145m. 

 
  Energy Model 

optK  
2//7 mbitnJfs =ε  2//10 mbitpJfs =ε  

N=100, M=100 N=100, M=100 
Halgamuge et al.[51] 1-6 0-2 
Zhu  et al.[24] 1-12 0-4 
Mille  et al.[23] 2-13 0-5 
Heinz  et al.[31] 2-16 1-7 

The difference in the optimal number of clusters ( optK ) between these energy models is getting closer 

as the distance between the sink and the CHs increases, This is because, as this distance increases the 
energy dissipation for communication becomes more and more dominant in the cost function. 

ii. Sensing Model: It affects the optimal number of clusters because the distance between the 
cluster head and base station change with change of sensing model of the nodes. Basically there 
are two types of sensing models reported in literature.  The first model is deterministic,   and the 
second model is probabilistic (Boolean sensing model, shadow-fading sensing model and Elfes 
sensing model).  According to this model [26, 27], the probability that a sensor detects an event 
to a distance x  

Where R1 defines the starting of uncertainty in sensor detection and the parameters υψ and  are 

adjusted according to the physical properties of the sensor. Rmax is the maximum sensing range of the 
node 
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Figure 6: Probabilistic sensing model 

With the help of above given probability density function one can find the distance between the base 
station and cluster heads. Figure 6 represents the probabilistic sensing model. 

iii. Shadowing and Path Loss Exponent Model: The impact of the shadowing effect on optimal 
number of clusters is more significant for a larger value of the path loss exponent (n) than that 
for a smaller n. A larger n may amplify the shadowing effect on the optimal number of clusters 
[53, 62]. 
 Network Level Parameters 3.2.2

i. Node Density: Experimental results show that for lower densities (275-375 nodes/km2 
approximately) the optimal cluster size is large and for higher densities (400-500 nodes/km2 
approximately) the optimal cluster size is one-hop when sensing field size is fixed. This is due to 
total intra cluster communication overhead for low density nodes [57]. 

ii. Transmitter and Receiver Circuit Energy: The energy consumption of the transmitter circuitry electxE _  

has no impact on the optimal number of clusters. The energy consumption of the receiver 

electronics elecrxE _  can greatly change the optimal number of clusters. It   is a very important 

factor that can decide on whether or not it is worth performing clustering in the sensor network 
[62]. 

iii. Size of Sensing Field: The optimal number of clusters can be independent of the sensing field size 
under the following conditions [7, 62]: 

 elecrxE _  is small compared to electxE _  

 The wireless transmissions are governed by free space radio propagation model 
 The BS is not located outside of the sensing field.  

If the above requirements are satisfied, the optimal number of clusters will only depend on the number 
of sensor nodes across the network )(NfKopt = . If the sensing area is square-shaped or circular, the 

optimal number of clusters can be expressed as NKopt t=   where τ  is a constant with maximum 

value is one. Table V shows the impact of sensing field, base station position, path loss model on 
selecting the optimal number of clusters, which support the justification of the above statements. 

 

 
 

Event 
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iv. Number of base stations: Inter cluster communication increases when the number of base 
stations increases. For large network the energy consumption is nearly the same for single and 
two hop clusters. However, with three base stations and large networks, the optimal cluster size 
is 2 hops for reducing energy consumption in the network [57].  

v. Base Station Positioning: Optimal number of clusters will be larger when BS is located in the 
center of the sensing field. As BS moves away from the center of the sensing field area towards 
boundary to outside of sensing field, optimal number of clusters will be reduced. 

vi. Single and Multi-hopping: The impact of selecting the optimal cluster size on total energy 
consumption is more prominent in single-hop communication than in a multi-hop WSNs. This is 
because the energy function is proportional to the square of the distance over which data 
transmission is done and this distance for the single-hop communication is often longer than 
that for the multi-hop case. When the degree of data correlation is high, then the wider range of 
cluster sizes will occur. This is also the reason why the optimal number of clusters in multi-hop 
communication gets larger than that of single hop approach as data correlation degree increases 
[67]. Single-hop clustering performs best for a large spectrum of different size of sensing field, 
node densities and the number of base stations. For very high density networks (more than 
1000 nodes), multiple base stations (more than three) or very low density network (less than 
400 nodes) 2-hop clustering performs better [57]. 

vii. Free Space Fading Energy: Selecting a number of clusters does not play a key role for reasonable size 
sensor networks if free space fading energy is low. But for large-scale networks, finding the 
number of clusters is still important, even if free space fading is low [57].  

 Clustering Level Parameters 3.2.3

i. Distance between Base station and CHs: Selection of optimal number of clusters also depends 
upon the distance between CHs and BS. The distance between the cluster head and base station 
depends upon the size of sensing field and type of sensing models. 

ii. Position of the cluster head: The Optimal number of clusters will be large when BS is located in 
the center of the sensing field. As BS moves from the center of the sensing field area towards a 
boundary to outside of sensing field, optimal number of clusters will be reduced. The position of 
the CH is also important because of two reasons. First, it affects the load balance, and therefore 
energy consumption inside the cluster for data routing aggregation. Second, the overhead 
during routing of data inside the CHs with the head placement [57].  

iii. In Network Processing: Consider the possibility of processing data inside the cluster. After 
processing of the data, data will be transferred to CHs. Energy consumption decreases with 
increasing cluster sizes because of the fact that data traffic decreases and data aggregation rate 
grows. However, for very large clusters the performance is rather irrelevant; therefore 
preference should be given to 3-4 hop clusters since they have simultaneously low energy 
consumption and low data aggregation rate [57]. 

iv. Data correlation and distortion: Finding the optimal cluster size depends on the value of the 
correlation. A large cluster size is optimal for low correlation and a small cluster size performs 
optimally for high correlation, there exist intermediate cluster sizes that perform near optimally 
over a wide range of spatial correlations. This near-optimal cluster size depends only on base 
station position and total number of nodes in the sensing field [36, 67]. 
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 Algorithms for analytically estimating the optimal number of clusters in 4
WSNs: 

There have been several different criteria to initially classify the algorithms for finding optimal number 
of clusters in WSNs. Two of the most common classifications are the algorithms for homogenous sensor 
networks the algorithms for heterogeneous sensor networks. Both classifications are based on the 
characteristics and functionality of sensor nodes in the cluster. Figure 7 shows the taxonomy of various 
algorithms for an optimal number of clusters. Table 3 represents symbols and their meaning used in 
different algorithms surveyed. Table 4 represents comparative analysis of algorithms based on network 
type, analytical value of optimal number of clusters and base station positioning. Table 5 presents 
comparative analysis of algorithms based on sensing field, radio model, base station position and   
analytical value of optimal number of clusters particularly for [62, 81, and 82]. Table 6 presents timeline 
comparative analysis of algorithms based on cluster variability, node distribution, energy model and 
type of sensing fields and finally table 7 presents comparative analysis of algorithms based on their 
strengths, weaknesses and applications. 

4.1 Homogeneous sensor networks 
A homogeneous sensor network consists of identical sensor nodes. It means that the sensor nodes have 
the same energy and hardware complexity. For static clustering in a homogeneous network, it is shown 
that the cluster head (CH) nodes will be over-loaded when long range transmission is required to 
transmit data to remote base station. In a heterogeneous sensor network, the nodes are enabled with 
extra battery energy and extra hardware. Sensor nodes in a particular cluster, use multi-hopping to send 
data to the respective cluster head. The sensor nodes that are closest to the cluster head have the 
highest energy burden due to relaying. When the sensor nodes use single hopping to transfer data to 
the cluster head, the sensor nodes that are farthest from the cluster heads always spend more energy 
than the sensor nodes that are closer to the cluster heads. Non-uniform energy consumption in the 
network takes place. Thus, there are two desirable characteristics of a sensor network: minimum 
hardware cost, and uniform energy consumption. While heterogeneous networks achieve the minimum 
hardware cost, the homogeneous networks achieve uniform energy [70, 83]. Most of the known 
algorithms for finding optimal number of clusters for WSNs can be further distinguished into two main 
parts: probabilistic (random) and non probabilistic, depending on the cluster formation method and the 
parameters used for CH selection. Optimal Probabilistic algorithms are further divided into two parts 
based on node distribution: uniform and non-uniform. 

URL: http://dx.doi.org/10.14738/tnc.25.488    84 
 

http://dx.doi.org/10.14738/tnc.25.488


Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

 
Figure 7: Taxonomy for the optimal number of clusters in WSNs 

 Probabilistic and Uniform Node Distribution 4.1.1

The main aim of probabilistic algorithm is to reduce the energy consumption and prolong the networks 
lifetime. Some of the algorithms follow a random approach for CH selection, whereas other follows a 
hybrid probabilistic model for CH selection. 

Heinzelman et al. proposed [31], Low Energy Adaptive Clustering Hierarchy (LEACH) protocol, is the first 
and the oldest algorithm for the calculation of optimal number of clusters in WSNs. It uses the following 
techniques to achieve the design goals: randomized, self-configuring and adaptive cluster formation, 
local control for data transfers and low-energy media access control and application-specific data 
processing. LEACH protocol has many rounds, and each round has two phases, a setup phase and 
steady-state phase. In the setup phase; it provides cluster formation in an adaptive manner, and in the 
steady-state phase transfer of data take place. LEACH uses a TDMA/CDMA MAC to reduce inter-cluster 
and intra-cluster collisions. Cluster formation is based on many properties such as the number and type 
of sensors, communication range and geographical location [80]. Depedri et al. [32] proposed 
decentralized algorithms for cluster formation in which sensor node only knows about its own position 
and position of final receiver and not the position of all sensor nodes. It operates in following phases: 
Cluster head selection algorithm, Cluster formation and data transmission with multiple accesses. Each 
sensor node chooses its cluster head by evaluating the energy dissipated in the path between final 
receiver and itself. It provides better energy efficiency than LEACH. In this, each sensor can determine its 
own optimum number of clusters. This value depends on the total number of sensors in the network 
(N), path-loss exponent (n), the dimension of sensing field. It does not depend on the distance between 
the cluster head, and the base station like instead was in original LEACH [31].  

Chen et al. [39] have determined two aspects of the problem: first for given the number of clusters, how 
does one choose the CHs to cover up the sensor network more efficiently? Second, how does one assess 
the number of clusters needed to utilize data correlation of sensors for a general sensor network?  
Comeau et. al. [38] have proposed multi-level clustered network based on single-hop communication. 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 85 
 



Vinay Kumar, Sanjay B. Dhok, Rajeev Tripathi and Sudarshan Tiwari; A Review Study on Analytical Estimation of 
Optimal Number of Clusters in Wireless Sensor Networks, Transactions on Networks and Communications,           
Volume 2 No 5, Oct (2014); pp: 75-103 
 

Authors have analytically determined the optimal number of clusters at each level. Kim et. al. [37] has 
estimated the optimal number of clusters among random distributed sensors in a bounded sensing field. 
In this algorithm, optimal number of CHs depends on the distance between the base station and sensor 
node. Vlajic et al. [40] have proposed that in under some specific condition clustered WSNs provide an 
advantage over non clustered WSNs. This algorithm considerably more efficient in terms of energy 
conservation than clustering algorithms previously proposed in the literature.  

Wang et al. [43] proposed clustering algorithm, which provides fixed optimum number of clusters in 
each round during the whole lifetime of the network. In LEACH protocol, optimum number of clusters in 
each round depends on the total number of nodes in the network, but theoretically, the total number of 
sensor nodes decreased and the optimal number of clusters should be updated too with the lifetime of 
the network. So authors have suggested that the dynamic optimum number of cluster base on the real 
time of sensor nodes in the whole network, and it brings practical optimized effect in WSNs. Yang et al. 
[42], reduced the energy consumption of the network and tried to avoid the severe synchronization 
needs of Time Division Multiple Access. This algorithm is first accessible for small networks, under the 
hypothesis of identical expected distance of all CHs from the BS. Then it is extended for large networks 
to consider the case when the distances of various sections of the network from the BS may be 
different.  This new architecture is easily implementable, scalable, and reduces the hardware complexity 
of the sensor nodes.  

Chan et al. [48] proposed a Fixed Optimal Cluster (FOC) numbers that is to examine the entire network. 
There are two different types of the optimal cluster numbers depending on the position of the base 
station. One is that the base station is set up far farther away from the sensing field, and another is that 
the base station is set up at the center of the sensing field Results show that network lifetime enhanced 
very well. Shunjie et al. [52] proposed new model for finding the optimal number of CHs which is based 
on the LEACH energy dissipation model. Optimal number of clusters depends upon the number of 
frames in steady-state phase and the distance between CHs and the BS.  

Yang et al. [61] have proposed a more reasonable energy consumption model called Optimal Energy 
Consumption Model (OECM) in a homogeneous network. It shows that the optimal number of cluster 
heads not only depend on node density, but also on the size of sensing field, circuit energy dissipation, 
packet length. Navid et al [62], analytically provides the optimal number of clusters that minimizes the 
total energy expenses in the networks, where all sensor nodes communicate data through their elected 
CHs to the BS in a distributed fashion. The results show that: 1 Under certain condition, the optimal 
number of clusters can be independent of the size of sensing field 2: The energy consumption of the 
transmitter circuitry has no impact on the optimal number of clusters, and 3: The energy consumption 
of the receiver electronics can substantially change the optimal number of clusters and more 
importantly; it can decide on whether or not is it worth performing clustering. Li et al. [55], have 
proposed, an uneven virtual grid-based clustering routing protocol.  It works in concentric circular forms 
through the base station-assisted positioning. It's providing better energy efficiency and balanced 
network load.  

Xia et al. in [41], proposed Local Negotiated Clustering Algorithm (LNCA) that tries to minimize the 
overall energy cost of the network by using the similarity of nodes. Experimental results of the algorithm 
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indicate that 2- hop LNCA outperforms existing LEACH [31] algorithms in terms of energy consumption. 
Optimal number of clusters depends on the sensing field area, node density in the network the length of 
data, the rate at which data is generated at each node and the length of time for inter cluster 
communication. Halgamuge et al. in [51] have developed an energy model and used this model to assess 
energy expenditure and node lifetime for a sensor network with fixed configuration. The authors also 
have two observations 1: The optimal number of clusters increases with the increase of free space 
fading energy 2: The number of clusters does not play a significant role for realistic size sensor networks 
if the free space fading energy is low. For large networks, cluster optimization is still important, even if 
free space fading energy is low. Li et al. [58] presented an analytical model for finding the optimal 
number of clusters, for minimizing the communication costs in a clustered sensor network. In this, 
sensor nodes are placed in the sensing field in a random and distributed manner according to a 
homogeneous poisson point process.  

Tandon in [64], focused on the analysis of extravagant energy consumption within a uniform CH election 
model and suggested a model to reduce the overall consumption of energy usage amongst the CHs in 
the WSNs. The optimal number of clusters depends on the distance from the BS. Chen et al.[63] 
proposed CH optimization based on energy. In this, the authors considered a threshold value and the 
residual energy of nodes, to optimize the selection of a cluster head. Results show this algorithm can 
prolong the network lifetime efficiently compared with LEACH protocol. The algorithms based on 
uniform node distribution have following problems: 

 Cluster head selection is uncontrolled. 
 Uniform sensor node distribution. 
 Cannot be applied to all the practical cases. 

 Probabilistic and Non-uniform Node Distribution 4.1.2

Tripathi et al. [66] introduced clustering of non-uniform random distributed nodes, and calculated the 
optimal number of clusters in WSN. Results show that there is balanced energy expenditure in this non-
uniform clustering. Dabirmoghaddam et al. [67], that the general problem of optimal clustering is NP-
hard. They try to optimize the algorithm and produce the best possible clustering of the network in 
terms of energy consumption.  It is found that with non-uniform clustering in heterogeneous WSNs, 
clusters are more energy-efficient in WSNs with spatial data correlation. 

 Non-probabilistic Algorithms 4.1.3

In this type of clustering algorithms, selection of cluster heads and cluster formation is based on 
deterministic criteria such as connectivity, degree and information received from the other closely 
located group. 

Pattem et al. 36] found the optimal number of clusters, which depend upon the distance from the 
cluster head to the BS and the degree of correlation. As we know that the small cluster sizes and large 
cluster sizes perform well at low and high correlations respectively. Nevertheless, it appears that an 
intermediary cluster size performs correctly across the range of correlation values that is called “near-
optimal” static cluster size. The value of near optimal cluster size depends only on BS position and the 
number of nodes. Chen et al. [49] worked on a multi-cluster sensor network, which is used for source 
extraction in a sensing field. Performance of source extraction and the complete energy consumption in 
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the sensor network depends upon the number of clusters. Performance of source extraction and the 
entire energy consumption in the sensor network can be affected by different factors: unreliable 
wireless links, sensor failure, etc.  

Raghuvanshi et al. [50] have used an objective function based method to divide a data set into a set of 
clusters. In comparison to standard clustering, fuzzy clustering offer to assign a data point to more than 
one cluster, so that overlapping clusters can be handled confidently. In this paper Gustafson- Kessel (GK) 
algorithm is used for partitioning the sensor nodes into clusters and optimal number of clusters are 
determined using Xie-Beni validation index. This algorithm uses fuzzy clustering for partitioning the data 
into a pre-defined number of clusters with fuzzy boundaries. G-K clustering algorithms can find clusters 
of approximately equal areas, thus load balancing is good. In a G-K clustering, number of clusters is a 
range of numbers rather than a unique number. G-K clustering provides more coverage range 
comparisons to LEACH clustering algorithm. Selvakennedy et al. [46] tried to find the appropriate 
number of clusters with well-balanced memberships.  The proposed algorithm is speedy with very 
partial overhead.  Due to the robustness of any biologically-inspired algorithm, this protocol could 
handle unexpected circumstances in the environment and node failures. 

 Wang et al. [53] proposed the main challenges in deploying a high dense cluster based sensor network. 
In this paper, the authors have considered a basic Observational Area (OA) in WSNs and determined 
optimal numbers of clusters in basic OAs from the cross layer approach. The authors find a number of 
clusters from different layer aspects, and they have shown and concluded that from the physical layer 
point of view if there are more clusters results in more energy savings.  From MAC layer and network 
layer point of view, fewer cluster results in more energy savings. Hence, authors have considered and 
developed a cross layer optimized model for physical, MAC, and Network Layer (PHY/MAC/NET). They 
have shown that optimizing the number of clusters in a sensor network becomes a cross layer tradeoff 
design issue among the required transmission power in the physical layer, cluster representative in the 
MAC and hop count in the network layer.  

Wang et al. [56] proposed fuzzy based clustering, as we know that Fuzzy c-Means (FCM) and its 
derivatives suffer from two problems: local minima and cluster validity—which have a straight impact on 
the formation of the final clustering. The problem of local minima can be short out by optimization and 
center initialization strategies. This paper proposes a center initialization approach based on a minimum 
spanning tree to keep FCM from local minima. Raghuvansi et al. [60], describes a method for finding a 
fuzzy membership matrix that provides cluster membership values for all the objects based on the 
proximity matrix. Membership matrix related with fuzzy is found by first finding a set of vectors that 
approximately have the same inter-vector euclidean distances as the proximate that are provided. A 
dimension of these vectors can be very low (less or equal to 5). FCM algorithm is used for the optimal 
number of cluster calculation in WSNs. The authors found that this method to be very effective and no 
more computationally expensive than other relational data clustering methods. The FCM algorithm is 
more energy efficient compared to a G-K clustering algorithm. There are several validity measures 
proposed in the literature, given the optimal number of clusters following seven measures are 
considered. 1: Partition Coefficient (PC) (L), 2: Xie and Beni’s Index (XB) (L), 3: Classification Entropy (CE) 
(M), 4: Partition Index (SC) (L), 5: Separation Index (S) (L), 6: Dunn’s Index (DI) (M), 7: Alternative Dunn 
Index (ADI) (L). 
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4.2 Heterogeneous sensor networks  
There are three common types of hardware heterogeneities in WSNs: Computational heterogeneity in 
which the heterogeneous node has a more powerful microprocessor, and more memory, than the 
normal node. Link heterogeneity: In which some nodes have long-distance highly reliable 
communication links (IEEE 802.11 connectivity) than a normal node. Energy heterogeneity where nodes 
have unlimited energy resources or battery is replaceable. The most important heterogeneity is the 
energy heterogeneity because both computational heterogeneity and link heterogeneity will consume 
more energy resources. Heterogeneity provides improvement in terms of response time, reliability and 
lifetime [68, 69]. If there is no energy heterogeneity, computational and link heterogeneity will impact 
the whole sensor network negatively, resulting decrement of the network lifetime [28, 30, 47]. 

Mhatre et al. [34] determined expressions for the required number of CH along with type of 
communication like single hopping, multi-hopping and hybrid modes. Authors have two types of sensor 
nodes, which are less robust due to heterogeneity of the nodes. If any cluster head (CH) nodes fail, the 
system no longer will function. In LEACH protocol, the system is more robust because every node is 
competent of acting as a CH, and hence the subside of a few nodes does not seriously affect the working 
of the whole system. Smaragdakis et al. [35] proposed, a heterogeneous-aware protocol; it had 
applications where the feedback from the sensor network must be reliable.  

Kumar et al. [47] have introduced hierarchically clustered network in which sensor nodes have energy 
heterogeneity, means some of the nodes equipped with additional energy. Kumar et al. [54] have 
developed an energy-efficient cluster head election (EECHE) protocol for heterogeneous WSN with three 
types of sensor nodes. Some of the sensor nodes are equipped with the extra energy resources than the 
other nodes. Results show that EECHE can enhance the lifetime and stability of the system and provide 
better results than LEACH protocol. Tuah et al. in [65] proposed heterogeneous sensor networks and 
investigated the optimal number of clusters, which can minimize the energy consumption per round. In 
this two type of radio energy models are used, in which intra cluster communication using free space 
model and inter cluster communication using multipath model respectively. 

It is seen that the performance of clustered WSNs is not always better than the performance of non-
clustered WSNs under certain condition. The ability of clustered WSNs to outperform their non-
clustered counterparts depends on number of nodes, the total number of cluster heads, and average 
factor of in-cluster data reduction [10]. 
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Table 3: Symbols and their meaning used in different algorithms surveyed 

Symbol Abbreviation Symbol Abbreviation 
optK  Optimal number of  clusters or CHs N Number of sensor nodes 

M Side of the Square toBSd  Distance between the cluster head and base 
station 

elecrx

electxelec

E

EE

_

_

=

=  Energy dissipated to run the transmitter or 
the receiver circuitry to transmit or receive 
one bit of the data packet 

DAE  Data Aggregation Energy 

fsε  It is energy dissipation of the transmission 
amplifier to convey one bit of data packet to 
the receiver node with a distance of d=1m 
away, for n=2 (Free Space) 

mpε =Eamp It is energy dissipation of the transmission 
amplifier to convey one bit of data packet to 
the receiver node with a distance of d=1m 
away, for n=4(Multipath) 

d Distance between transmitter and receiver toCHd  Distance between sensor nodes and cluster 
head 

m Data compression rate B Distance from the centre of sensing area to 
the outside location of the base station. 

inth 

ringi th
 netA  Area of circular field 

netR  Radius of circular fields iλ  Variable density parameter 

j  No. of annular bands of same radial width  iN  No. of nodes in an annular band of 

ii A×λ  

L Signal frame with L-samples 







 4

toCHdE  
Expected Value of distance between cluster 
heads and base station 

λ  Intensity  of homogeneous spatial Poisson 
process 
 

111 kdl µ+  
Energy Spent in transmitting a packet from 
cluster head to Base Station 

iα  Hardware cost of the node β  Used to model node battery 

T Data gathering cycle µ  Propagation Loss Term 

n Propagation loss exponent r  Radio range of node 
c 

Average of ic  ic  Degree of correlation between a sensor and 
its neighborhood sensors 

f  Number of data frames 1l  Bit length  of control information 

2l  Bit length of data information T The time to transmit one byte 
on the network 

erTint  time devoted for inter cluster 
communication  

erkint  

T
T erint  

tbroadd cos  Distance between the CH and the farthest 
point of observed area 

co Spatial Correlation 

D No. of hop between CHs and BS ρ  Energy Multiplication factor of  the super 
advanced node 

γ  Data Fusion Rate α  Energy Multiplication factor of  the 
advanced node 

0m  
Percentage of Advanced Node 

1m  Percentage of  super Advanced Node 

η  Required received power 
oL  

Path loss at distance ko 

eP  
Receiver electronics energy dOA Minimal distance that results 

in uncorrelated information 
R Radius of circular Field k Propagation loss constant for 
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Table 4: Comparative Analysis of algorithms based on network type, Analytical value of optimal number of 
clusters and Base Station Position (network topology) 

Paper 
Ref. 

Network Type 
The analytical value of optK  

Base Station Position 

[31] Homogenous 

toBSmp

fs
opt

d
MNK 2

2
1

2 

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
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 Center of Sensing Field 
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
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n

n
tbroad

n

opt
d

MNK
p

 Outside of sensing field 

[34] Heterogeneous 
2

2

111
1 ))((2

+













++
=

k

k

k
o

opt
dlTc

ATknK
µβα

µβ  
Outside of sensing field  

(Single Hopping) 

2
1

111
1

2

2

))((

)2(













++

+
=

k

k
Ho

opt
dlTcr

rlTrnK
µβα

µβ
 Outside of sensing field 

(Multi Hopping) 

[35] Heterogeneous 
765.0
2

2
×=

π
NKoπt

 Center of Sensing Field 

[36] Homogenous 
oopt DcK 2=  

Moving 

[37] Homogenous 
2
1

4

25855.0













−

××
×=

electoBS

fs

mp
opt

Ed

MN
K

e

e

 Outside of sensing field 

[38] Homogenous 
2
1

41,
)(

.












−
=

electoBSmp

fs
opt

Ed

N
MK

ep

e  Outside of sensing field 

[39] Homogenous 3
2

)1(2 







−
=

c
cNKopt

 Center of Sensing Field 

[40] Homogenous 14 −= ZKopt  Center of Sensing Field 

[41] Homogenous 21)1(
36
1 −++= PPKopt

 

3
1

2 )8136541( NNNP +××++=  

Center of Sensing Field 

[42] Homogenous 
2
1

2
int

2

23 











+
=

dataamperelec

amp
opt

KMkE

MN
K

e

e  
Center of Sensing Field 

[43] Homogenous 

toBSmp

fs
opt

d
MNK 2

2
1

2 









×=
ε
ε

p

 Inside Sensing field 

[46] Homogenous 

]2)2(6
1

[

2
1

2
elecfselec

fs
opt

ErE
r
M

P

−+

×=

el

e

 
Center of Sensing Field 

communication between the cluster head 
K1 Propagation loss constant for 

communication between the cluster heads 
and Base Station 

Z Number of hops between node and Base 
station 

no Type “0” Nodes od  Discrete time 

KAµ  
Amount of Energy Spent in the RF Amplifier 
to counter propogation Loss 

δ  Distance between two rings 

dtoCh1 Average Distance between two CHs N1 Number of nodes in first ring 
EtranCH Energy Dissipation due to operating mode at 

the CH per Round 
EloggCH Energy consumed for logging sensor reading 

at the CH per round 
ESensCH Total Energy dissipation for sensing activity 

at the CH per round 
L Position of BS from the centre of sensing 

field 
Ec Energy Consumed in computation of Data   
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Table 5: This table is well taken from [62] for comparative Analysis of Algorithm based on sensing field, radio 
model, base station position and   Analytical value of optimal number of clusters 

Reference [62] 
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field 
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Location of BS Optimal number of clusters Optimal number of clusters 
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Table 6: Time-line comparative analysis of algorithms based on cluster variability, year of publication, node 
distribution, energy model and type of sensing fields 

Reference Year of 
Publication 

Cluster Variability Node Distribution Energy Model Used Sensing Fields 

[31] 2002 Fixed Uniform and random  [31] Square 
[32] 2003 Adaptive Uniform and random  [63] Square 
[34] 2003 Adaptive Uniform and random  [31] Circular 
[35] 2004 Adaptive Uniform and random  [31] Square 
[36] 2004 Fixed Uniform and random  N/A Square 
[37] 2005 Fixed Uniform and random  [31] Square 
[38] 2006 Adaptive Spatial Poisson  [31] Square 
[39] 2006 Adaptive Uniform and random [31] N/A 
[40] 2006 Adaptive Linearly placed nodes N/A N/A 
[41] 2007 Adaptive Uniform and random N/A Square 
[42] 2007 Fixed Uniform and random [31] Square 
[43] 2007 Adaptive Uniform and random [31] Square 
[46] 

 
2007 Adaptive 

 
Spatial Poisson  N/A  Circular 

[47] 2008 Adaptive Uniform and random [31] Square 
[48] 2008 Fixed Uniform and random [31] Square 
[49] 2009 Adaptive Uniform and random [31] Square 
[50] 2009 Adaptive Uniform and random N/A Square 
[51] 2009 Adaptive Uniform and random [51] Square 
[52] 2009 Adaptive Uniform and random [31] Square 
[53] 2009 Adaptive Uniform 

Distribution[75] 
[31] &[71] Square 

[54] 2009 Adaptive Uniform and random [31] Square 
[55] 2009 Adaptive Uniform and random [31] Concentric Ring 
[56] 2009  Adaptive  ……… N/A N/A 
[57] 2010 Adaptive Uniform and random No Specific Energy 

Model 
Square 

[58] 2010 Adaptive Spatial Poisson  [58] Square 
[60] 2010 Adaptive Uniform and random N/A Square 
[61] 2010 Adaptive Spatial Poisson  [35] Square 
[62] 2011 Adaptive Uniform and random [31] Circular and 

square 
[63] 2011 Adaptive Spatial Poisson [74] Square 
[64] 2012 Adaptive Uniform and random [31] Circular 
[65] 2012 Adaptive Uniform and random [31] Square 
[66] 2013 Adaptive Spatial Poisson [31] Circular 
[67] 2014 Adaptive and 

static 
Uniform and random [31] Circular 
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Table 7: Comparative Analysis of algorithms based on their strengths, weaknesses and applications 

Refer. Strengths Weaknesses Applications 
[31] It reduces data collisions. 

It is more robust. 
The random mechanism of 
cluster head selection has many 
advantages such as easy 
realization, easy operation, and 
better scalability. 

The Energy model used is too ideal to 
some extent, especially when the scale 
of sensing field is large. 
Overhead generated is very high. 
 

This algorithm provides the high 
performance needed under the tight 
constraints of the wireless channel. 

[32] This algorithm outperform 
LEACH-A in a large class of 
situations and applications and 
especially when the final 
receiver is closer to the sensors 
and the deterministic 
attenuation due to the path-loss 
has a value of no larger than 2.5. 

Aggregation of data is not used in this 
algorithm 

It can used for the monitoring of a big car-
park in which sensors, distributed in the 
area, interact to communicate with an 
external receiver (mounted over a car) the 
best way to reach the closest free place. 

[34] It's required less hardware and 
software complexity 

Less robust  It is applicable to  the overall design 
problem through a data aggregation 
model 

[35] SEP yields longer stability region 
for higher values of extra energy 
brought by more powerful 
nodes. 

Due to practical/cost constraints, it is not 
always possible to satisfy the constraints 
for optimal distribution between 
different types of nodes. 

One of the applications could be the re-
energization of sensor networks.  
There are also applications where the 
spatial density of sensors is a constraint. 

[36] It reduces the overhead 
generated 

This algorithm  has ignored lossy 
compression  

This algorithm concentrates on 
applications which involve continuous data 
gathering for large scale and distributed 
physical phenomena using a dense WSNs. 

[37] Its minimizing the energy 
consumption of the system 

This method cannot be applied in real 
time based model 

This can be applied to the fact that the 
optimal number of clusters-heads 
determines as the different density of 
sensors in a bounded area 

[38] Energy consumption of the 
network decreases as the 
number of levels is increased 

Increased overhead and delay relative to 
single level clustering 

It  is expected to be most suited for delay 
insensitive applications where data 
aggregation is required 

[39] It provides the efficient 
utilization of data correlation. 
 

Type of Routing used, allows for 
maximum possible aggregation at each 
hop, which may not always be practically 
possible to implement. 
 

It is applicable for the place where  energy 
consumption required with respect to data 
correlation of the nodes 

[40] Provides Energy conservation in 
the networks 

It is focusing on the optimal cluster size, 
is based on the assumption that each 
issue cluster area spans over one, or 
more, square shaped clusters, which 
may not always be true in real world 
WSN environments.  
 

We can take a decision whether clustering 
will be useful or not. 
 
 
 
 
 
 
 
 
 
 
 

[41] Intra-cluster communication can 
be completely avoided by this 
algorithm which is not true in 
the case of LEACH protocol. 

It does not include the development of 
cost-effective and rapid re-clustering 
mechanisms according to the 
environmental changes. 

It  is highly effective in minimizing in-
network data-reporting traffic and, 
accordingly, in reducing the energy usage 
of individual sensor nodes 

[42] It reduces the overhead of the 
system 

Complexity of the algorithms is high It can be used for dynamic network 
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[43] Network lifetime is enhanced System complexity is increased It is more acceptable for monitoring and 
measuring larger scale of water 
environment than before [44-45]. 
 
 

[46] 
 

This clustering protocol exhibits 
fault-tolerance in the case of 
node failures compared 
deterministic clustering 
approaches in the literature.  
 
 

Identification of the optimal number of 
ants is a little bit tough process. 

Due to the robustness of any biologically-
inspired algorithm, this protocol could 
handle unexpected circumstances in the 
environment and node failures. 
This approach may also be useful in 
applications that require an in-network 
actuation, to assist in the sensor–actuator 
coordination. 

[47] It has extended the lifetime of 
the network by 10% as 
compared with LEACH in the 
presence of the same setting of 
powerful nodes in a network 

This algorithm is  valid only when intra-
cluster communication phase is long 
enough 

This algorithm can be used for monitoring 
the application 

[48] Its reduces data collisions 
It is more robust 

Overhead generated is very high It provides best performance needed 
under the rigid constraints of the wireless 
channel. 

[49] Performance is greatly 
improved by adopting a multi-
cluster structure 

The multi-hop setup was not explored in 
this algorithm. 

This paper studies a multi-cluster sensor 
network, which is applied for source 
extraction in a sensing field 

[51] It has a new, realistic and 
comprehensive energy model 
for wireless sensor networks 

……………………………………. 
 

With the help this algorithm we can take 
decision whether we should do optimal 
clustering or not the basis of free space 
fading energy 

[52] It has better performance than 
LEACH 

This algorithm is not applicable to the 
real time scenario. 
It is not applicable for asymmetrical 
channel 
 

It is applicable for dynamic topology 

[53] This algorithm provides an 
optimal cluster number that can 
still effectively function, 
regardless of the different 
densities of sensors 

The complexity of this algorithm is high The proposed cross-layer analytical model 
can facilitate the design of the optimal 
number of clusters for a sensor network in 
different radio environments 

[54] It has better performance than 
LEACH  
 

Overhead generated is very high 
Fault tolerance is also a major issue  

This algorithm can equally apply to small 
sized wireless networks. 

[55] Network lifetime increase. It's not providing good connectivity and 
coverage 

This algorithm has application where we 
location based application 

[56] It  is better than or comparable 
with CCIA and Kd-tree [72,73] in 
terms of pattern recognition 
rate. 

This algorithm is computationally 
expensive in some cases 

It can apply even though the structure of 
the dataset is complex 

[57] It shows that 1-hop clustering 
performs best for a large 
spectrum of different network 
sizes, node densities and the 
number of base stations. 

………….. It can be used for real transmission 

[58] Les overhead Algorithms only considered error free 
communication and do not account for 
the channel contention 

It is applicable for determining the optimal 
number of clusters based on other MAC 
and routing algorithms. 
 

[60] More Stable region. ………………….. It can be used for approximation problems 
and recognition of geometrical shapes in 
image processing 

[61] Provide Scalable Network This algorithm does not use a real 
scenario energy model  

Applicable for different network 
environment and parameters 
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[62] Enhanced Network Lifetime Energy wastage due to variability of the 
number of clusters 
 

This is applicable for providing  the 
analytical model for all types of sensing 
fields and the position of the base station 
in the scenario 
 

[63] This algorithm can prolong the 
network lifetime efficiently 
compared with LEACH protocol 

It cannot ensure uniform distributed of 
cluster heads in the network for it does 
not consider the location of nodes. 

It is useful for homogeneous type of 
applications 

[64] It provide on an average a 28 % 
reduction in total energy usage 
over other existing algorithm  

It can not apply for location aware 
applications 

This scheme would be very suitable in 
applications where either the required 
accuracy in data is low or the data has very 
high redundancy 

[65] Its provide the perfect selection 
of optimal number of clusters 

This algorithm has less fault tolerance  
 

The application of this technique in WSNs 
is possible due to the redundancy in 
sensor readings and the large number of 
nodes deployed 

[66] Energy Efficient Complexity of the system increases It can be applied to practical scenario like a 
battlefield where we are placing  nodes in 
an uncontrolled manner 

[67] High Network lifetime 
 

………………………… It is applicable for non-uniform distributed 
nodes in WSNs 

 Open Issues and Challenges 5
The open issues and challenges in WSNs, which can serve as research topics for future work are 
summarized below  

 Finding optimal number of clusters with moving nodes that provides good coverage and energy-
efficient system. 

 Finding optimal number of clusters for non-uniform node distribution (Gaussian distribution) in 
application for remote places, where sensor nodes are dropped by helicopter. 

 How to select optimal number of clusters without knowing the location of the nodes?  
 Optimal number of clusters using a cross layer approach along with random traffic and data 

aggregation model. 
 Finding optimal number of clusters using more practical energy model other than an existing 

one [31] 
 Calculating optimal number of CHs by using probabilistic sensing model of the nodes (Elfes 

Sensing model) 

 Conclusion 6
WSNs are an emerging technology that has been attracting large pool of researchers in recent years. 
Optimal number of clusters plays a crucial role in the performance of WSNs, in terms of system 
scalability, energy efficiency, collision reduction, network lifetime, latency, and efficient routing 
backbone in the network. We have surveyed the state-of-art of different algorithms for finding the 
optimal number of clusters that have been analytically reported in the literature of WSNs, and have 
presented the methodologies utilized by different authors to calculate the optimal number of clusters in 
WSNs from an energy-efficiency point of view with the help of taxonomy. This paper discusses the 
fundamental concepts of clustering, need of clustering, optimal clustering and need of optimal 
clustering in WSNs. We have compared the optimal clustering algorithms based on cluster variability, 
heterogeneity, analytical formula for optimal number of clusters, type of energy model used, type of 
node distribution, type of sensing field, the position of the base station, strengths, weaknesses and 
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applications of each and every algorithm for calculating an optimal number of clusters. We have  also 
discussed the impact of different levels at which WSNs is modeled viz. Radio Energy Model Level, 
Network Model Level and Clustering Level for selecting optimal number of clusters along with open 
issues and challenges in WSNs. 
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ABSTRACT 

The interest to wireless positioning techniques has been increasing in recent decades due to wide 
spread of location-based services as well as constraints imposed by regulator on cellular operator to 
achieve an accepted level of cellular accuracy regardless of availability of GPS signals. Nevertheless, 
failure of some base stations cannot be fully avoided, yielding various cellular topologies, which, in turn 
would likely influence the accuracy of the positioning. This paper explores four types of cellular 
topologies: balanced, circular, U-shape and linear, which can be inferred from balanced topology 
structure. Assuming time difference of arrival technology and, up to some extent, time of arrival 
technology were employed, least square like methods are contrasted with maximum likelihood, Taylor, 
Chan and hybrid approaches in a simulation platform. 

Keywords: wireless positioning, topology, network, TDOA 

 Introduction 1
With the substantial increase of location based services, which include E911 [1] emergency services 
where user is tracked with high accuracy using only operator’s cellular infrastructure, mapping and path 
finding, targeted advertising, location based social networking such as MySpace, Friendster or Facebook, 
the interest to wireless localization techniques has grown drastically in the last two decades. In addition, 
many ubiquitous applications, including systems like EasyLiving [2] and the Rhino Project [3], among 
others [4], would benefit from a practical location sensing system. RADAR [5] was one of the first 
systems to use radio frequency (RF) signal intensity for location-sensing. Small et al. [6] and Smailagic et 
al. [7] looked at how signal intensity varies over time and developed a location-sensing system based on 
these observations. Strictly speaking, several localization techniques have been reported in the 
literature in order to deal with wireless localization, depending on the available technology, which 
include time-of-arrival (ToA), angle-of-arrival (AOA), time-difference of arrival (TDOA), and received-
signal strength (RSS) [8]. Likely the RSS method, where the signal strength from the base station as 
received in the mobile station is employed as key, which is the less demanding and cheap technology as 
it does not require any infrastructure change or additional hardware component, which motivates its 
use in some of above projects like radar [2, 5]. TDOA is recognized for its efficiency and high precision, 
but requires synchronization among base stations. Indeed, this requires a very accurate timing reference 
at the mobile which would need to be synchronized with the clock at the base stations. In commonly 
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employed CDMA system [9], TDOA can be implemented using the pilot tones from different base 
stations, where the pilot tone transmitted by each cell is used as a coherent carrier reference for 
synchronization by every mobile in that cell coverage area, which enables the mobile to differentiate 
each cell site's pilot tone. Therefore the mobile measures the arrival time differences of at least three 
pilot tones transmitted by three different cells. 

Most of the literature survey, including the survey of Guvenc and Chong [8], investigated the 
performance of the localization algorithms regardless the sensor infrastructure disposition. Although in 
GSM and UMTS network, it is acknowledgeable that the antenna positioning problem (APP) is one of the 
major design issues for any mobile operators. It is universally agreed that several factors influence such 
design. This includes, the (expected) traffic, type of antennas, allocated frequencies, interference, 
coverage, infrastructure nearby, among others. Since earlier work of Anderson and McGeehan [9] in 
antenna positioning problem, several other works have been published as well as several national and 
transnational research projects have been initiated. The idea of integrating several aspects of the 
network design problem is carried out by Reininger and Caminada [10], as part of the ARNO Project. In 
the latter, the authors partially relate APP and frequency allocation problem by ‘‘optimizing location and 
parametrization of the base stations on one shot”.  

The integration of locating and configuring base stations is carried further to UMTS networks by Amaldi 
et al. [11], where the problem of selecting the location and configuring the base stations so as to 
minimize installation costs as well as to meet the traffic demand is considered. In [12] a trade-off is 
sought between minimum overlap and desirable cell shapes while the quality of radio coverage is 
controlled in the constraints. Zimmermann et al. [13] as part of EU ARNO project developed a multi-
criteria model that involves a minimum cost, minimum interference and optimum cell shapes. This 
reveals that most of work in this area has rather been performed from operational research perspective 
where a multi-criteria decision making like approach has been pursued. Unfortunately less work has 
been achieved from wireless positioning accuracy perspective has been achieved, although this would 
significantly contribute towards the E911, for instance. This motivates the current work where some 
commonly employed techniques involving TDOA and ToA technology are contrasted and investigated 
with respect to the geometrical disposition of the antennas. More specifically, approximated least 
square solutions, Maximum likelihood estimation [8], Chan [14], Taylor [15] and a newly introduced 
combination of Chan-Taylor [16] are compared when considering several antenna topologies. The latter 
includes linear, circular, U-shape and balanced shapes. Such topology can straightforwardly be inferred 
from regular (optimal) cellular disposition when some blocking occurs making some BS disabled. The 
first section of this paper reviews the (eight) main localization techniques employed in this study. 
Section 3 highlights the simulation platform and comments the obtained results. Finally some conclusive 
remarks are reported in Section 4.   

  Review of Main TDOA Localization Techniques 2
Let us consider a general model for the two dimensional (2-D) estimation of a source, consisting of 
mobile station with Cartesian coordinates (x, y) using M base stations of known locations (Xi, Yi), i=1 to 
M. Then the measured distance between the mobile station and the ith base station can be given as: 

                                               ( ) ( )2 2
i i i i i i i

ˆd X x Y y  =d +  ct   ε ε= − + − + =                        (1) 
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With iε ∿𝒩𝒩 2 0i( , )σ  is the additive white Gaussian noise with variance 2
iσ . id̂ (i=1, M) stands for 

estimated distance from MS to ith BS, and ti is the TOA of the signal at the ith BS and c is the speed of 
light. Consequently, for M measurements, the problem comes down to estimating (x,y) from the 
following set of equations: 

      
( ) ( )

( ) ( )

2 2 2
1 1 1

2 2 2
MM M

ˆX x Y y d
. .   

d̂X x Y y

   − + −
   

=   
   

− + −    

                                               (2) 

 

2.1 Least Square and Maximum Likelihood Solutions 
Assuming that one base station, say rth BS, acts as a reference, subtracting rth row in (2) from other rows, 
yields, after some manipulations and defining 2 2

i i iK X Y= +  (i=1, M),  to matrix equation:    
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A linear least square solution to (4) yields the following LLT1 solution: 

       11
2

T TX ( A A ) A B−=                                                 (5) 

Another solution proposed in [17] assumes that each BS acts as a servicing BS, and therefore, 
concatenates the result yielding M (M-1) equations as described by the new A, B matrices as: 
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(6) 

 

Where the application of (5) yields what we will refer here as LLT2 solution 

A third approach to least square solution was proposed in [18] where the average of all measurements 
is subtracted from each measurement equation in (2), yielding new matrices: 
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Again the application of (5) yields a solution referred to as LLT3.  

A fourth least square solution is obtained when choosing the rth reference BS as the one that induces the 
smallest distance among all other distances but yields same generic solution as (3). Such solution was 
suggested in [19] and is referred to here as LLT4. 

The previous least square based solutions discard the knowledge about the uncertainty pervading the 
measurements (e.g., iε ) as modelled by the associated variance-covariance matrix, in order to account 

for such effect, the maximum likelihood solution MLS yields as a counterpart of (5) [20]: 

   1 1 11
2

T TX ( A C A ) A C B− − −=                                                 (8) 

 Where A, B are defined as in (4), while the variance-covariance matrix is given by, assuming without loss 
of generality 1 2 M...σ σ σ= = = : 

  { }42242242
1

2422 24242424 σσσσσσσσ +++++= Mir ddddiagdC                       (9) 

 

2.2 Chan and Taylor methods 
In Chan’s method [14], one assumes the knowledge of the TDOA with respect to a reference BS, say r, so 
that the measurements are:  

    i ,r i r i ,rd d d cT= − =                                                     (10) 

Where the i ,rT is the difference of time arrival between ith and rth base stations, and di are as in (1).  

Similarly, one denotes i ,r i r i ,r i rX X X ,  Y Y Y= − = − ). Squaring (10) and substituting in (1) yields after some 

manipulations to [14]: 

   2 2 2 2i ,r i ,r r i r i id d d K K X x Y y  (i=1,M, i r)+ = − − − ≠                        (11) 

(11) can be put on the form (3) where 

                             

2
1 1 1 1 1

1 3 1 1
2

,r ,r ,r r ,r

[(M )x ] [( M ) x ]

M ,r M ,r M ,r r M r M ,r

X    Y    d K K dx
A . ;   X= y ;  B .   

X   Y   d d K K d
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 − −   
    = =     
     − −    

                         (12) 

Where the unknown vector X contains redundant component dr, and the solution is approached when 
first assuming low impact of such dependency to the solution, which is then computed in a two-step 
strategy. Namely, a linear weighted least square is applied first yielding: 

    
( ) 11 1T T

aX A Q A A Q B
−− −=  , with 1 MQ diag{ ,... )σ σ= .                                  (13) 
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In the second step, the estimate is refined as 

    ( ) 11 1T TX A A A B
−− −= Ψ Ψ                                                           (14) 

With  

  2c BQBΨ = , with 0 0 0
1 2 MB diag{ d ,d ,...,d )=                                          (15) 

And 0
id stands for noise-free estimate of id , which is approximated assuming   

1 1cov([   y d ] ) (A A)T
rx − −≈ Ψ , see [14] for detail.  

On the other Taylor’s approach [15] to solve (11) in [x, y] starts with an initial guess (x0; y0) of the 
unknown mobile position (x, y), and computes the deviations of the position location estimation: 

   ( ) 11 1T T
t t t t
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y
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In the next iteration, 0x  and 0y  are set to 0x x+ ∆ x and 0y y+ ∆ . The whole process is repeated until 

x∆  and y∆  are sufficiently small, resulting in the estimated PL of the source (x; y). The Taylor-series 
method can provide accurate results; however, it requires a close initial guess 0 0( x , y )  to guarantee 

convergence and can be computationally intensive. 

In [15], a combination of Chan-Taylor method has been put forward. The proposal assumed a linear 
combination of the two methods such that the global variance-covariance is minimized. This yield 

    (1 ) TaylorChan

Chan Taylor

xx
X

y y
ll

  
= + −   

    
,                                                   (18) 

With   

     
2 2

2 2 2 2

(1,1) (2,2)

(1,1) (2,2) (1,1) (2,2)
Taylor Taylor

Taylor Taylor Chan Chan

P P

P P P P
l

+
=

+ + +
                        (19) 

Where PTaylor and PChan stand for variance-covariance matrices associated to Taylor and Chan methods, 
respectively. 

 Simulation 3
Similarly to most studies investigating wireless localization techniques, the performances are often 
evaluated through a set of Monte Carlo simulations. A generic simulation platform is shown in Figure 1. 
The simulation assumes a set of base station at fixed locations (7 BS in Figure 1). As in practical 
implementations, the cells have hexagonal shapes in order to restrict the interference between cells as 
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no overlapping region exists. By abuse, we shall refer to such situation a balanced topology. 
Nevertheless in case where a blocking occurs in some cells, this yields different topology. For instance if 
the middle BS in Fig 1 is failed, this yields a circular topology. Similarly if the two first cells in the second 
row of cells in Fig 1 failed, the cells form a U-like shape, so this is referred to U-shape topology. In total, 
we shall consider here four different topologies: Circular, U-shape, linear and the balanced one as in 
Figure 1. 

 
Figure-1: Generic simulation platform (Balanced topology). 

Besides we shall consider a vehicle moving at a constant speed in one direction. We therefore, compute 
for each of the aforementioned localization technique, the localization accuracy with respect to a set of 
Monte Carlo simulations. The parameters of the simulations for each topology are described in Table 1. 
The three other topology structures are represented in Figure 2. 

 

 
                                               Figure 2: Circular, U- and Linear shape topologies 

Typically, to the initial true mobile position is added a random perturbation generated by a zero-mean 
Gaussian noise with a given standard deviation. A pseudo code highlighting the functioning of the 
simulation is described in Figure 3. 
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Table 1: Parameters of the simulation setup 

BS 
Topology 

Cell 
Radius 

Noise 
Standard 
Deviation 

MS Starting 
Position 

Moving 
Distance 

Time Constant 
Velocity 

Freq. of 

Balanced 3000 m 0.1 us [-5000, 0] 10000 m 50 s 200 m/s Once / second 

Circle 3000 m 0.1 us [-5000, 0] 10000 m 50 s 200 m/s Once / second 

U-Shape 3000 m 0.1 us [0, 0] 1500 m 50 s 30 m/s Once / second 

Line 3000 m 0.1 us [0, 450] 3000 m 50 s 60 m/s Once / second 

 
    [MS, RMSE] =LOCATION_ESTIMATION (TOPOLOGY) 
    RETRIEVE BSi, Vehicle Movement direction, Std σ, Initial MS0 
    FOR EACH sampling interval k   
       FOR EACH Monte Carlo iteration 
          MS = ComputePosition (MS0, k) 
          Generate a realization of Noise = (0,σ)   
          FOR EACH BS    

            Calculate distance ( ) ( )2 2
i i id BS x MSx BS y MSy Noise= − + − +  

           END FOR 
          Estimate Position MS= LocationAlgorithm (d, BS, Noise)         
        END FOR  
       Calculate RMSE of current MS 
      END                
    END        

Figure 3: Pseudo-code of simulation 

In order to quantify the performance of the eight localization techniques, at each sampling interval 
along the trajectory of the vehicle, the RMSE of the averaged MS estimation over the 1000 Monte Carlo 
simulations is calculated for each location technique; namely, 

( )
( ) ( )( ) ( ) ( )( )( )

n

tytytxtx
tRMSE

n

i
iTrueiTrue∑

=

−+−
= 1

22

, where ( ) ( )( )tytx ii ,  stands for MS (x, y) estimation at 

ith Monte Carlo simulation and t sampling interval, and n=1000. 

Figures 4, 5, 6 and 7 summarize the localization errors in terms of RMSE of the eight localization 
techniques when using balanced, circular, U-shape and linear topology. 
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Figure 4: RMSE value in case of balanced topology 

 

 
Figure 5: RMSE value in case of Circular topology 

 

Figure 6: RMSE value in case of U-shape topology 
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Figure 7: RMSE values in case of Linear shape topology 

From the above figures, one can notices the following 

• The discrepancy of the various positioning techniques when a change of a topology occurs 
demonstrates the influence of the topology on the accuracy of the underlying positioning 
method. 

• In the above simulation, at a given sampling interval, the measurements from all base stations 
are assumed available and aggregated in the localization technique. Although such data cannot 
be straightforwardly be available in cellular network in practice, where the mobile station is only 
connected to the base station providing the strongest signal, it is still available from network 
provider perspective. Besides, such approach is commonly employed in previous work that 
investigated the performance of cellular/wireless network positioning techniques as testified in 
the extensive review paper [8]. 

• Looking at the range of the RMSE values with respect to various topologies reveals that the 
balanced topology produces the best performance with respect to all positioning techniques, 
while the linear shape topology yields the worst performance as its associated values RMSE go 
beyond 340 m as compared to less than 30 m in case of balanced topology. This shows that 
whenever possible the use of balanced topology should be persuaded. This is mainly due to 
quality of the obtained measurements, where, at least from geometrical perspective, yields 
comprehensive intersection of the underlying circles.  

• The combination method of Chan and Taylor shows on average that it marginally outperforms 
the remaining seven topologies regardless the topology employed.  

• The investigation of the low values of RMSEs in the above figures reveals that (almost) the least 
square like methods approach the minimum RMSE value at a sampling time corresponding to 
the time the vehicle comes close to underlying base station. While such phenomenon is less 
apparent in case of Chan, Taylor and Combined Chan-Taylor methods where less sensitivity is 
observed. This is mainly due to the global nature of the above positioning methods.  

• The above results have been obtained assuming low noise perturbation as testified by the low 
standard deviation shown in Table 1. Nevertheless, the influence of the noise intensity cannot 
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be excluded. On the other hand, few extra simulations with various noise intensities have shown 
that the generic trends issued from this analysis are not void when the level noise increases. To 
see it, a 3D graph is depicted in Figure 8 and Figure 9 for balanced and linear like topologies. 

• So far, the metric employed for comparison is only related to the accuracy of the positioning 
technique. Nevertheless, one should bear in mind that some techniques are computationally 
significantly more expensive than others. From this perspective, LLS1 is computationally the 
most effective one, and also provides good balance between accuracy and computational cost. 
While Taylor and combined Chan-Taylor are the most expensive ones because of the iterative 
approach they do involve. Strictly speaking, even for the LLS1, the computational cost increases 
with the number of measurements available (value of parameter M). This is mainly due to the 
cost involved by the matrix inversion operation. 

 
Figure 8: Noise influence in case of balanced topology structure 

 
Figure 9: Noise influence in case of Linear shape topology 

 Conclusion 4
This paper highlights the importance of the antenna positioning when looking at the accuracy of the 
wireless positioning techniques. Four type of topologies, which can straightforwardly be generated by a 
regular balanced cellular topology when some blocking occurs, have been investigated. Wireless 
positioning techniques related to TDOA technology have been examined. This corresponds to four 
distinct least square based approaches, maximum likelihood, Chan, Taylor and a combined Chan-Taylor 
method. Simulation results have been obtained assuming a vehicle moving at a constant speed along 
the given topology. The results demonstrate the credibility of the topology influence on the positioning 
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accuracy. Besides, the combined Chan-Taylor shows a marginally increased performance in terms of 
RMSE and sensitivity to base station positioning.  
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ABSTRACT 

In this article, Very Crucial subject discussed cylindrical (closed) RF network antennas for coupled plasma 
sources copper legs delayed in time system stability analysis. Resonant RF network antennas are 
important to plasma sources with many applications. The cylindrical resonant RF network antennas run 
as large volume plasma sources and have stability switching due to system's copper legs parasitic 
effects. The cylindrical RF network antenna structure is 16-leg cylindrical (Birdcage) RF antenna which 
has electrical circuit and opposite points of RF feeding and grounding. The vacuum vessel is a glass 
cylinder closed at the top and bottom by grounding metal plates. Generally there are two popular 
different resonant RF network assemblies: a cylindrical and a planar RF antenna. The cylindrical RF 
antenna is built as a high-pass Birdcage coil. The antenna is mounted outside a glass tube. The RF 
antenna consists of 16 copper legs equally spaced interconnected with capacitors. Due to RF antenna 
copper leg parasitic effect we get copper leg's current and current derivative with delay τ1-k and τ2-k (k is 
leg number index, k=1,…,16). The uncooled antenna is fed at the midpoint and operated with opposite 
grounded. Alternatively, it can be fed by another transmitter unit. Due to cylindrical antenna parasitic 
delayed in time, there is a stability issue by analyzing its operation. We consider for simplicity that all 
copper leg's current parasitic time delayed are equal (τ1-1= τ1-2=… =τ1-16) and current derivative parasitic 
time delayed are equal (τ2-1= τ2-2=… =τ2-16).  The cylindrical RF network antennas delayed in time 
equivalent circuit can represent as a delayed differential equations which depend on variable 
parameters and delays. The investigation of our cylindrical network antenna with copper leg system, a 
differential equation is based on bifurcation theory [1], a study of possible changes in the structure of 
the orbits of a delayed differential equation depending on variable parameters. Cylindrical RF network 
antenna analysis is done under two series of different time delays respect to antenna's copper legs 
current and current derivative. All of that for optimization of a cylindrical RF network antenna circuit 
parameter analysis to get the best performance. The cylindrical network antenna with copper leg system 
can be represented as delayed differential equations which, depending on variable parameters and 
delays. There is a practical guideline that combines graphical information with analytical work to 
effectively study the local stability of models involving delay dependent parameters. The stability of a 
given steady state is determined by the graphs of some function of τi-1, ..,τi-16 (i=1, 2) [2] [3] [4]. 

Index Terms – Cylindrical RF network antenna, Delay Differential Equations (DDE), Stability, Bifurcation, 
Orbit.  
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 Introduction 1
   In this article, Very Critical and useful subject is discussed: cylindrical (closed) RF network antennas for 
coupled plasma sources copper legs delayed in time. The resonant RF networks can be arranged to form 
large-area or large-volume plasma sources with properties similar to Inductive Coupled Plasma (ICP) 
devices. There are medical applications of Birdcage coils and closed and open configurations of the 
antenna for plasma production are possible and can be analyzed by using mathematical formulation. 
There are systems of an open network antenna as a large-area planar plasma source and of a closed 
network antenna as a cylindrical plasma source. Both are composed of similar electrical meshes. 
Operation at different normal modes shows the capability of this antenna type of large-volume plasma 
applications.    

 

Figure 1. Schematic of the 16-leg cylindrical (Birdcage) RF Network antenna (closed).   

An important issue of proper antenna operation is the location of the RF feeding and grounding 
connections on the antenna. There are a large number of different RF antenna arrangements possible in 
view of the geometry and RF operation and of plasma obtained. In this paper, we investigated only 
cylindrical RF antenna which built following a high-pass Birdcage coil. The antenna is mounted outside a 
glass tube. The RF antenna consists of 16 copper legs (Fig. 1), equally spaced interconnected with 
capacitors, each copper leg current has parasitic time delayed (τ1-1… τ1-16). We consider for simplicity 
that all copper legs parasitic time delayed are equal (τ1-1= τ1-2=… =τ1-16) and the voltages on delay units (

Vε ) are neglectedVε ε→ . There is a delay in each Copper leg current 1 1 1 16 1 16( ),..., ( )I t I tt t− −− − . We 

consider all interconnected capacitor values are the same (C) and all antenna elements inductance 
values are the same (L).    

1 2 16 1 2 16...  ; ...A A A B B BC C C C C C C C= = = = = = = =                                           (1) 

1 2 16 1 1 2 2 16 16...  ;  ,  ,..., L L LL L L L I I I I I I= = = = = = =                                         (2) 

We choose first case: antenna network is fed by the transmitter unit (S1=OFF, no direct RF feeding). The 
upper view of 16-leg cylindrical RF antenna network described in Fig. 2.   
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Figure 2. Upper view of 16-leg cylindrical RF antenna. 

The lower view of 16-leg cylindrical RF antenna network described in Fig. 3.   

                     

Figure 3. Lower view of 16-leg cylindrical RF antenna 

 

 Cylindrical RF Network Antennas Equivalent Circuit and represent Delay 2
Differential Equations 

Cylindrical RF network antenna system can represent as round strip of capacitors and inductors (Fig. 4a 
& 4b). The schematic contains RF feeding signal, S1 switch (S1=ON for direct RF signal feeding, S1=OFF 
for RF signal transmitter feeding). The upper network connecting nodes are A1, A2,…,A16 and the lower 
network connecting nodes are B1, B2,…,B16. Antenna copper leg current parasitic delays are 

represented by delay units Tau1-1…Tau1-16 ( 1 1 1 16,..,ττ − − ). Rp is the parasitic resistance of RF feeding 

point (A1). The upper system spaced capacitors are CA1,…,CA16 and the lower system spaced capacitors 
are CB1,…,CB16 [1] [2].      
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Figure 4a. 16-leg cylindrical RF antenna strip (feeding side) 

1 1 1 2 2 2 2 3( ), ( )CA A A A CA A A A
d dI C V V I C V V
dt dt

= ⋅ − = ⋅ −                                      
 

3 
3 3 3 4 7 7 7 8( ),..., ( )CA A A A CA A A A

d dI C V V I C V V
dt dt

= ⋅ − = ⋅ −   
4 
 

8
8 8 ( 1) ; ( ) ; 1,...,7A

CA A CAk Ak Ak A k
dV dI C I C V V k

dt dt += ⋅ = ⋅ − =   
5 
 

16 16 1 16 15 15 16 15

14 14 15 14 10 10 11 10

( ), ( )

( ),..., ( )

CA A A A CA A A A

CA A A A CA A A A

d dI C V V I C V V
dt dt
d dI C V V I C V V
dt dt

= ⋅ − = ⋅ −

= ⋅ − = ⋅ −

 
 

6 

10
9 9 ( 1) ; ( ) ; 10,...,15A

CA A CAl Al A l Al
dV dI C I C V V l

dt dt += ⋅ = ⋅ − =  
7 
 

  

                                

 

Figure 4b. 16-leg cylindrical RF antenna strip (ground side) 

1 1 1 2 2 2 2 3

8 8 2 3 ( 1)

( ), ( ) ; 1,...,8

,..., ( ) ; ( )

CB B B B CB B B B

CB B B B CBk Bk Bk B k

d dI C V V I C V V k
dt dt

d dI C V V I C V V
dt dt +

= ⋅ − = ⋅ − =

= ⋅ − = ⋅ −

 
 

8 
 

16 16 1 16 15 15 16 15

9 9 10 9 ( 1)

( ), ( )

,..., ( ) ; ( )

15,...,9

CB B B B CB B B B

CB B B B CBl Bl B l Bl

d dI C V V I C V V
dt dt

d dI C V V I C V V
dt dt

l

+

= ⋅ − = ⋅ −

= ⋅ − = ⋅ −

=

 

 
9 
 

31 2
1 1 1 2 2 2 3 3 3

8 9 10
8 8 8 9 9 10 10 10

16
16 16 16

 ;  ; 

,..., ;  ; 

,...,  ;  ; 1,..,16 ; 9

LL L
A B A B A B

L L L
A B B A B

L Lm
A B Am Bm m

dIdI dIV V L V V L V V L
dt dt dt

dI dI dIV V L V L V V L
dt dt dt
dI dIV V L V V L m m

dt dt

− = ⋅ − = ⋅ − = ⋅

− = ⋅ = ⋅ − = ⋅

− = ⋅ − = ⋅ = ≠

 

 
10 

 

 
9

9 9 9 ; 0 ; 9L
B A

dIV L V A ground
dt

= ⋅ = −  
11 

 
12

 
16 15 16 15 14 15 14 13 14

10 9 10 ( 1)

 ;   ;  
,...,  ;   ;  16,...,10

CA CA L CA CA L CA CA L

CA CA L CAk CA k Lk

I I I I I I I I I
I I I I I I k−

= + = + = +

= + = + =
  

13 

1 1 16 2 1 2 3 2 3 ;  ; L CB CB CB CB L CB CB LI I I I I I I I I= + = + = +  14  15 

( 1)  ; 2,...,8CBm CB m LmI I I m−= + =  16  17 

12 13 13 9 10 10,...,CB CB L CB CB LI I I I I I= + = +  18 
( 1) ( 1)  ; 15,...,9CBn CB n L nI I I n+ += + =  19 

16 1 1 1 2 2 2 3 3

7 8 8 ( 1) ( 1)

 ;  ; 

,...,  ;  ; 1,...,7
PR CA CA L CA CA L CA CA L

CA CA L CAl CA l L l

I I I I I I I I I I

I I I I I I l+ +

= + + = + = +

= + = + =

4 3 4 8 7 8 9 8 9,...,  ; CB CB L CB CB L L CB CBI I I I I I I I I= + = + = +

15 16 16 14 15 15 13 14 14 ;  ; CB CB L CB CB L CB CB LI I I I I I I I I= + = + = +
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Upon mathematic manipulation we get the following expressions: 

1 1

2 2
1 2

1 2 1 12 2
1 1

 ; A BC C L L
A B

A B

I I d I d IL L C C C
C C dt dt

− = ⋅ − ⋅ = =  
20 

 1 1

2 2
1 2

1 2 2 2

1 ; ( )
A B

L L
C C

d I d IL L L I I
LC dt dt

= = ⋅ − = −  
21 

2 2

22
32

2 3 2 22 2
2 2

 ; A BC C LL
A B

A B

I I d Id IL L C C C
C C dt dt

− = ⋅ − ⋅ = =  
22 

2 2

22
32

2 3 2 2

1 ; ( )
A B

LL
C C

d Id IL L L I I
LC dt dt

= = ⋅ − = −  
23 

…… 7 7

2 2
7 8

7 82 2
7 7

A BC C L L

A B

I I d I d IL L
C C dt dt

− = ⋅ − ⋅  
24 

7 7

2 2
7 8

7 8 2 2

1 ; ( )
A B

L L
C C

d I d IL L L I I
LC dt dt

= = ⋅ − = −  
25 

7 7 1 2 16 ; ...  ; 1,...,7A BC C C L L L L k= = = = = = =  
26 22

( 1)
2 2

1 ( )  ; 1,...,7
Ak Bk

L kLk
C C

d Id II I k
LC dt dt

+⋅ − = − =  
27 

10 10

22
1011

10 102 2

1 ( )  ; 
A B

LL
C C A B

d Id II I C C C
LC dt dt

⋅ − = − = =  28 ….
15 15

2 2
16 15

15 152 2

1 ( )  ; 
A B

L L
C C A B

d I d II I C C C
LC dt dt

⋅ − = − = =  29 

2 2
( 1)
2 2

1 ( )  ; 10,...,15
Am Bm

L m Lm
C C

d I d II I m
LC dt dt

+⋅ − = − =  
30 

8 8

2 2
8 9

8 8 9 2 2

1 ; 0 ; ( )
A B

L L
A B A C C

d I d IC C C V I I
LC dt dt

= = = ⋅ − = +  

31 

9 9

2 2
9 10

9 9 9 2 2

1 ; 0 ; ( )
A B

L L
A B A C C

d I d IC C C V I I
LC dt dt

= = = ⋅ − = +  32 
16 16

22
161

16 16 9 2 2

1 ; 0 ; ( )
A B

LL
A B A C C

d Id IC C C V I I
LC dt dt

= = = ⋅ − = −  
33 

 34 
3 4 4 5 5 64 5 6 ;  ; 

A A A A A AC C L C C L C C LI I I I I I I I I= + = + = +  35 

6 7 7 8 10 97 8 10 ;  ; 
A A A A A AC C L C C L C C LI I I I I I I I I= + = + = +  

36 
11 10 12 11 13 1211 12 13 ;  ; 

A A A A A AC C L C C L C C LI I I I I I I I I= + = + = +

14 13 15 14 16 1514 15 16 ;  ; 
A A A A A AC C L C C L C C LI I I I I I I I I= + = + = +

1 16 8 9 2 11 9 2 ;  ; 
B B B B B BL C C L C C C C LI I I I I I I I I= + = + = +  

37 

3 2 4 3 5 43 4 5 ;  ; 
B B B B B BC C L C C L C C LI I I I I I I I I= + = + = +  

38 
6 5 7 6 8 76 7 8 ;  ; 

B B B B B BC C L C C L C C LI I I I I I I I I= + = + = +
 

39 

9 10 10 11 11 1210 11 12 ;  ; 
B B B B B BC C L C C L C C LI I I I I I I I I= + = + = +

 

40 
12 13 13 14 14 1513 14 15 ;  ; 

B B B B B BC C L C C L C C LI I I I I I I I I= + = + = +

15 16 16B BC C LI I I= +
 

41 

 

S1 is OFF for RF signal transmitter feeding. 

  
16 1 10 0

P A AR C C LI I I I= ⇒ + + =                    

 

42 
1 8 2 8 3 8

8 8 8

2 3 4
 ;  ; 

A A A A A AC C Lk C C Lk C C Lk
k k k

I I I I I I I I I
= = =

= + = + = +∑ ∑ ∑  
43 

4 8 5 8 6 8

8 8 8

5 6 7
 ;  ; 

A A A A A AC C Lk C C Lk C C Lk
k k k

I I I I I I I I I
= = =

= + = + = +∑ ∑ ∑  
44 

7 8 16 9 15 9

16 15

8
10 10

 ;  ; 
A A A A A AC C L C C Lk C C Lk

k k
I I I I I I I I I

= =

= + = + = +∑ ∑  
45 

14 9 13 9 12 9

14 13 12

10 10 10
 ;  ; 

A A A A A AC C Lk C C Lk C C Lk
k k k

I I I I I I I I I
= = =

= + = + = +∑ ∑ ∑  
46 

11 9 10 9 10

11

10
 ; 

A A A AC C Lk C C L
k

I I I I I I
=

= + = +∑  
47 

1 16 2 16

16 16

9 9
2, 9 3, 9

 ; 
B B B BC L C Lk C L C Lk

k k k k
I I I I I I I I

= ≠ = ≠

= − − = − −∑ ∑  
48 

3 16 4 16

16 16

9 9
4, 9 5, 9

 ; 
B B B BC L C Lk C L C Lk

k k k k
I I I I I I I I

= ≠ = ≠

= − − = − −∑ ∑  
49 

5 16 6 16

16 16

9 9
6, 9 7, 9

 ; 
B B B BC L C Lk C L C Lk

k k k k
I I I I I I I I

= ≠ = ≠

= − − = − −∑ ∑  
50 

7 16 8 16

16 16

9 9
8, 9 10

 ; 
B B B BC L C Lk C L C Lk

k k k
I I I I I I I I

= ≠ =

= − − = − −∑ ∑  
51 

9 16 10 16

16 16

10 11
 ; 

B B B BC C Lk C C Lk
k k

I I I I I I
= =

= + = +∑ ∑  
52 

11 16 12 16

16 16

12 13
 ; 

B B B BC C Lk C C Lk
k k

I I I I I I
= =

= + = +∑ ∑  

53 

13 16 14 16

16 16

14 15
 ; 

B B B BC C Lk C C Lk
k k

I I I I I I
= =

= + = +∑ ∑  
54 

15 16 1 1616 1 ; 
B B B BC C L L C CI I I I I I= + = +  

55 
 

We get the following additional exppressions: 

16 1 1 2 2 31 2 3 ;  ; 
P A A A A A AR C C L C C L C C LI I I I I I I I I I= + + = + = +
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22 2 2
51 2 4

2 4 2 2 2 2

2 ( ) 2 [ ]LL L L
L L

d Id I d I d II I
L C dt dt dt dt

⋅ − = − − ⋅ −
⋅

 

56 
 

2 2 2 2
5 9 6 8

6 8 2 2 2 2

2 ( ) 2 [ ]L L L L
L L

d I d I d I d II I
L C dt dt dt dt

⋅ − = + − ⋅ −
⋅

 

57 

2 2 2 2
9 13 10 12

10 12 2 2 2 2

2 ( ) 2 [ ]L L L L
L L

d I d I d I d II I
L C dt dt dt dt
−

⋅ − = + + ⋅ −
⋅

 
58 2 22 2

13 161 14
14 16 2 2 2 2

2 ( ) 2 [ ]L LL L
L L

d I d Id I d II I
L C dt dt dt dt
−

⋅ − = − + ⋅ −
⋅

 
60 

 

We add the first and second above equations:  

[*] 

2
1

2 4 6 8 2

2 2 22 2
9 6 82 4

2 2 2 2 2

2 {( ) ( )}

2 [ ]

L
L L L L

L L LL L

d II I I I
L C dt

d I d I d Id I d I
dt dt dt dt dt

⋅ − + − =
⋅

+ − ⋅ − + −

                                (60) 

We add the third and forth above equations:  

[**] 

2
1

10 12 14 16 2

2 2 22 2
9 10 1612 14

2 2 2 2 2

2 {( ) ( )}

2 [ ]

L
L L L L

L L LL L

d II I I I
L C dt

d I d I d Id I d I
dt dt dt dt dt

−
⋅ − + − =

⋅

+ + ⋅ − + −

                              (61) 

Integrating the last two results ([**]-[*]) gives the following:  

10 12 14 16 2 4 6 8

2 22 2 2 2
10 1612 14 2 4

2 2 2 2 2 2

2 2
6 8

2 2

2 { }

2 [

]

L L L L L L L L

L LL L L L

L L

I I I I I I I I
L C

d I d Id I d I d I d I
dt dt dt dt dt dt

d I d I
dt dt

−
⋅ − + − + − + −

⋅

= ⋅ − + − + −

+ −

                          (62) 

We define new global variables for our Cylindrical RF network antennas system.  

 

10 12 14 16 2 4 6 8L L L L L L L LY I I I I I I I I= − + − + − + −                                (63) 

10 1612 14 2 4

6 8 1 ;  ;  =

L LL L L L

L L

dI dIdI dI dI dIX
dt dt dt dt dt dt

dI dI dY dXX Y
dt dt dt dt L C

= − + − + −

−
+ − = ⋅

⋅

                         (64) 

 

Due to RF antenna copper leg parasitic effect, we get copper leg's current and current derivative with 
delay τ1-k and τ2-k (k is leg number index, k=1,…,16). We consider for simplicity  

τ 1-1= τ1-2=…= τ1-16 ; τ 2-1= τ2-2=…= τ2-16. 1( ) ( )Lk Lk kI t I t t −→ −  ' ' '
2

( )( )  ; ( ) ( )Lk
Lk Lk Lk k

dI tI t I t I t
dt

t −= → − .  

We consider no delay effect on  
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' ( )LkdI t
dt

. 1 2( ) ( ) ; ( ) ( )Y t Y t X t X tt t→ − → − .                                   (65) 

                   τ 1= τ 1-1= τ1-2=…= τ1-16 ; τ 2= τ 2-1= τ2-2=…= τ2-16. 

2 1
1( ) ;  = ( )dY dXX t Y t

dt dt L C
t t−

= − ⋅ −
⋅

                                        (66) 

To find the Equilibrium points (fixed points) of the Cylindrical RF network antennas system is by  

1lim ( ) ( )
t

Y t Y tt
→∞

− = and 2lim ( ) ( )
t

X t X tt
→∞

− = . 0 ; 0dY dX
dt dt

= =                     (67) 

1 2 1 2 t  ; t     ( )  ; ( )  , tt t t tt t t t∀ ∃ − ≈ − ≈ →∞2 2                            (68) 

We get two equations and the only fixed point is  

(0) (0) (0)( , ) (0,0)E Y X = .                                                        (69)                                               

(0) (0) (0) (0) (0) (0) (0) (0) (0)
10 12 14 16 2 4 6 8 0L L L L L L L LY I I I I I I I I= − + − + − + − =                               (70) 

(0) '(0) '(0) '(0) '(0) '(0) '(0) '(0) '(0)
10 12 14 16 2 4 6 8 0L L L L L L L LX I I I I I I I I= − + − + − + − =                               (71) 

Stability analysis : The standard local stability analysis about any one of the equilibrium points of 
Cylindrical RF network antennas system consists in adding to coordinates [Y X] arbitrarily small 

increments of exponential form [  ] ty x eλ⋅⋅  , and retaining the first order terms in y, x. The system of two 

homogeneous equations leads to a polynomial characteristics equation in the Eigen valuesλ . The 
polynomial characteristics equations accept by set the below current and current derivative respect to 
time into two Cylindrical RF network antennas system equations. Cylindrical RF network antennas 
system fixed values with arbitrarily small increments of exponential form [y x].eλ.t are: i=0 (first fixed 
point), i=1 (second fixed point), i=2 (third fixed point).    

1

2

( )( ) ( ) ( )
1

( )( )
2

( )  ;  ; ( )

( )    0,  1,  2

t t ti i i

ti

Y t Y y X X x Y t Y y

X t X x i
e e e

e

λ λ λ t

λ t

t

t

⋅ ⋅ ⋅ −

⋅ −

= + ⋅ = + ⋅ − = + ⋅

− = + ⋅ ∀ =
                              (72) 

We choose the above expressions for our ( ),  ( )Y t X t   as small displacement [y x] from the system fixed 
points at time t=0.  

( ) ( )( 0)  ; ( 0)i iY t Y y X t X x= = + = = +                            (73)                    

for 0,  t > 0λ <   the selected fixed point is stable otherwise 0,  t > 0λ >  is Unstable. Our Cylindrical RF 
network antennas system tend to the selected fixed point exponentially for 0,  t > 0λ <  otherwise go 

away from the selected fixed point exponentially. λ  is the eigenvalue parameter which establish if the 
fixed point is stable or unstable, additionally his absolute value ( | |λ ) establish the speed of flow 

toward or away from the selected fixed point [1] [2]. 
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Table-1. Cylindrical RF network antennas system eigenvalues options 

 λ<0 λ>0 
t=0 Y(t=0)= Y(i)+y 

X(t=0)= X(i)+x 

Y(t=0)= Y(i)+y 

X(t=0)= X(i)+x 
t>0 Y(t)= Y(i)+y∙e-|λ|•t 

X(t)= X(i)+x∙e-|λ|•t 
Y(t)= Y(i)+y∙e|λ|•t 

X(t)= X(i)+x∙e|λ|•t 
t→∞ Y(t→∞)= Y(i) 

X(t→∞)= X(i) 
Y(t→∞, λ>0)~ ye|λ|•t 

X(t→∞, λ>0)~ xe|λ|•t 

The speeds of flow toward or away from the selected fixed point for Cylindrical RF network antennas 
system currents and currents derivative respect to time are                                                                    

( )( ) ( )

0 0

1

0 0

[ ]( ) ( ) ( )lim lim

[ 1] [1 1]
lim lim

t

t t ti i

t t

t t t
tt

t t

y ydY t Y t t Y t
dt t t

y y te y
t t

e eY Y

e e e e
l

ll

lll 
ll l

l
⋅∆

⋅ +∆ ⋅

∆ → ∆ →

⋅ ⋅∆ ⋅
⋅≈ + ⋅∆

∆ → ∆ →

+ ⋅ − + ⋅+ ∆ −
= =

∆ ∆

⋅ ⋅ − ⋅ ⋅ + ⋅∆ −
= → = ⋅ ⋅

∆ ∆

                         (74) 

( )( ) ( )

0 0

1

0 0

[ ]( ) ( ) ( )lim lim

[ 1] [1 1]
lim lim

t

t t ti i

t t

t t t
tt

t t

x xdX t X t t X t
dt t t

x x te x
t t

e eX X

e e e e
l

ll

lll 
ll l

l
⋅∆

⋅ +∆ ⋅

∆ → ∆ →

⋅ ⋅∆ ⋅
⋅≈ + ⋅∆

∆ → ∆ →

+ ⋅ − + ⋅+ ∆ −
= =

∆ ∆

⋅ ⋅ − ⋅ ⋅ + ⋅∆ −
= → = ⋅ ⋅

∆ ∆

                         (75) 

and the time derivative of the above equations:  

( ) ( ) ;  t tdY t dX ty x
dt dte eλ λλ λ⋅ ⋅= ⋅ ⋅ = ⋅ ⋅                                        (76)                     

1 1

2 2

( )1

( )2

( )     

( )

t t

t t

dY t y y
dt

dX t x x
dt

e e e

e e e

λ t λ t λ

λ t λ t λ

t λ λ

t λ λ

⋅ − ⋅ − ⋅

⋅ − ⋅ − ⋅

−
= ⋅ ⋅ = ⋅ ⋅ ⋅

−
= ⋅ ⋅ = ⋅ ⋅ ⋅

                                   (77) 

First we take the Cylindrical RF network antennas (Y) differential equation: dY X
dt

=   and adding to it 

coordinates [Y X] arbitrarily small increments of exponential form [  ] ty x eλ⋅⋅  and retaining the first order 

terms in y, x .  

( ) ( 0)
1 ; 0 ; 1 0t i t i xy e X x e X

y
λ λλ λ⋅ ⋅ =⋅ ⋅ = + ⋅ = = ≈ >                                   (78)  

Second we take the Cylindrical RF network antennas (X) differential equation: 1dX Y
dt L C

−
= ⋅

⋅
  and adding to 

it coordinates [Y X] arbitrarily small increments of exponential form [  ] ty x eλ⋅⋅  and retaining the first 

order terms in y, x .  

( ) ( 0)
2 1

1 1 1[ ] ; 0 ; | 0t i t i
y
x

yx e Y y e Y
L C L C x L C

λ λλ λ⋅ ⋅ =

≈

− − −
⋅ ⋅ = ⋅ + ⋅ = = ⋅ = <

⋅ ⋅ ⋅
                              (79) 

we have saddle fixed point otherwise it is unstable node (both eigenvalues are positive). We define 
1( )( )

1( ) tiY t Y y eλ tt ⋅ −− = + ⋅ 2( )( )
2( ) tiX t X x eλ tt ⋅ −− = + ⋅  then we get two delayed differential equations 
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respect to adding to it coordinates [Y X] arbitrarily small increments of exponential form [  ] ty x eλ⋅⋅ . In 

the equilibrium points:  
(0) (0)0 ; 0Y X= =  

 

2 2

1

1

( )(0) (0)

( )(0) (0)

 ; 0
1 = [ ] ; 0  

1 =

tt

tt

y e X x e X y x e

x e Y y e Y
L C

x y e
L C

λ t λ tλ

λ tλ

λ t

λ λ

λ

λ

⋅ − − ⋅⋅

⋅ −⋅

− ⋅

⋅ ⋅ = + ⋅ = ⇒ ⋅ = ⋅
−

⋅ ⋅ ⋅ + ⋅ = ⇒
⋅

−
⋅ ⋅ ⋅

⋅

                             (80) 

We get the following set of eigenvalues equations:                        

2 1
10 ; 0y x e y e x

L C
λ τ λ τλ λ− ⋅ − ⋅−

− ⋅ + ⋅ = ⋅ ⋅ − ⋅ =
⋅                                      (81) 

The small increments Jacobian of our Cylindrical RF network antennas.  

 

2

1

0
1 0

e y
xe

L C

λ τ

λ τ

λ

λ

− ⋅

− ⋅

 −      ⋅ =−     ⋅ −     ⋅ 

                             (82) 

2

1
 ; det | | 01

e
A I A I

e
L C

λ t

λ t

λ
λ λ

λ

− ⋅

− ⋅

 −
 − ⋅ = − ⋅ =− ⋅ − ⋅ 

                                        (83) 

1 22
1 2

1( , , )D e e
L C

λ τ λ τλ ττ  λ − ⋅ − ⋅= + ⋅ ⋅
⋅

                               (84) 

 

We have three stability analysis cases: 1 2=  ; 0τττ   =
or 2 1=  ; 0τττ   =

 or  1 2τττ  = =
 otherwise 1 2ττ ≠

. We need to get characteristics equations as all above stability analysis cases. We study the occurrence 

of any possible stability switching resulting from the increase of value of the time delay τ  for the 

general characteristic equation ( , )D λ τ . 

( , ) ( , ) ( , )n m
D eQP λτλ τ λ τ λ τ −= + ⋅                                                        (85) 

The expression for  ( , )nP λ τ   is  

2

0 1 2
0

3

3

( , ) ( ) ( ) ( ) ( )

( ) ........

n
k

n k
k

P P P P P

P

λ ττττ    λ τ

τ

λ λ

λ
=

= ⋅ = + ⋅ + ⋅

+ ⋅ +

∑                                    (86) 

The expression for   ( , )
mQ λ τ  is 
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2

0 1 2
0

( , ) ( ) ( ) ( ) ( ) ........
m

k

m k
k

Q q q q qλ ττττ    λ τλ λ
=

= ⋅ = + ⋅ + ⋅ +∑                               (87) 

 Cylindrical RF Network Antennas System Second Order Characteristic 3

Equation 1 2 1 2=  ; 0 & =0 ; ττττττ     = =  
 

The first case we analyze is when there is delay in Cylindrical RF network antennas leg's current and no 
delay in antennas leg's current derivative or opposite [4] [5].   

2

2

2 2
1 2

1 1( , 0, )D e e
L C L C

λ τ λ τ
ττ λ ττ  λ λ− ⋅ − ⋅
== = + ⋅ = + ⋅

⋅ ⋅
                                 (88) 

1

1

2 2
1 2

1 1( , , 0) |D e e
L C L C

λ τ λ τ
ττ λ ττ  λ λ− ⋅ − ⋅
== = + ⋅ = + ⋅

⋅ ⋅
                             (89) 

( , ) ( , ) ( , )n m
D eQP λτλ τ λ τ λ τ −= + ⋅                                              (90) 

The expression for  ( , )nP λ τ   is  

2

0 1 2
0

2
2 1 0

( , ) ( ) ( ) ( ) ( )

 ; ( ) 1 ; ( ) 0 ; ( ) 0

n
k

n k
k

P P P P P
P P P

λ ττττ    λ τ

λ τττ 

λ λ
=

= ⋅ = + ⋅ + ⋅

= = = =

∑                               (91) 

The expression for   ( , )
mQ λ τ  is 

0
0

1( , ) ( ) ( )
m

k

m k
k L CQ q qλ τττ  λ
=

= ⋅ = =
⋅∑                                                 (92) 

Our Cylindrical RF network antennas system second order characteristic equation:  

 

2( , ) ( ) ( ) ( ) ( )D a b e c d eλ τ λ τλ τ λ τ λ τ λ ττ − ⋅ − ⋅= + ⋅ + ⋅ ⋅ + + ⋅                                         (93) 

Then 1( ) 0 ; b( )=0 ; c( )=0 ; d( )=a
L C

ττττ   =
⋅

                                      (94) 

0Rτ +∈  and 0( ), b( ),c( ),d( ) : a R Rττττ    + →  are differentiable functions of class 
1

0( )C R+ such 

that 
1c( ) d( ) 0

L C
ττ + = ≠

⋅  for all 0Rτ +∈  and for any , b( ),d( )τττ    are not simultaneously zero. 
We have   
       

2 2( , ) ( , ) ( ) ( )nP P a cλ τ λ τ λ τ λ λ λ= = + ⋅ + =                                      (95) 

 1( , ) ( , ) ( ) ( )mQQ  b d
L C

λ τ λ ττ  λ τ= = ⋅ + =
⋅

                                    (96) 

We assume that 
( , ) ( )n nP Pλ τ λ=

and 
( , ) ( )m mQQ λ τ λ=

 can't have common imaginary roots. That is 
for any real number  
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ω  ; 
( , ) ( , ) 0n mp i Q iλ ω τ λ ω τ= ⋅ + = ⋅ ≠

                                                  (97)  

2 1 0
L C

ω− + ≠
⋅

                                                                       (98) 

2 2

2 2 2 2 2 2 2

( , ) | ( , ) | | ( , ) |
( ) ( )

F P i Q i
c a b d
ω τ ω τ ω τ

ω ω ω
= ⋅ − ⋅

= − + ⋅ − ⋅ +
 

4
2

1( , )
( )

F
L C

ω τ ω= −
⋅

                            (99) 

Hence 

     ( , ) 0F ω τ =  implies
4

2

1 0
( )L C

ω − =
⋅

                                              (100)                    

And its roots are given by  

2 2 21 {( 2 ) }
2 2

b c aω+

∆
= ⋅ + ⋅ − + ∆ =                                                   (101) 

2 2 21 {( 2 ) }
2 2

b c aω−

∆
= ⋅ + ⋅ − − ∆ = −                                                    (102) 

2 2 2 2
2 2

4( 2 ) 4 ( )b c a c d
L C

∆ = + ⋅ − − ⋅ − =
⋅

                                                (103) 

Therefore the following holds:  

2 2 2 2
/ /2 ( 2 )  ; 2b c aω ω+ − + −⋅ − + ⋅ − = ± ∆ ⋅ = ± ∆                                                (104) 

    

Furthermore 2 2( , ) ( ) ( ) ( )RP i cω ττ  ω τ ω τ⋅ = − = −                                     (105) 
1( , ) ( ) ( ) 0 ; ( , ) ( )I RP i a Q i d

L C
ω τ ω ττ  ω ττ ⋅ = ⋅ = ⋅ = =

⋅
                                         (106) 

       ( , ) ( ) ( ) 0IQ i bω τ ω ττ ⋅ = ⋅ =   hence                                                              (107) 

 

2

( , ) ( , ) ( , ) ( , )sin ( )
| ( , ) |

R I I RP i Q i P i Q i
Q i

ω τ ω τ ω τ ω τθ τ
ω τ

− ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
=

⋅
                                        (108) 

 

 
2

( , ) ( , ) ( , ) ( , )cos ( )
| ( , ) |

R R I IP i Q i P i Q i
Q i

ω τ ω τ ω τ ω τθ τ
ω τ

⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
= −

⋅
                                        (109) 

 

2

2 2 2

( )sin ( ) 0c b a d
b d

ω ω ωθ τ
ω

− − ⋅ ⋅ + ⋅ ⋅
= =

⋅ +
                                                    (110) 
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2 2

2
2 2 2

( )cos ( ) c d a b L C
b d

ω ωθ τ ω
ω

− ⋅ + ⋅ ⋅
= − = ⋅ ⋅

⋅ +
                                           (111) 

Which jointly with 4
2

1 0
( )L C

ω − =
⋅

                                                            (112) 

Defines the maps 0( ) ( ) ; I , nn nS τττττ    = − ∈ ∈                                  (113) 

That are continuous and differentiable in τ  based on Lema 1.1 (see Appendix A). Hence we use 
theorem 1.2 (see Appendix B). This prove the theorem 1.3 (see Appendix C) and theorem 1.4 (see 
Appendix D).  

Remark: a, b, c, d parameters are independent of delay parameter τ  even we use
( ), b( ),c( ),d( )a ττττ    .  

 CYLINDRICAL RF NETWORK ANTENNAS SYSTEM SECOND ORDER 4

CHARACTERISTIC EQUATION 1 2=  ; ττττ   =  
The second case we analyze is when there is delay both in Cylindrical RF network antennas leg's current 
and current time derivative [4] [5].   

   2
1 2

1( , , )D e e
L C

λ τ λ τλ ττττ    λ − ⋅ − ⋅= = = + ⋅ ⋅
⋅

                                         (114) 

 ( , ) ( , ) ( , )n m
D eQP λτλ τ λ τ λ τ −= + ⋅                                                           (115) 

 The expression for  ( , )nP λ τ   is  

2 2

0 1 2
0

2 1 0

( , ) ( ) ( ) ( ) ( )

( ) 1 ; ( ) 0 ; ( ) 0

n
k

n k
k

P P P P P
P P P

λ ττττ    λ τ

τττ 

λ λ λ
=

= ⋅ = + ⋅ + ⋅ =

= = =

∑                                (116)  

The expression for 

   
0

1( , ) ; ( , ) ( )
m

k

m m k
k

e
L CQQ  q λ τλ τ λ ττ  λ − ⋅

=

= ⋅ = ⋅
⋅∑                                                        (117)                      

Taylor expansion : 
2 2

1
2

e λτ λ τλ τ− ⋅
≈ − ⋅ + since we need  

n > m  [BK] analysis we choose  1e λτ λ τ− ≈ − ⋅  then we get 
0

1 1 1( , ) ( ) (1 )
m

k

m k
k L C L C L CQ qλ ττ  λ τ λ τλ
=

= ⋅ = ⋅ − ⋅ = − ⋅ ⋅
⋅ ⋅ ⋅∑                                    

(118) 

0 1 2

1 1( , )  ; ( )  ; ( ) 0
L C L Cq q qτ λ τττ  = = − ⋅ =
⋅ ⋅

                                      (119) 

Our Cylindrical RF network antennas system second order characteristic equation:  

2( , ) ( ) ( ) ( ) ( )D a b e c d eλ τ λ τλ τ λ τ λ τ λ ττ − ⋅ − ⋅= + ⋅ + ⋅ ⋅ + + ⋅                                 (120) 

Then 
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 1 1( ) 0 ;  ( )  ;  ( ) 0 ;  ( )a b c d
L C L C

τττττ    −
= = ⋅ = =

⋅ ⋅
                                      (121) 

And in the same manner like our previous case analysis:  

                                                                               (122) 

1 1( , ) ( , )mQQ
L C L C

λ τ λ τ λ τ= = − ⋅ ⋅
⋅ ⋅

                                                       (123) 

we assume that 
( , ) ( )n nP Pλ τ λ=

and 
( , )mQ λ τ

 can't have common imaginary roots. That is for any 
real number  

ω  ; ( , ) ( , ) 0n mp i Q iλ ω τ λ ω τ= ⋅ + = ⋅ ≠                                               (124) 

2 1 1 0i
L C L C

ω ω τ− − ⋅ ⋅ ⋅ + ≠
⋅ ⋅

                                                              (125) 

2 2 2( , ) | ( , ) | | ( , ) |  ; ( , )F P i Q i P iω τ ω τ ω τ ω τ ω= ⋅ − ⋅ ⋅ = −                                         (126) 

2( , )  ; ( , ) 0R IP i P iω τ ω ω τ⋅ = − ⋅ =                                                                 (127)  

1 1( , )Q i i
L C L C

λ ω τ ω τ= ⋅ = − ⋅ ⋅ ⋅ +
⋅ ⋅

                                                          (128) 

1 1( , )  ; ( , )I RQ i Q i
L C L C

λ ω τ ω τ λ ω τ= ⋅ = − ⋅ ⋅ = ⋅ =
⋅ ⋅

                                    (129) 

2 2 2 2 2 2| ( , ) |   ;  | ( , ) |I R I RP i P P Q i QQ ω τ ω τ⋅ = + ⋅ = +                                      (130) 

2 2 2 4| ( , ) | I RP i P Pω τ ω⋅ = + =                                                                   (131) 

2
2 2

2 2

1| ( , ) |
( ) ( )

Q i
L C L C
τω τ ω⋅ = ⋅ +
⋅ ⋅

                                                          (132) 

2
4 2

2 2

1( , )
( ) ( )

F
L C L C
τω τ ω ω= − ⋅ −
⋅ ⋅

                                                            (133) 

Hence 

 ( , ) 0F ω τ =  implies 
2

4 2
2 2

1 0
( ) ( )L C L C
τω ω− ⋅ − =
⋅ ⋅

                                          (134) 

2 2
3 2

2 24 2 2 [2 ]
( ) ( )

F
L C L Cω
ττ ω ω ω ω= ⋅ − ⋅ ⋅ = ⋅ ⋅ ⋅ −
⋅ ⋅

                                     (135) 

2

2

2
( )

F
L Cτ
ω τ− ⋅ ⋅

=
⋅

                                                                                           (136) 

2( , ) ( , )nP Pλ t λ t λ= =
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0 ; 2  ; 

0 ; 0 ; 0 ; 0 ; 

I R I

R I R R I

P P Q
L C

Q P P QQ
L C

ω ω ω

ω ττττ  

τω

ω

= = − ⋅ = −
⋅

= = = = = −
⋅

                                   (137) 

The expressions for U, V can be derive easily [BK] : x τ=  

( ) ( )R I I R R I I RU P P P P QQQQ   ω ω ω ω= ⋅ − ⋅ − ⋅ − ⋅                                     (138) 

( ) ( )R Ix I Rx R Ix I RxV P P P P QQQQ   = ⋅ − ⋅ − ⋅ − ⋅                                        (139) 

2 2 2 2  ;  V U
L C L C
ω τ

= =
⋅ ⋅

                                                                   (140) 

F
F
τ

τ
ω

ω = −  

and we get the expression:  

2

2 2

2 2
2 2

2 2

2
( ) ( )

2 [2 ] [2 ]
( ) ( )

L C L C

L C L C

τ

ω τ ω τ

ω
ττ ω ω ω

− ⋅ ⋅ − ⋅
⋅ ⋅= − =

⋅ ⋅ ⋅ − ⋅ −
⋅ ⋅

                                          (141) 

Defines the maps 0( ) ( ) ; I , nn nS τττττ    = − ∈ ∈  

Defines the maps 0( ) ( ) ; I , nn nS τττττ    = − ∈ ∈  

That are continuous and differentiable in τ  based on Lema 1.1 (see Appendix A). Hence we use 
theorem 1.2 (see Appendix B). This prove the theorem 1.3 (see Appendix C) and theorem 1.4 (see 
Appendix D). 

Remark: Taylor approximation for 1e λτ λ τ− ≈ − ⋅  gives us Good stability analysis approximation only for 
restricted delay time interval.  

 CYLINDRICAL RF NETWORK ANTENNAS SYSTEM STABILITY ANALYSIS 5

UNDER DELAYED VARIABLES IN TIME  1 2=  ; ττττ   =  
Our Cylindrical RF network antennas homogeneous system for y, x leads to a characteristic equation for 

the eigenvalue λ having the form ( ) ( ) =0 P Q e λ τλ λ − ⋅+ ⋅ ; second case 1 2=  ; ττττ   =   

2
1 2

1( , ,  )D e e
L C

λ τ λ τλ ττττ    λ − ⋅ − ⋅= = = + ⋅ ⋅
⋅

                                          (142) 

We estimate 1e λτ λ τ− ≈ − ⋅  

2
1 2

1( , ,  ) (1 )D e
L C

λ τλ ττττ    λ λ τ − ⋅= = = + ⋅ − ⋅ ⋅
⋅                                  (143) 
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2
1 2

1 1( , ,  ) ( )D e
L C L C

λ τλ ττττ    λ λ τ − ⋅= = = + − ⋅ ⋅ + ⋅
⋅ ⋅                                  (144) 

We use different parameters terminology from our last characteristics parameters definition:  

 ; ( )  ; ( )  ; 2 ; 1k j k jk j p a q c n mττ → → → = =                                   (145) 

Additionally ( , ) ( ) ; ( , ) ( )n m
P QQP λ τ λ λ τ λ→ →  

then 
2

0
( ) j

j
j

P aλ λ
=

= ⋅∑  and 
1

0
( ) j

j
j

Q cλ λ
=

= ⋅∑ .                                             (146) 

2( )P λ λ= ; 1 1( , )Q
L C L C

λ τ λ τ= − ⋅ ⋅ +
⋅ ⋅

                                            (147) 

0, ,  n m n m∈ >  and 0,  : Rj ja c R+ →  are continuous and differentiable function of τ  such that 

0 0 0a c+ ≠ . In the following " "denotes complex and conjugate. ( ), ( )P Qλ λ  

Are analytic functions in λ and differentiable in τ .  

And the coefficients: { ( , ), ( , , )}j ja C L c C L τ ∈ depend on Cylindrical RF network antennas C, L, τ  

values.  

0 1 2 0 1
1 10, 0,  1 ; ,  a a a c c

L C L C
τ= = = = = − ⋅

⋅ ⋅
                                         (148) 

Unless strictly necessary, the designation of the variation arguments ( , , )C L τ will subsequently be 
omitted from P, Q, aj, cj. The coefficients aj, cj are continuous, and differentiable functions of their 
arguments, and direct substitution shows that  

   0 0
1 10 ; 0a c

L C L C
+ = ≠ ≠

⋅ ⋅
 , ,C L τ +∀ ∈ i.e                                  (149)  

0λ =  is not a root of characteristic equation. Furthermore ( ),  ( )P Qλ λ  are analytic function of λ for 

which the following requirements of the analysis (see kuang, 1993, section 3.4) can also be verified in 
the present case [4] [5].  

 

a) If iλ ω= ⋅  , ω∈ then ( ) ( ) 0P i Q iω ω⋅ + ⋅ ≠ , i.e P and Q have no common imaginary roots. 
This condition was verified numerically in the entire ( , , )C L τ domain of interest.  

b)  |Q( ) / ( ) |Pλ λ  is bounded for | |λ →∞ , Re 0λ ≥ . No roots bifurcation from∞ . Indeed, in the 
limit  

2

1 1

|Q( ) / ( ) | | |L C L CP
λ τ

λ λ
λ

− ⋅ ⋅ +
⋅ ⋅=                                                               (150) 
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       c)                                                  
2 2( ) | ( ) | | ( ) |F P i Q iω ω ω= ⋅ − ⋅                                                             (151) 

       
2

4 2
2 2

1( , )
( ) ( )

F
L C L C
τω τ ω ω= − ⋅ −
⋅ ⋅

                                                    (152) 

Has at most a finite number of zeros. Indeed, this is a bi-cubic polynomial in ω  (second degree in 2ω ).  

      d) Each positive root ( , , )C Lω τ of F( )=0ω  is continuous and differentiable with respect to  

, ,C L τ . This condition can only be assessed numerically.   

In addition, since the coefficients in P and Q are real, we have ( ) ( )P i P iω ω− ⋅ = ⋅ , and 

( ) ( )Q i Q iω ω− ⋅ = ⋅ thus  iλ ω= ⋅  , 0ω > may be on eigenvalue of characteristic equation. The 

analysis consists in identifying the roots of characteristic equation situated on the imaginary axis of the 
complex λ – plane, where by increasing the parameters ,C L and delay τ , Reλ may, at the crossing 
,Change its sign from (-) to (+), i.e. from stable focus (0) (0) (0)( , ) (0,0)E Y X =  to an unstable one, or vice 

versa. This feature may be further assessed by examining the sign of the partial derivatives with respect 
to ,C L and antenna parameters. 

 

1 Re( ) ( )  , ,iC L const
C λ ω
λ t−

= ⋅

∂
∧ = =

∂
                                         (153) 

1 Re( ) ( )  , ,iL C const
L λ ω
λ t−

= ⋅

∂
∧ = =

∂
                                  (154) 

 1 Re( ) ( )  , , , where .i C Lλ w
λτw

τ
−

= ⋅ +

∂
∧ = ∈

∂


                            (155) 

For the first case 1 2=  ; ττττ   =  we get the following results  

2 1( )  ; ( ) 0 ; ( )R I RP i P i Q i
L C

ω ω ω ω⋅ = − ⋅ = ⋅ =
⋅

                          (156) 

( )IQ i
L C
ω τω − ⋅

⋅ =
⋅

; ( ) 0F ω =  yield to                                     (157) 

  
2

4 2 2 4 2
2 2

1 0 ;  ; 
( ) ( )L C L C
τω ω χ ω χ ω− ⋅ − = = =
⋅ ⋅

                                (158) 

2
2

2 2

1 0
( ) ( )L C L C
τχ χ− ⋅ − =
⋅ ⋅

                                            (159) 

2 4

2 4 2

1 14
2 ( ) 2 ( ) ( )L C L C L C

ττ χ = ± ⋅ + ⋅
⋅ ⋅ ⋅ ⋅

                              (160) 
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2 4
2

2 4 2

1 14
2 ( ) 2 ( ) ( )L C L C L C

ττ χ ω ω= ⇒ = ± ± ⋅ + ⋅
⋅ ⋅ ⋅ ⋅

                         (161) 

4

4 2

14 0
( ) ( )L C L C
τ

+ ⋅ >
⋅ ⋅

  

always and  additional for Rω∈  ; 
2 4

2
2 4 2

1 14
2 ( ) 2 ( ) ( )L C L C L C

ττ ω = ± ⋅ + ⋅
⋅ ⋅ ⋅ ⋅

                                      (162) 

And there are two options: first always exist  

2 4

2 4 2

1 14 0
2 ( ) 2 ( ) ( )L C L C L C

ττ
+ ⋅ + ⋅ >

⋅ ⋅ ⋅ ⋅
                                     (163) 

 

Second 
2 4

2 4 2

1 14 0
2 ( ) 2 ( ) ( )L C L C L C

ττ
− ⋅ + ⋅ <

⋅ ⋅ ⋅ ⋅
                                         (164) 

2 4
2

2

1 1 { 4}
2 ( )L C L C L C

ττ ω = ⋅ ⋅ ± +
⋅ ⋅ ⋅

                                                       (165) 

4 2

2 4
( )L C L C
ττ

+ >
⋅ ⋅

, Not exist and always negative for any Cylindrical RF network antennas overall 

parameters values. We choose only the (+) option (first).   

Writing ( ) ( ) ( )R IP P i Pλ λ λ= + ⋅  and ( ) ( ) ( )R IQQ  i Qλ λ λ= + ⋅                                    (166)  

and inserting iλ ω= ⋅ Into Cylindrical RF network antennas characteristic equation, ω  must satisfy 
the following:  

2

( ) ( ) ( ) ( )sin ( )
| ( ) |

R I I RP i Q i P i Q ig
Q i

ω ω ω ωω τ ω
ω

− ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
⋅ = =

⋅
                                       (167) 

2

( ) ( ) ( ) ( )cos ( )
| ( ) |

R R I IP i Q i P i Q ih
Q i

ω ω ω ωω τ ω
ω

⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
⋅ = = −

⋅
                                      (168) 

 

Where 
2| ( ) | 0Q i ω⋅ ≠ in view of requirement (a) above, and ( , )g h R∈ . Furthermore, it follows above 

sinω τ⋅  and cosω τ⋅  equations that, by squaring and adding the sides, ω Must be a positive root of  
2 2( ) | ( ) | | ( ) | 0F P i Q iω ω ω= ⋅ − ⋅ = .                        (169) 

Note that ( )F ω is dependent of τ . Now it is important to  

notice that if  Iτ ∉ (assume that 0I R+⊆  is the set where ( )ω τ  is a positive root of ( )F ω and for 

 Iτ ∉ , ( )ω τ is not define. Then for all τ in I ( )ω τ is satisfies that ( , ) 0F ω τ =  
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Then there are positive ( )ω τ solutions of ( , ) 0F ω τ = , and we analyze stability switches. For any 

 Iτ ∈ where ( )ω τ is a positive solution of ( , ) 0F ω τ = , we can define the angle ( ) [0,2 ]θ τπ ∈ ⋅ as the 

solution of  

2

( ) ( ) ( ) ( )sin ( )
| ( ) |

R I I RP i Q i P i Q i
Q i

ω ω ω ωθ τ
ω

− ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
=

⋅
                                   (170) 

2

( ) ( ) ( ) ( )cos ( )
| ( ) |

R R I IP i Q i P i Q i
Q i

ω ω ω ωθ τ
ω

⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
= −

⋅
                                   (171) 

And the relation between the argument ( )θ τ and ( )ω ττ ⋅ for  Iτ ∈ must be

0( ) ( ) 2     n nω ττ  θ τπ ⋅ = + ⋅ ⋅ ∀ ∈ . Hence we can define the maps 0:n I Rτ +→  given by  

0
( ) 2( )  ; ,

( )n
n n Iθ τπ τττ 

ω τ
+ ⋅ ⋅

= ∈ ∈ . Let us introduce the functions  I R→ ; 

0( ) ( ),  ,  n nS I nτττττ    = − ∈ ∈ . That are continuous and differentiable inτ . In the following, the 

subscripts ,  , ,  C Lλ ω and Cylindrical RF network antennas parameters ( , ,  ., )L C etct indicate the 

corresponding partial derivatives. Let us first concentrate on ( )x∧ , remember in ( , , ,  ., )L C etcλ t and

( , , ,  ., )L C etcω t , and keeping all parameters except one (x) andτ . The derivation closely follows that in 

reference [BK].  Differentiating Cylindrical RF network antennas characteristic equation 

( ) ( ) =0 P Q e λ τλ λ − ⋅+ ⋅ with respect to specific parameter (x), and inverting the derivative, for 
convenience, one calculates: Remark: , , ,  .,x L C etct=  

1( )

( , ) ( , ) ( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , )x x

x
P x Q x Q x P x P x Q x

P x Q x Q x P x
λ λ

λ

λ λ λ λ τ λ λ
λ λ λ λ

−∂
∂
− ⋅ + ⋅ − ⋅ ⋅

=
⋅ − ⋅

                                   (172) 

Where ,....PPλ λ
∂

=
∂

etc., Substituting iλ ω= ⋅  , and Bearing i ( ) ( )P i P iω ω− ⋅ = ⋅ ,        

                      ( ) ( )Q i Q iω ω− ⋅ = ⋅                                                                  (173) 

Then  ( ) ( )i P i P iλ ωω ω⋅ ⋅ = ⋅  and ( ) ( )i Q i Q iλ ωω ω⋅ ⋅ = ⋅ and that on the surface 2 2| ( ) | | ( ) |P i Q iω ω⋅ = ⋅ , 
one obtains 
 

1

2

( ) |

( , ) ( , ) ( , ) ( , ) | ( , ) |( )
( , ) ( , ) ( , ) ( , )

i

x x

x
i P i x P i x i Q i x Q x P i x

P i x P i x Q i x Q i x

λ ω

ω λ

λ

ω ω ω λ τ ω
ω ω ω ω

−
= ⋅

∂
∂

⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅ − ⋅ ⋅
=

⋅ ⋅ ⋅ − ⋅ ⋅ ⋅

                                      (174) 

 

Upon separating into real and imaginary parts, with   

 ; R I R IP P i P QQ  i Q= + ⋅ = + ⋅ ; R IP P i Pω ω ω= + ⋅                                      (175) 
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 ; R I x Rx IxQQ  i Q P P i Pω ω ω= + ⋅ = + ⋅ ; 
x Rx IxQQ  i Q= + ⋅                                        (176) 

2 2 2
R IP P P= + . When (x) can be any Cylindrical RF network antennas parameters L, C, And time delay 

τ etc,. Where for convenience, we have dropped the arguments ( , )i xω⋅ , and where  

2 [( ) ( )]R R I I R R I IF P P P P QQQQ   ω ω ω ω ω= ⋅ ⋅ + ⋅ − ⋅ + ⋅                                      (177)  

2 [( ) ( )]x Rx R Ix I Rx R Ix IF P P P P QQQQ   = ⋅ ⋅ + ⋅ − ⋅ + ⋅                                      (178) 

/x xF Fωω = − . We define U and V:  

( ) ( )R I I R R I I RU P P P P QQQQ   ω ω ω ω= ⋅ − ⋅ − ⋅ − ⋅                                          (179) 

( ) ( )R Ix I Rx R Ix I RxV P P P P QQQQ   = ⋅ − ⋅ − ⋅ − ⋅                                          (180) 

We choose our specific parameter as time delay x = τ. 

2
2 4

2 2 2 2 2

2 ;  ;  ;
( )

V U P F
L C L C L Cτ
ω τ ω τω − ⋅ ⋅

= = = =
⋅ ⋅ ⋅

                                      (181) 

2( , )  ; ( , ) 0 
1( , )  ; ( , )

R I

I R

P P

QQ
L C L C

ω τ ω ω τ
ω τω τ ω τ

= − =
⋅

= − =
⋅ ⋅

                                                           (182) 

0 ; 0 ; 0 ;  0I R R IP P QQ  V
L Cττττ  
ω

= = = = − ⇒ ≠
⋅

                                            (183) 

2
3

2

2
2

2

4 2
( )

2 [2 ] ; ( , ) 0
( )

F F
L C

F F
L C

ω
τω ω

ω
τω ω ω τ

ω

∂
= = ⋅ − ⋅ ⋅

∂ ⋅

∂
= ⋅ ⋅ ⋅ − =

∂ ⋅

                                               (184) 

And differentiating with respect to τ  and we get 

0 ; FF F I
F
τ

ω ττ
ω

ω ωτ ω
ττ

∂ ∂
⋅ + = ∈ ⇒ = = −
∂ ∂

                                                  (185) 

2
1

2
2

2

Re( )  ; ( ) ( )
[2 ]

( )

i
L C

L C

λ ω

ω τ
ω λτ

τττ ω

−
= ⋅

⋅
∂ ∂⋅= ∧ =
∂ ∂⋅ −

⋅

                                             (186) 

2 2 2[2 ( ) ]L Cτ
ω ω τω
τ ω τ

∂ ⋅
= =
∂ ⋅ ⋅ ⋅ −

                                                                    (187) 
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2
1

2

2
4 2

2 2 2

2
4

2 2 2

2 [ | | ]( ) Re{ }
2 [ | | ]

1[ ] [2 ]
( )Re{ }

1[ ]
( )

U P i F
F i V P

i
L C L C

i
L C L C

ω

τ

ττ
ω

ττ ω ω ω

ω τ ω ω

− − ⋅ + ⋅ + ⋅
∧ =

+ ⋅ ⋅ + ⋅

− ⋅ + + ⋅ ⋅ ⋅ −
⋅ ⋅=
− ⋅

+ ⋅ ⋅ +
⋅ ⋅

                                               (188) 

1 Re{ ( )} {( ) }isign sign λ ω
λτ

τ
−

= ⋅

∂
∧ =

∂
                                                                 (189) 

1
2{ ( )} { } { }

| |

U V
sign sign F sign

Pω

ω
ω τττ  ω
τ

−

∂
⋅ +∂ ∂∧ = ⋅ ⋅ + +

∂
                                              (190) 

2
1 2

2

2

2
2

2

2

22 2 2 2
2

2

4

{ ( )} {2 [2 ]}
( )

( ){ [ ]
[2 ]

( )

( )[ ]
[2 ]

( ) }

sign sign
L C

L Csign

L C

L C
L C L C

L C

ττ ω ω

ω τ

τ ω
τω

ω τ
τ ω

τω

ω

−∧ = ⋅ ⋅ ⋅ −
⋅

⋅
⋅⋅ ⋅ +

⋅ −
⋅
⋅
⋅⋅ +

⋅ ⋅⋅ −
⋅+

                                        (191) 

We define new variables: 1 2 3, ,ψ ψ ψ  

2
2

1 2( , , , ) 2 [2 ]
( )

L C
L C
τψ ω τ ω ω= ⋅ ⋅ ⋅ −
⋅

                                          (192) 

2

2 2
2

2

( )( , , , ) [ ]
[2 ]

( )

L CL C

L C

ω τ

ψ ω ττ
τω

⋅
⋅= ⋅

⋅ −
⋅

                                           (193) 

2

22 2 2 2
2

2

3 4

( )[ ]
[2 ]

( )( , , , )

L C
L C L C

L CL C

ω τ
τ ω

τω
ψ ω τ

ω

⋅
⋅⋅ +

⋅ ⋅⋅ −
⋅=                                  (194) 

1
1 2 3{ ( )} [ ] [ ]sign sign signτ ψ ψ ω ψ−∧ = ⋅ + +  

We check the sign of  1( )τ−∧ according the following rule: 

  
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 135 
 



Ofer Aluf; Cylindrical RF Network Antennas for Coupled Plasma Sources Copper Legs Delayed in Time System 
Stability Analysis, Transactions on Networks and Communications, Volume 2 No 5, Oct (2014); pp: 116-146 
 

[ ]sign Fω
 

2[ ]V Usign
P

τ
τ

ω ω ω τ+ ⋅
+ + ⋅  1[ ( )]sign τ−∧  

+/- +/- + 
+/- -/+ - 

Table 2. Cylindrical RF network antennas system stability switching criteria.  

If sign [Λ-1(τ)] > 0 then the crossing proceeds from (-) to (+) respectively (stable to unstable). If sign[Λ-1(τ)] 
< 0  then the crossing proceeds from (+) to (-) respectively (unstable to stable). Anyway the stability 
switching can occur only for specific ω, τ.  Since it is a very complex function, we recommend to solve it 
numerically rather than analytic. We plot the stability switch diagram based on different delay values of 
our Cylindrical RF network antennas system.   

2
1 2

1( , )D e e
L C L C

λ τ λ ττλ τττ   λ λ− ⋅ − ⋅= = = + ⋅ − ⋅ ⋅
⋅ ⋅

                                     (195) 

Taylor expansion: 
2 2

1
2

e λτ λ τλ τ− ⋅
≈ − ⋅ + since we need  

n > m  [BK] analysis we choose  1e λτ λ τ− ≈ − ⋅  then we get  

Our Cylindrical RF network antennas system second order characteristic equation:  

2( , ) ( ) ( )
( ) ( )

D a b e
c d e

λ τ

λ τ

λ τ λ τ λ τ λ

ττ

− ⋅

− ⋅

= + ⋅ + ⋅ ⋅

+ + ⋅
                                                  (196)  

1( ) 0 ; ( )  ; ( ) 0 ;  ( )a b c d
L C L C
τττττ   = = − = =
⋅ ⋅

                                         (197) 

2 2 2 2

2 2 2 2 2

( , ) | ( , ) | | ( , ) | ( )
( )

F P i Q i c
a b d

ω τ ω τ ω τ ω

ω ω

= ⋅ − ⋅ = −

+ ⋅ − ⋅ +
                                          (198) 

2
4 2

2 2

1( , )
( ) ( )

F
L C L C
τω τ ω ω= − ⋅ −
⋅ ⋅

                                                         (199) 

Hence 

 ( , ) 0F ω τ =  implies 
2

4 2
2 2

1 0
( ) ( )L C L C
τω ω− ⋅ − =
⋅ ⋅

                                               (200)                  

And its roots are given by  

2
2 2 2

2

1 1{( 2 ) } { }
2 2 ( )

b c a
L C
τω+ = ⋅ + ⋅ − + ∆ = ⋅ ∆ +
⋅

                                        (201) 

2
2 2 2

2

1 1{( 2 ) } { }
2 2 ( )

b c a
L C
τω− = ⋅ + ⋅ − − ∆ = ⋅ − ∆ +
⋅

                                        (202) 

2
2 2 2 2

2

4( 2 ) 4 ( )
( )

b c a c d
L C
τ +

∆ = + ⋅ − − ⋅ − =
⋅

                                                  (203) 
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Therefore the following holds:  

 

2 2 2
/2 ( 2 )b c aω+ −⋅ − + ⋅ − = ± ∆                                            (204) 

 

2

( , ) ( , ) ( , ) ( , )sin ( )
| ( , ) |

R I I RP i Q i P i Q i
Q i

ω τ ω τ ω τ ω τθ τ
ω τ

− ⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
=

⋅
                                       (205) 

 

2

( , ) ( , ) ( , ) ( , )cos ( )
| ( , ) |

R R I IP i Q i P i Q i
Q i

ω τ ω τ ω τ ω τθ τ
ω τ

⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
= −

⋅
                                       (206) 

 

2 3

2 2 2 2 2

( )sin ( )
( 1)

c b a d L C
b d

ω ω ω ω τθ τ
ω ω τ

− − ⋅ ⋅ + ⋅ ⋅ − ⋅ ⋅ ⋅
= =

⋅ + ⋅ +
                                       (207) 

2 2 2

2 2 2 2 2

( )cos ( )
( 1)

c d a b L C
b d

ω ω ωθ τ
ω ω τ

− ⋅ + ⋅ ⋅ ⋅ ⋅
= − =

⋅ + ⋅ +
                                       (208) 

We consider Cylindrical RF antenna which mounted outside a Pyrex glass tube of diameter 32cm and 
length 50cm. The RF antenna consists of 16 copper (Cu) legs equally spaced by 6.7cm interconnected 
with capacitors of 2.47nF. Copper leg diameter is equal to 1mm and length 30cm=300mm (<Pyrex glass 
tube length, 50cm). We consider for Copper (Cu), relative permeability is one. f=10MHz is the typical 
testing frequency for cylindrical (birdcage) antenna. L – Inductance (nH), l – length of copper leg (mm), d 
– diameter of copper leg, f – testing frequency. l>100∙d (300mm>100∙1mm), d2∙f>1mm2∙MHz 

(1mm2∙10MHz>1mm2∙MHz). L=365.4nH. 1 4[ln( 1] 365.4
5

lL l nH
d
⋅

= ⋅ ⋅ − = . For our stability switching 

analysis we choose typical Cylindrical RF network antennas parameters values (as calculated):  

2.47  ; 365.4  ; 100pC nF L nH R ohm= = = then 181 0.00110798 10
L C

= ⋅
⋅

. We find those ,  ω τ values 

which fulfill ( , ) 0F ω τ = . We ignore negative, complex, and imaginary values of ω for specificτ
values. The below table gives the list. Remark: we know ( , ) 0F ω τ =  implies it roots ( )iω τ and finding 

those delays values τ  which iω  is feasible. There areτ  values , which iω  are complex or imaginary 

numbered, then unable to analyze stability [6] [7]. 

 CYLINDRICAL RF NETWORK ANTENNAS SYSTEM STABILITY ANALYSIS 6

UNDER DELAYED VARIABLES IN TIME 1 2=  ; ττττ   = , RESULTS 
We find those ,  ω τ values which fulfill ( , ) 0F ω τ = . We ignore negative, complex, and imaginary 
values of ω for specific τ  values. [0.001..10]τ ∈ and we can be express by 3D function ( , ) 0F ω τ = . 

2
4 2

2 2

1( , )
( ) ( )

F
L C L C
τω τ ω ω= − ⋅ −
⋅ ⋅

                                                          (209) 
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2 2

2
2 4 2

0 2 4 2
0

( , ) | ( , ) | | ( , ) |

k
k

k

F P i Q iω τ ω τ ω τ

ω ω ω ⋅
⋅

=

= ⋅ − ⋅

= F +F ⋅ +F ⋅ = F ⋅∑
                                          (210) 

2

0 2 42 2

1  ;  ; 1
( ) ( )L C L C

τ
Φ = − Φ = − Φ =

⋅ ⋅
                         (211) 

Hence ( , ) 0F ω τ =  implies 
4

2
2

0
0k

k
k

ω ⋅
⋅

=

Φ ⋅ =∑                                  (212)        

Φj→Phij. Running MATLAB script for τ  values ( [0.001..10]τ ∈ ) gives the following results:  

MATLAB script: Tau=0.001;C=2.47*1e-9;L=365.4*1e-9;Phi0=-1/(C*L*C*L); Phi2=-(Tau*Tau)/(C*L*C*L); 
Phi4=1;p=[Phi4 0 Phi2 0 Phi0];r=roots(p) 

τ τ=0.01sec τ=0.001sec 
ω1 1.0e+013 * 1.0e+012 * 
ω2 -1.1080 -1.1080 
ω3 1.1080 1.1080 
ω4 0.0000 + 0.0000i -0.0000 + 0.0000i 
ω5 0.0000 - 0.0000i -0.0000 - 0.0000i 

 

τ τ=1sec τ=0.1sec 
ω1 1.0e+015 * 1.0e+014 * 
ω2 -1.1080 -1.1080 
ω3 1.1080 1.1080 
ω4 -0.0000 + 0.0000i 0.0000 + 0.0000i 
ω5 -0.0000 - 0.0000i 0.0000 - 0.0000i 

 

Table 3a. Cylindrical RF network antennas system 
roots ( )iω τ  

Table 3b. Cylindrical RF network antennas system 

roots ( )iω τ  
τ τ=3sec τ=2sec 

ω1 1.0e+015 * 1.0e+015 * 
ω2 3.3240 -2.2160 
ω3 -3.3240 2.2160 
ω4 0 + 0.0000i -0.0000 + 0.0000i 
ω5 0 - 0.0000i -0.0000 - 0.0000i 

 

τ τ=5sec τ=4sec 
ω1 1.0e+015 * 1.0e+015 * 
ω2 -5.5399 4.4319 
ω3 5.5399 -4.4319 
ω4 0.0000 + 0.0000i 0 + 0.0000i 
ω5 0.0000 - 0.0000i 0 - 0.0000i 

 

Table 3c. Cylindrical RF network antennas system roots 
( )iω τ  

Table 3d. Cylindrical RF network antennas system 
roots ( )iω τ  

τ τ=7sec τ=6sec 
ω1 1.0e+015 * 1.0e+015 * 
ω2 -7.7559 6.6479 
ω3 7.7559 -6.6479 
ω4 0.0000 + 0.0000i 0 + 0.0000i 
ω5 0.0000 - 0.0000i 0 - 0.0000i 

 

τ τ=9sec τ=8sec 
ω1 1.0e+015 * 1.0e+015 * 
ω2 9.9719 8.8639 
ω3 -9.9719 -8.8639 
ω4 0 + 0.0000i 0 + 0.0000i 
ω5 0 - 0.0000i 0 - 0.0000i 

 

Table 3e. Cylindrical RF network antennas system 
roots ( )iω τ  

Table 3f. Cylindrical RF network antennas system 
roots ( )iω τ  

 

Table 3g. Cylindrical RF network antennas system roots ( )iω τ  

τ τ=0sec τ=10sec 
ω1 1.0e+007 * 1.0e+016 * 
ω2 -3.3286 -1.1080 
ω3 -0.0000 + 3.3286i 1.1080 
ω4 -0.0000 - 3.3286i -0.0000 + 0.0000i 
ω5 3.3286 -0.0000 - 0.0000i 
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We can summery our ( )iω τ results for ( ) 0iω τ > and real number (ignore complex, negative, and 

imaginary values). We exclude from our table the high and real ( )iω τ values (1.0e+007 *, 1.0e+012 

*,…,1.0e+016 *) and add results for τ=15sec and τ=20sec.   
 

 

 

Table 4. Cylindrical RF network antennas system positive and real roots ( )iω τ values and               
sin( ),  cos( )ω τ ω τ⋅ ⋅  values. 

 

Figure5.  Cylindrical RF network F(ω,τ) function for  τ1=τ2=τ 

Matlab: plot([0 0.001 0.01 0.1 1 2 3 4 5 6 7 8 9 10 15 20],[3.3286 1.1080 1.1080 1.1080 1.1080 2.2160 
3.3240 4.4319 5.5399 6.6479 7.7559 8.8639 9.9719 1.1080 1.6620 2.2160],'-or'). We plot 3D function

( , ) 0F ω τ = . τ:0→10 ; ω:0→100. We define additional MATLAB script parameters ω→w, τ→t.  

τ[sec] ω 
3

2 2

sin( )

( 1)
L C

ω τ

ω τ
ω τ

⋅

− ⋅ ⋅ ⋅
=

⋅ +

 2

2 2

cos( )

( 1)
L C

ω τ

ω
ω τ

⋅

⋅ ⋅
=

⋅ +

 

0 3.3286 0 =0 1≠9.9e-15 
0.001..1 1.1080 -1.22e-18… 

-5.51e-16 
1.108e-15… 
4.973e-16 

2 2.2160 -9.5e-16 2.1e-16 
3 3.3240 -9.9e-16 9.9e-17 
4 4.4319 -9.9e-16 5.62e-17 
5 5.5399 -9.9e-16 3.6e-17 
6 6.6479 -9.99-16 2.5055e-17 
7 7.7559 -9.9966e-16 1.8413e-17 
8 8.8639 -9.9980e-16 1.4099e-17 
9 9.9719 -9.9988e-16 1.1141e-17 

10 1.1080 -9.9193e-17 8.9525e-18 
15 1.6620 -9.9841e-17 4.0048e-18 
20 2.2160 -9.9950e-17 2.2552e-18 
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Figure 6.  Cylindrical RF network F(ω,τ) function for  τ1=τ2=τ 

Matlab:[w,t]=meshgrid(1:1:100,0:0.01:10);C=2.47*1e-9;L=365.4*1e-9;f=w.*w.*w.*w-
w.*w.*(t.*t)/(C*L*C*L)-1/(C*L*C*L);meshc(f); % ,w tw t→ →  

We get two possible real values for ω which fulfil ( , ) 0F ω τ =   

( 3.3286 or 1.1080 ...... or =2.2160, ) 0 ; [0.001..10]F ω ω ω ττ = = = ∈ Next is to find those ω, τ values which fulfil 
sin ( ) ...θ τ =  

  
2sin( )

| |
R I I RP Q P Q

Q
ω τ − ⋅ + ⋅
⋅ =  And  cos ( ) ...θ τ =                                    (213) 

 2 2 2
2

( )cos( )  ; | |
| |

R R I I
R I

P Q P Q QQQ 
Q

ω τ ⋅ + ⋅
⋅ = − = + .                                          (214) 

3 2

2 2 2 2sin( )  ; cos( )
( 1) ( 1)

L C L Cω τ ωω τ ω τ
ω τ ω τ
− ⋅ ⋅ ⋅ ⋅ ⋅

⋅ = ⋅ =
⋅ + ⋅ +

                             (215) 

3 2

2 2 2 20 & 0
( 1) ( 1)

L C L Cω τ ω
ω τ ω τ
− ⋅ ⋅ ⋅ ⋅ ⋅

< >
⋅ + ⋅ +

then sin( ) 0ω τ⋅ <  and cos( ) 0ω τ⋅ > ;  2 3
2
ππ ω τ⋅ > ⋅ > ⋅ . We plot the 

stability switch diagram based on different delay values of our Cylindrical RF network antennas system.  

2
1

2

2 [ | | ]Re( ) ( ) Re{ }
2 [ | | ]i

U P i F
F i V P

ω
λ ω

τ

τλτ
τ ω

−
= ⋅

− ⋅ + ⋅ + ⋅∂
∧ = =

∂ + ⋅ ⋅ + ⋅
                            (216) 

2 2
1

2 2 2

2 { ( ) ( )}Re( ) ( )
4 ( )i

F V P F U P
F V P

ω τ
λ ω

τ

ω τλτ
τ ω

−
= ⋅

⋅ ⋅ + ⋅ − ⋅ + ⋅∂
∧ = =

∂ + ⋅ + ⋅
                              (217) 

1
1 2 3{ ( )} [ ] [ ]sign sign signτ ψ ψ ω ψ−∧ = ⋅ + + . We define the following new functions: 

1 1 2 2 3 ; g gψ ψ ω ψ= = + +     (218) 

1
1 2{ ( )} [ ] [ ]sign sign g sign gτ−∧ = ⋅                                            (219) 
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Figure 7. Cylindrical RF network 1( , )g τ ω  function for  τ1=τ2=τ. 

Matlab:[w,t]=meshgrid(1:.01:100,0:0.01:10);C=2.47*1e-9; L=365.4*1e-9;f=2*w.*(2*w.*w-
(t.*t./(C*L*C*L)));meshc(f) 

% ,w tw t→ →  

 

Figure 8. Cylindrical RF network 2 ( , )g τ ω  function for   τ1=τ2=τ. 

Matlab:[w,t]=meshgrid(1:.1:10,0:0.1:10);C=2.47*1e-9; L=365.4*1e-9;m=w.*t./(2*w.*w.*(L*C*L*C)-t.*t); 
f=t.*m+w+(m.*t./(L*C*L*C)+w./(L*C*L*C))./(w.*w.*w.*w);meshc(f) % ,w tw t→ →  

1
1 2

Re( ) ( ) ( ) ( ) ( ) ig Tau g Tau g Tau λ ω
λτ

τ
−

= ⋅

∂
= ⋅ = ∧ =

∂
                                         (220) 

The stability switch occur only on those delay values (τ ) which fit the equation : 
( )
( )

θ ττ
ω τ
+

+

= and ( )θ τ+  

is the solution  

Of  
3 2

2 2 2 2sin ( )  ; cos ( )
( 1) ( 1)

L C L Cω τ ωθ τ θ τ
ω τ ω τ
− ⋅ ⋅ ⋅ ⋅ ⋅

= =
⋅ + ⋅ +

                                        (221) 
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When ( )ω ω τ+= if only ω+  is feasible. Additionally When all Cylindrical RF network antennas 

parameters are known and the stability switch due to various time delay values τ is describe in the 
below expression (Appendix E):   

1

2

{ ( )} { ( ( ), )} { ( ( ))
( ( )) ( ( )) ( ( ))( ) }

| ( ( )) |

sign sign F sign
U V

P

ω τ

τ

τ ω τττ   ω ω τ
ω τ ω ω τ ω τω τ

ω τ

−∧ = ⋅ ⋅
⋅ +

+ +
                                         (222) 

Remark: we know ( , ) 0F ω τ =  implies it roots ( )iω τ and finding those delays values τ  which iω  is 

feasible. There areτ  values which iω  is complex or imaginary number, then unable to analyse stability 

[4] [5].   

 Discussion   7
In this paper, we consider Cylindrical RF network antennas system. Due to RF antenna copper leg 
parasitic effect we get copper leg's current and current derivative with delay τ1-k and τ2-k (k is leg 
number index, k=1,…,16).. Those delays causes to stability switching for our Cylindrical RF network 
antennas.  We draw our Cylindrical RF network antennas equivalent circuit and get system differential 
equations. Our variables are Y, X which are function of RF antenna copper leg's current and current 
derivative. Our system dynamic behavior is dependent on circuit overall parameters and parasitic delay 

in time. We keep all circuit parameters fix and change, parasitic delay over various values [0.001..10]τ ∈ . 
Our analysis results extend that of in the way that it deals with stability switching for different delay 
values. This implies that our system behavior of the circuit cannot inspect by short analysis and we must 
study the full system. Several very important issues and possibilities were left out of the present paper. 
One possibility is the stability switching by circuit parameters. Every circuit's parameter variation can 
change our system dynamic and stability behavior. This case can be solved by the same methods 
combined with alternative and more technical hypotheses. Moreover, numerical simulations for the 
Cylindrical RF network antennas model studied in references suggest that this result can be extended to 
enhance models with more general functions. Still another extension of our results would be to treat the 
case of delayed Cylindrical RF network antennas leg's higher derivative degree of current. It would be 
extremely desirable to confirm these cases by mathematical proofs.  

 Conclusion   8
   Cylindrical RF network antennas system is characterized by parasitic effects which can influence 
Cylindrical RF network antennas system stability in time. There are two main Cylindrical RF network 
antennas variables which are affected by antenna legs parasitic effects, Y and X functions of antenna 
leg's currents and currents derivatives respectively. Each Cylindrical RF network antennas system 
variable under parasitic effects is characterized by time delay respectively. The two time delays are not 
the same, but can be categorized to some sub cases due to antenna leg parasitic behavior. 

The first case we analyze is when there is delay in Cylindrical RF network antennas leg's current and no 
delay in antennas leg's current derivative or opposite. The second case we analyze is when there is delay 
both in Cylindrical RF network antennas leg's current and current time derivative [4] [5]. For simplicity of 
our analysis we consider in the second case all delays are the same (there is a difference but it is 
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neglected in our analysis). In each case we derive the related characteristic equation. The characteristic 
equation is dependent on Cylindrical RF network antennas system overall parameters and parasitic time 
delay.  Upon mathematics manipulation and [BK] theorems and definitions we derive the expression 
which gives us a clear picture on Cylindrical RF network antennas map. The stability map gives all 
possible options for stability segments, each segment belongs to different time delay value segment. 
Cylindrical RF network antennas system's stability analysis can be influenced either by system overall 
parameter values. We left this analysis and do not discuss it in the current article.  

 Appendix A  : Lemma 1.1 

Assume that  ( )ω τ is a positive and real root of ( , ) 0F ω τ =  

Defined for Iτ ∈ , which is continuous and differentiable. Assume further that if iλ ω= ⋅ , Rω∈ , 

then ( , ) ( , ) 0,  Rn nP i Q iω τ ω ττ ⋅ + ⋅ ≠ ∈ hold true. Then the functions 0( ),  nS n Nτ ∈ , are continuous 

and differentiable on I.  

Appendix B : Theorem 1.2 

Assume that ( )ω τ is a positive real root of ( , ) 0F ω τ =  defined for 0,  I I Rτ +∈ ⊆ , and at some * Iτ ∈ , 
*( ) 0nS τ =  

For some 0n N∈ then a pair of simple conjugate pure imaginary roots * * * *( ) ( ),  ( ) ( )i iλ τ ω τ λ τ ω τ+ −= ⋅ = − ⋅  of 

( , ) 0D λ τ =  exist at *ττ = which crosses the imaginary axis from left to right if 
*( ) 0δ τ > and cross the 

imaginary axis from right to left if 
*( ) 0δ τ <  where  

*

*

*
( )

* *

Re( ) { | }

( ){ ( ( ), )} { | }

i

n

dsign
d

dSsign F sign
d

λ ω τ

ω ττ

λdτ
τ

τω ττ
τ

=

=

= =

⋅
                                      (223) 

The theorem becomes  

*
1/2 ( )Re{ | } { } { | }n

i
dSdsign sign sign

d dλ ω ττ

τλ
ττ = ± =

= ±∆ ⋅                              (224) 

 Appendix C : Theorem 1.3 

The characteristic equation: 1 2, 0τττ  = = ; 1 20,τττ  = =  

2( , ) ( ) ( ) ( ) ( )D a b e c d eλ τ λ τλ τ λ τ λ τ λ ττ − ⋅ − ⋅= + ⋅ + ⋅ ⋅ + + ⋅                          (225) 

 

 2 1 2( )2
1 2

#

1 1( , , )
1 1 1

D e e
C R C f

λ τ λ ττ λ ττ  λ λ − ⋅ − ⋅ += + ⋅ ⋅ + ⋅
⋅ ⋅

                            (226) 

Has a pair of simple and conjugate pure imaginary roots 
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* *( ),  ( )λ ω τ ω τ= ± real at * Iτ ∈ if * * *( ) ( ) 0n nS ττττ   = − =  for some 0n N∈ . If  * *( ) ( )ω τ ω τ+= , this pair 

of simple conjugate pure imaginary roots crosses the imaginary axis from left to right if *( ) 0δ τ+ > and 

crosses the imaginary axis from right to left if *( ) 0δ τ+ <  where  

* *
*

( )

( )Re( ) { | } { | }n
i

dSdsign sign
d dλ ω τττ 

τλdτ
ττ +

+ = =
= =                      (227) 

If * *( ) ( )ω τ ω τ−= , this pair of simple conjugate pure imaginary roots cross the imaginary axis from left 

to right if  

*( ) 0δ τ− > and crosses the imaginary axis from right to left  

If *( ) 0δ τ− <  where  

* *
*

( )

( )Re( ) { | } { | }n
i

dSdsign sign
d dλ ω τττ 

τλdτ
ττ −

− = =
= = −                              (228) 

If * * *( ) ( ) ( )ω τ ω τ ω τ+ −= = then 
*( ) 0τ∆ = and *( )

Re{ | } 0
i

dsign
d λ ω τ

λ
τ =

= , the same is true when 

' *( ) 0nS τ =  

The following result can be useful in identifying values of τ  

Where stability switches happened.  

Appendix D : Theorem 1.4  

Assume that for all Iτ ∈ , ( )ω τ is defined as a solution of  

( , ) 0F ω τ =  then 1/2( ) { ( )} ( )sign signDδ τττ  ± ±= ±D ⋅  

2 2 2 2 ' 2 ' ' '

' 2 2 2 2 2

( ) [( ) ( ) ]
[ ( ) ( ) 2 ]

D b d a c b d b d a c
b d b d a c a

τ ω ω ω

ω ω τ ω ω ω
± ± ± ±

± ± ± ± ±

= ⋅ ⋅ + + ⋅ − + ⋅ − ⋅ − ⋅

+ ⋅ ⋅ ⋅ ⋅ + − ⋅ + ⋅ − + ⋅ ⋅
                             (229) 

' ' ' '( ) ( ) ( ) ( ) ; b  ; c  ; dda db dc dda
d d d d
ττττ  
ττττ  

= = = =                               (230) 

Appendix E: We need to approve the following expression 
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{ ( )} { ( ( ), )} { ( ( ))
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sign sign F sign
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The basic assumption: 1 Re( ) ( ) iλ ω
λτ

τ
−

= ⋅

∂
∧ =

∂
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2 2 2{ 4 ( ) } 0sign F V Pτ ω+ ⋅ + ⋅ >  and 
F
F
τ

τ
ω

ω = − then  

1
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Re{ ( )} {( ) }
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ω τ
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ω τ

−
= ⋅
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1 2 2{ ( )} { {( ) ( )}}Fsign sign F V P U P
F
τ

ω
ω

τ ω τ−∧ = ⋅ + ⋅ − ⋅ + ⋅                          (235) 

1 2 2{ ( )} { {( ) ( )}}sign sign F V P U Pω ττ ω ω τ−∧ = ⋅ + ⋅ + ⋅ + ⋅                         (236) 

1 2 2{ ( )} { { }}sign sign F V U P Pω ττ τ ω ω ω τ−∧ = ⋅ + ⋅ + ⋅ + ⋅ ⋅                          (237) 

1 2
2{ ( )} { { }}V Usign sign P F

P
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ω τ
ωτ ω ω τ− + ⋅
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1
2{ ( )} { } { }V Usign sign F sign
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ω τ
ωτ ω ω τ− + ⋅
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ABSTRACT 

Security of information cannot be perfectly realized as both it and its counter technology continue to 
evolve.  In the same vein, using a single cryptographic cipher to realize information secrecy is not 
enough as it can be broken over time, thus revealing the information in plaintext. Most of the existing 
cryptographic ciphers possess a minimal level of weakness, which is exploitable over time, but when this 
algorithmic transformation is used in multiple times, the number of trials, effort, and time required to 
exploit it become greater. This paper proposes a multilevel algorithm for realizing the security of 
information using a multiple-cryptographic ciphers process. It presents the possibility of combining n-
cryptographic ciphers in a single implementation within the system, permitting n-cryptographic 
transformation to take place during the encryption and decryption processes. 

Keywords— Encryption, Cryptography, n-cryptographic algorithms, Cryptanalysis, Multilevel Algorithm 

 Introduction 1
The knowledge of cryptography is evolving. Different cryptosystems have been formulated, and people 
can now make choices of their implementations ranging from symmetric keys to asymmetric ones. The 
choice depends on the application of the system. However, the knowledge of cryptanalysis has made 
realizing perfect secrecy a difficult task; people can now make trials of several keys on a particular cipher 
in order to decrypt encrypted information. The more stringent an algorithm is, the more effort and time 
required to realize its encrypted information in plaintext. Such efforts can now be automated, thereby 
reducing the total time of trial to the nearest minimum. As cryptologists continue to discover more 
algorithms that will ensure better security and frustrate the existing hacking software; hackers continue 
to rediscover a means of beating the new ones by developing new systems that can combat the new 
algorithm. 

In the past, scientists have found it difficult to ensure an individual can communicate thought, ideas, 
knowledge, etc. to another without unintended individuals also having access. This difficulty has 
resulted in many research projects in the area of information security and secrecy, even before the 
development of electronic computers. The search could be traced back to early 2000BC when 
hieroglyphics were used in Egypt to decorate tombs to stylistically tell the life history of the deceased 
[3].  This area of research was given a name Cryptography, which derives from two (2) Greek words: 
“Cryptos” and “Graphein” which means hidden or secret and writing respectively. Combining the two, 
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the meaning now becomes “secret writing or hidden writing”. Cryptology could be seen as a practice 
and study of techniques for secure communication in the presence of third parties [4, 8].  

Cryptography in modern days has evolved through many developmental stages, and several 
cryptographic ciphers have emerged as a result. Each cipher has a distinct algorithm or emerging from 
the existing one as a higher specification of the existing one. As these ciphers emerge, hackers also 
undertake research on how to make the efforts worthless, and so on, making this area a research 
oriented field [4]. 

Cryptographic algorithms are essential in securing documents on the communication network [14]. The 
use of multiple algorithms to realize information secrecy enhances the security of the information by 
requiring several keys before the meaning of information can be revealed in plaintext. Each of the 
transformations requires a given level, where each level is assigned 1 (one) and the total level for the 
transformation is given as n, for both encryption and decryption processes respectively. Take for 
instance, if the total transformation for a given implementation is two, then n is equal to ‘2’. This paper 
proposes a generalized algorithm for using more than one transformation cipher on a single plaintext to 
realize one output. This is termed multilevel cryptography. 

 Related work 2
Lein Harn and Hung-Yu Lin [5] 1990 proposed a key generation scheme for multilevel data security using 
bottom-up approach. The term multilevel was used to mean variable securities at different access levels 
with many users of a single system having different keys at each different access level. This approach 
was formed modifying the approach proposed by Akl and Taylor [10] 1982 using a top-down model. 
Usha et al. [13] proposed a multilevel encryption-decryption of text into cipher data in which its 
characters are encoded uniquely into its corresponding cipher and eliminating the possibility of any 
pattern as described in their paper titled ‘Secure Multilevel cryptography Using Graceful Codes’. It uses 
more than one level of security by employing many ciphers to disguise any pattern. 

Rashmi et al. [9] introduced the culture of securing images using chaotic mapping and elliptic curve 
cryptography in a network environment. The dependency of stream ciphers on pseudo-stochastic 
sequences was noted as it can produce a pseudo-random sequence with good randomness.  Hardjono 
and Sebbery [12] discovered a system that makes use of hierarchical keys used to encrypt and decrypt 
data stored in databases using the RSA cryptosystem with additional restriction of encrypted 
information to the public. The base of the systems security is discrete logarithms and the term 
‘multilevel’ used in this context means multiple users with different securities. 

Multi-Level Crypto Disk: A secondary Storage with Improved Performance was introduced by Chaitanya 
et al, [11]. They discussed the issue of hard disks becoming increasingly vulnerable to security attacks as 
they are now accessed remotely, either with mobile devices or in other unanticipated operating 
environments. They highlighted the demerits of using single data encryption on storage devices, 
proposing a secure disk using multiple crypto levels.  

Multi-Level Cryptographic Functions for the Functionalities of Open Database System was designed and 
implemented by Adio et al. [1]. This is a secure open database system for an organization that can open 
their information system for access by different users. The implementation does not require input to be 
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hidden from anyone or converted to place holder characters for security reasons, but the user only 
needs to study the sequence of codes and active boxes that describe his password and uses it in place of 
his active boxes.  

A secure information transmission using Multilevel Steganography and Dynamic Cryptography was 
proposed by Navneet S. Sikarwar [7] in his paper titled ‘An Integrated Synchronized Protocol for Secure 
Information Transmission derived from Multilevel Steganography and Dynamic cryptography’. He 
juxtaposed the use of both simple steganography and cryptography proposing that multiple and 
dynamic codes give more security. Maruti et al. [6] presents a practical implementation of a quasigroup 
based multilevel encryption for data and speech. It makes use of an indexed scrambling transformation 
for signal authentication, encryption, and broadcasting applications in secrete-key cryptography. The 
results presented shows that a quasigroup transformation is very effective in destroying the structure of 
the input signal, and hence can be a good encryption technique. 

 Types of Multilevel Techniques 3
The major elements of multilevel cryptography are the contributing cryptographic ciphers, which are 
arranged in a desired sequential order. The term “multilevel” implies that more than one transformation 
must take place within the system in order to produce an output (cyphertext). The product of a 
multilevel algorithm is obtained from an organized sequential transformation of input (plaintext) with a 
desired encryption cipher(s). There are three general classes of algorithms used in multilevel 
cryptosystems: 

a) Same cipher with same key 
b) Same cipher with different keys 
c) Different ciphers 

3.1 Same Cipher with Same Key (SCSK) 
When a multilevel cryptosystem is made of the same cipher with the same key, the transformation used 
can said to be an iteration of a particular cipher. The security of the ciphertext now lies on the 
complexity of the cipher, key management, and the number of the iterations made. Given that the 
transformation order number of a multilevel cryptosystem with the same key is n, then the reverse 
computations that can be done with the ciphertext in order to regain the message in clear text is also n. 
As the security of SCSK-multilevel implementation lies on the complexity of the cipher, key 
management, and the number of iterations made, it is quite certain that the owner of the system need 
to secure their implementation by hiding the cipher used, the key used and the number of 
transformation made from the knowledge of adversaries. 

3.2 Same Cipher with Different Keys (SCDK) 
A SCDK-multilevel structure is said to have been made when the same cipher is used with different keys 
at different stages. It is similar to SCSK but uses variable keys per iteration. The keys are varied 
sequentially based on choice, and are kept constant per given implementation. The security of the SCDK-
multilevel structure lies on the type of cipher used, number of keys used, key management, and number 
of iterations made. The sequential order of keys applied per iteration in the SCDK-multilevel structure 
should be noted, as it has to be reversed during the decryption process.  
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3.3 Different Ciphers (DC) 
When a multilevel technique is enforced with different algorithm, the security of the implementation is 
high and relies on the complexity of the contributing ciphers, the number of keys used, key 
management, as well as the number of transformations made. In this case one particular cipher is not 
used sequentially twice, but can be used after another cipher has been applied, this means that a 
particular cipher cannot be used for both i-operation and i+1-operation, but can still be used after i+1-
operation. This type still has some other subtypes that are determined by the keys used but will not be 
captured in the general algorithm. The sequential order of encrypting ciphers with their keys should be 
kept constant as it has to be reversed during the decryption process per every implementation.  

 Methodology 4
Formal method was adopted to define and formalize the definition of n-cryptographic algorithm. A 
plaintext was designated as input for the algorithm, while the output is the cyphertext. The 
transformation of cipher (𝛼𝛼𝛼𝛼) and key (𝛽𝛽𝛽𝛽) was done using the initial element i. The formal definition of 
n-cryptographic cryptosystem is done in the following subsections. 

4.1 Order Number of a Multilevel Scheme (n) 
The order number of a multilevel implementation (n) could be defined as the number of 
transformations that will take place before producing the desired output (ciphertext). This number of 
times does not depend on the type of cipher nor upon the key used. For every implementation, ‘n’ is 
placed as the finite-transform-number, while ‘i’ is a variable that an increment as the transformation 
proceeds. For every transformation, the ith value increases with +1, while it is set to 0 (zero), at the 
beginning of an operation. The ith value defines the termination of the process given that the 
transformation rules were kept constant. 

The termination of the transformation process is said to occur when the ith value equals the value of n. 
hence 

For the first transformation, i1 = 1, 
For the second transformation, i2 = i1 + 1 = 2, 
For the third transformation, i3 = i2 + 1 = 3, 
     . . . 
For the last transformation, in = in-1 +i1 = n. 
In a multilevel process, the value of i in an uninitiated transform state is 0 (zero), and increments as 
above.  

4.2 N-Cryptographic Algorithm for Multilevel Structure 
This concept is made to harmonize the general representation of multilevel cryptographic scheme; the 
implementation adopted several terminologies in order to describe its structure. Such terminologies are 
explained below: 

i. i is an incremental variable that determines the present order of operation 
ii. n is the order number of the multilevel structure 
iii. αi is the cipher used per i-operation 
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iv. αi+1 is the next cipher to use after i-operation 
v. βi is the key used per i-operation 
vi. βi+1 is the next key to use after i-operation 
vii. =  is the assignment operator 
viii. != is the non-equal-to operator 

The n-cryptographic algorithm for multilevel techniques is shown below, and the algorithm is presented 
in Figure 1: 

Table 3.1 Steps in Generalized Multilevel Scheme 

 

 

Figure 1: Flowchart Representation of the Generalized Multilevel Scheme 

4.3 Analyzing the security capability of Multilevel Cryptography 
As stated earlier, the security of a multilevel cryptosystem is dependent on the complexity and the 
structure of its component cipher(s) which can be made more stringent by using more than one type of 
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cryptosystem or the same cipher with different keys. It also depends on the key-length: the length of a 
given key has much to do with the security of a multilevel structure. It affects the possibility of factoring 
the key components as well as the possible permutations that can take place in order to realize the 
plaintext. The order-number of the multilevel cryptosystem, n, determines the number of 
transformations that was performed per given implementation, and helps to keep the implementation 
tight. The security of a multilevel structure also depends on the complexity and type of the cipher. This 
determines whether the public has the key of a particular individual or if it is only a selected partner as 
may be the case for asymmetric and symmetric key cryptosystems respectively. 

Key management could also be seen as a serious security implication in a multilevel state. For instance, 
in an SCSK implementation with symmetric cipher, key revelation could be a great challenge as 
continuous trials of reverse computation could reveal the ciphertext in clear text. The type of 
programming language used for the implementation of the multilevel structure also has a great impact 
on the security of the system.  

 Cryptanalysis: Possibility of Multilevel Encryption 5
In a multilevel state, there still exist possibilities of cryptanalyzing the ciphertext (output). These 
possibilities could be caused mainly by the factors below: 

a. Weakness of the selected cipher(s) 
b. Weakness of the programming language used for the system construction. 
c. Key management 
d. Number of transformations made (order number of the multilevel scheme) 
e. Number of cipher(s) used 

5.1 Weakness of the selected algorithms 
In cryptography, most of the often known algorithms have their corresponding weaknesses. These 
weaknesses have made it variably possible to break the security it ensures and hence keeps the study 
(cryptography) dynamic. The weakness associated with a particular cipher is different from the one 
associated to another, and depends on the type of cipher. For instance, if an implementation contains 
shift-cipher under the modulus of 26; the possible permutations that can be made to realize the security 
at that level is 26, which is very small to ensuring that the security of information is kept.  

5.2 Weakness of the Programming Language used for the System Construction 
The type of programming language selected for the implementation helps to ensure the total security of 
the encryption scheme in an application level environment. This is dependent on the security of the 
construct made with the programming language. Some programming languages are prone to attacks 
such as: buffer overflow attack, SQL injection attack etc. 

These attacks can also be realized if it is used for the implementation of multilevel scheme, so it is 
advisable to use a programming language that is devoid of attacks for the implementation of multilevel 
cryptography. 
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5.3 Key Management 
Key management is paramount in ensuring the security of multilevel scheme; this has to be built upon 
trust of the individuals involved on the communication.  Some cryptographic ciphersare not public key 
based and hence are not supposed to be revealed to the public except to those involved in the 
communication. Thus multilevel cryptographic keys should be kept secret among those that use the 
implementation. 

5.4 Number of Transformations Made (Order Number of the Multilevel Scheme) 
The order number of a multilevel implementation determines the number of encryption operations that 
have taken place or that will take place per that particular implementation. This also shows how many 
reverse computations with the ciphers that will take place before the ciphertext can be realized in clear 
text. Making this number higher helps to achieve a very high level of security. In fact, one of the major 
features that helps to make a multilevel scheme different from other methods is the ability to keep this 
order number high with a single implementation. As you could see from the flowchart figure above 
(Figure 1), the multilevel scheme could only be satisfied if the i-variable is greater than one. Thus the i-
operation can only satisfy this condition of becoming equal to n when the value is two and above.  
Keeping this n value secret also determines the security of a given implementation. 

5.5 Number of Cipher(s) Used 
The number of ciphers used per given implementation is another factor that influences the security of 
the scheme. If an implementation contains a single type of cryptosystem, when the weakness of the 
particular cipher is broken, the entire system is broken; but if it contains more than one type of cipher, 
breaching of one component cipher does not break the system entirely. So using more than one 
particular cipher is preferable, especially using an implementation that involves both private and public 
ciphers. The beauty of involving both private and public ciphers in one implementation cannot be over 
emphasized as it helps to make a multilevel system more resilient against cryptanalysis attack. 

  Future Research 6
The future direction of this research is to implement this n-cryptographic multilevel algorithm and 
examine its effectiveness and efficiency against the existing methods. 

 Conclusion 7
This research has shown how two or more encryption schemes can be combined to be more effective. 
The research proposed and examined the benefits and weaknesses of the blended algorithm for 
multilevel encryption. The success of information security lies on the inability of adversaries to 
understand the message if intercepted on a communication network. Several contributions have been 
made in this regard; formulating cryptographic ciphers that helps to transform the plain information into 
unintelligible format, as this has not realized perfect information secrecy. As the realization of perfect 
information secrecy remains a dream, using the proposed multiple cryptographic ciphers to transform 
given information helps to increase the difficulty of cryptanalyzing encrypted information into its 
plaintext. The proposed algorithm does not give preference to any particular cipher; it presents an 
avenue for the possibility of such implementation and also classifies the possible implementation 
according to types. Multilevel cryptography implements multiple cryptographic ciphers onto a single 
plain text. The plaintext is taken as shown in the flow diagram and transformed with the predetermined 
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ciphers until the order-number of the implementation is reached. The higher the order number of a 
given implementation, the more secure the resulting ciphertext will be. 
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ABSTRACT 

Depositing purchased item at each store’s locker system and carrying a token in hand for the assigned 
locker while entering a store in a shopping mall as well as collecting the item back while exiting the store 
is a time consuming exercise and even long delayed if the token is lost. The time would even multiply 
visiting multiple numbers of stores in a mall. Sometimes waiting in a long queue for depositing item at 
the store is an irritating hassle and everyone wants to skip this hassle. This paper introduces a novel 
solution using NFC enabled Smartphone and NFC reader located at each checkout counter of the store 
which provides an easy and convenient way to immediately keep your purchased things safe at the 
centrally located locker system and move around openly. Locker number would be generated at the 
store checkout counter after purchasing the item and just a tap of smartphone on NFC reader save the 
locker number information on NFC application installed on smartphone, which is used to retrieve the 
item back while exiting the mall. With the proposed solution, usage of extra space for each store’s locker 
system and the corresponding staff can be eliminated, leading to cost reduction, promote efficiency and 
enhance customer service experience.  

Keywords—Near Field Communication, Host based card emulation, Shopping mall, Central locker 
system. 

 Introduction 1
Shopping is an activity which allows one or more retailers to present their goods and products to the 
customers to help them in selecting a suitable item according to their desire [1]. Shopping mall is 
providing a bigger platform, to have all the retailers, merchandisers at one place selling their products, 
and to the customers providing wide variety of products all at one place with different brands. It can be 
a very pleasant or awful shopping experience for customers depending on number of factors like their 
convenience, easy access to stores/outlets etc. These factors would be even more significant when it 
comes to those who are over particular or have shopping addiction. Customers have to carry purchased 
items in hand while moving from one store to another or even roaming inside the mall. Customer need 
to deposit the item at the counter of each store while moving in. Store guy provides a token for that to 
collect it back while exiting the store. This consumes a lot of time in order to deposit the item and to get 
it back. Some shopping malls have a system of central locker system, in which customer has been 
provided with a token at the checkout counter of the store only while purchasing the item which can be 
used to retrieve the item back while exiting the mall . It allows them to move openly and even saves a 

DOI: 10.14738/tnc.25.520 
Publication Date: 25rd October, 2014 
URL: http://dx.doi.org/10.14738/tnc.25.520 
 



Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

lot of time. Both such processes have at least one limitation; customer should not miss the token. To 
overcome these limitations would be greatly valuable for shopping mall business sector to provide 
better service experience to customer, helps in cost reduction, and better space utilization. This paper 
presents a novel solution using NFC technology [2]. NFC has already shown its capabilities in many areas 
like communication, social networking, entertainment and even in the field of shopping business like 
mobile payment, indoor navigation system, customer assistance etc. [3, 4] In addition to all these, one 
more application of NFC in shopping mall is the locker management system which helps the customer to 
move around openly without carrying any item in hand and not even the token inside the mall. This 
comprises of centrally located locker system at the entrance or at the exit door of the shopping mall, 
NFC enabled smartphone with customer, NFC reader [5] at the checkout counter of each store of the 
mall as well as at the Parcel Dispatch Station. The proposed solution starts with a tap of customer’s NFC 
enabled smartphone on the NFC reader placed at the store checkout counter which stores the assigned 
locker number of his purchased items to the NFC application in the phone. The saved locker number is 
used to retrieve the item back from central locker system while exiting the mall. 

 Near Field Communication (NFC) 2
NFC technology is a bidirectional, contactless communication between two devices. It operates at RF 
frequency of 13.56 MHz in a short range of 10cm or even less with a data rate ranging from 106kbit/s-
424kbit/s [2]. When the two NFC devices come in close proximity triggers the communication, and NFC 
is just a platform for communication between two devices. As the technology operates in a very limited 
range, it is ideal for secure transactions [6]; even it serves as a safeguard against hackers. NFC can 
operate in three communication modes: 

a) Tag Read/Write mode; 
b) Peer to Peer mode; 
c) Card Emulation mode. 
 

Card emulation mode enables NFC based smartphones to act as a contactless card or tag to interact 
with NFC reader. The card or tag application lives on some other piece of hardware like Embedded 
Secure Element (ESE), UICC etc. that is wired to the NFC controller [7]. A NFC based smartphone does 
not generate its own RF field; instead NFC reader generates this field. Supported RF interfaces are 
ISO/IEC 14443 Type A, ISO/IEC 14443 Type B and Felica. NFC reader can write any data to a tag/NFC 
device or read from it. Data can be any simple text message, or URL etc. NFC forum has suggested a 
common specification for all these type of data called NDEF format (NFC Data Exchange Format). NDEF 
specifications defines a message encapsulation format to exchange information, e.g. between an NFC 
Forum device and another NFC forum device or an NFC Forum tag [8]. Android 4.4 introduces an 
additional method of card emulation that does not involve a secure element, called hostbased card 
emulation (HCE). This allows any Android application to emulate a card and talk directly to the NFC 
reader. In this case, the data is routed to the host CPU on which Android applications are running 
directly, instead of routing the NFC protocol frames to a secure element.[9] The proposed solution 
operates in NFC host based card emulation mode using NFC based smartphone as a NFC tag to store the 
information and the NFC reader. NFC readers are to be placed at the store checkout counter as well as 
the parcel dispatch station. NFC reader will generate RF field and start sensing NFC capable devices in its 
vicinity. When mobile device is tapped on NFC reader, it senses the device and starts with the 
initialization and anti-collision process, and automatically activates the specific installed application on 
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the device and store the data into it which would be visible to customer on screen to verify. At the time 
of exiting mall, customer is advised to tap the device again on NFC reader placed at the parcel dispatch 
station, which again automatically activates the specific installed application on the device. At this time, 
NFC reader will read the data stored in the application instead of writing. The valid data stored would be 
visible to customer on screen for verification. Customer needs to verify the items and Exit session on 
device. Even, Customer can check the locker numbers and other details anytime while opening the 
application installed on device.  

 System Design 3
A system design has been proposed in this paper for the customers having NFC enabled smartphone to 
store the information of the locker which will have purchased product of the customer. This Application 
is intended for deployment in Shopping Mall to be used by customers during shopping. It involves both 
the customer as well as the seller. This system design has only one assumption that the wireless 
connection (Wi-Fi) inside the shopping mall should be reliable and fast. It comprises of three 
components: 

a) Customer’s NFC enabled smartphone 
b) Locker Generate system at each checkout counters of stores. 
c) Parcel dispatch station at the central locker system of mall where the purchased items are to be 

kept. 
 

a) NFC Enabled Smartphone:  
The most important component of this solution is NFC enabled smartphone with customer. A couple of 
years ago there were no more than a handful of phones supporting NFC. Now, 9 out of 10 of the top ten 
manufacturers sell NFC phones - the exception being Apple [10]. Mobile device should have the specific 
application intended for this solution installed. If application is not installed already, then mobile device 
should be configured to redirect to the application web for downloading using Wi-Fi. The solution 
prototype is developed on the Android smartphone in eclipse using Java along with the libraries 
provided by the Android SDK [11]. Customer need to register first to get the username or user id which 
helps to maintain his data in the shopping mall database. Even it helps customers to check the details of 
assigned lockers anytime as well as the previous history also. The information stored in the application 
comprise of Store name, Assigned Locker, number of Packets, cash memo id and status. The information 
is stored in the two different structure in the mobile application based on the “status” information. If 
the status of entry is “In Store” which means the packets are there in the central locker system of the 
shopping mall will be stored in application under the button named as “My Locker”. It can be used for 
convenient tracking of purchases. It is completely implementation specific and can be modified as per 
the need. 
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Figure1. NFC Smartphone Application Software Architecture 

b) Locker Generate System: 
Locker Generate System is located at each store which comprises of NFC reader connected to the 
seller’s system via USB interface. When asked to generate a locker, seller needs to enter number of 
packets (purchased by customer) and send this information to the shopping mall sever (database) which 
will, in response, generate locker number(s) depending upon the number the packets. Lockers can be of 
different types based on the requirement by a particular store. Shopping mall database has the 
complete information of the lockers available at the locker system. Cash memo id is assigned to the 
assigned lockers in the database of shopping mall and can be referred in case of any error while 
collecting the packets. After generating the locker number(s), user is asked to tap smartphone to the 
NFC reader placed on the counter. NFC reader writes the data (locker number) to the NFC tag built in 
the smartphone. If the data has been written successfully, popup message will come on screen showing 
the detailed information. Database will maintain a status of each entry with status as “In Store” which 
mean the packets are there in the central locker system of shopping mall. 
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Figure 2. Information popup and stored in smartphone application database at the time of locker generation at 
store checkout counter 

c) Parcel Dispatch Station:  
Parcel dispatch station is located in the central locker system at the entrance or exit of mall which is 
used when the customer would like to get back his/her purchased items stored in the locker system. The 
dispatch station will have NFC reader connected to the system via USB interface. The NFC reader is used 
to read the information from the NFC tag built in the smartphone. When customer taps on it, the NFC 
reader only read the data whose status is “In Store” which is a valid data for shopping mall database and 
the data will be send to the shopping mall database which will in turn displays the complete information 
on screen. Status now of each entry change to “Delivered” once it is verified successfully by customer. 
While tapping, customer gets all the details on the UI showing “Verify and Exit Session” button. On 
pressing the button, the database in mobile is also get updated. 

 

Figure 3. Information popup and stored in smartphone application database at the time of collecting packet 
from Parcel Dispatch Station 
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 Service Outline 4
The service outline for this proposed solution is described in five steps as follows: 

Step 1: At the time of billing an item from a store, seller will ask the customer to avail the facility of 
locker system. If customer agrees to use the facility, Seller will enter the information (like the number of 
packets of the purchased item) and send it to the shopping mall server (database) which has the 
information about the available lockers at the parcel dispatch station and will generate a locker number 
depending on the packet classification and the number of packets. Corresponding to the generated 
locker number, details of number of packets, cash memo id and status will be stored in the shopping 
mall database. The status information would be set as “In Store”, which means the packets are stored in 
parcel dispatch station. 

Step 2: Customer will be asked to tap the NFC enabled smartphone to the reader placed at the 
checkout counter of the store. It will automatically activate the locker system application, which is 
specifically developed for this service, if it is pre-installed on the smartphone or else it will show the 
direction to the customer to download and install the application using Wi-Fi. 

Step 3: While tapping on the reader, the reader writes the details of locker number on the application 
in the phone as well as displays it on the screen. 

Step 4: After locker number gets stored in the phone and the details are verified by the customer, 
seller will deliver the packets to the parcel dispatch station and customer can move ahead to other 
stores for further shopping. 

Step 5: When the customer approaches the parcel dispatch station while exiting the mall, customer will 
be directed to touch the smartphone on the reader placed at the counter; reader will then read the 
captured data from the application and send it to the database for verification. Database in return sends 
the information about the valid entries and displays it on the screen. The displayed data will have cash 
memo id and all the locker numbers assigned to the customer from all the stores of the shopping mall 
for the purchased items. Now this time the status of the items is updated from “In Store” to “Delivered”. 
Customer can collect the packets and verify the items. In case of any mismatch, cash memo id can be 
used as a reference to track the item. 

Special Case: There can be a situation when customer mobile device may be temporarily un-
operational. For e.g., the battery may be drained or the mobile application is not responding or even the 
NFC reader at the parcel dispatch station has some issue. In such cases customer can use the cash 
receipts of purchased items to retrieve them back from parcel dispatch station. After collecting the 
packets, the “Status” information of the entries in the shopping mall database is updated from “In 
Store” to “Delivered”. But the status of the corresponding entries in the customer’s mobile application 
database will be unchanged as “In Store”. So, the next time customer uses his mobile phone to avail 
locker facility and use the mobile device to retrieve packets from parcel dispatch station, the database 
of mobile device application is updated and bring in sync with the shopping mall database. Alternatively, 
Customer can even update his mobile database later on while connecting it to the server. 
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Figure 4. Solution Architecture- Locker Generation at store checkout counter 

 

There are several benefits to customers of using this central locker system solution in shopping mall: 

• Security of their purchased products. 
• Organization (no more token lost!). 
• Record Keeping. 
• Minimize time consumed for depositing packets at store locker system while entering or exiting 

store. 
• Eliminate chances of even losing purchased item inside mall. 
• Get rid of the overhead of carrying packet in hand while roaming inside the mall. 

As for the shopping mall retailers, it offers few useful benefits: 

• NFC reader can be easily integrated with any POS (point of sale) system. 
• Reduce Locker system installation at each store. 
• Reduce Man-power also. 
• Provide better service quality to customer. 
• Allow them to convert their casual customers to loyal customers. 

 Conclusion 5
Customers like to visit stores that offer something different. If it is something that makes life more 
convenient for them, then they are more likely to revisit such a store [12]. This is exactly NFC technology 
offers in this paper. This paper presents an easy and convenient solution to customers for not carrying 
any purchased items in hand and storing it safely, while inside the mall. It has a very minimal customer 
interaction only, i.e., just a tap on the NFC reader. It will help to keep the track of items purchased from 
the shopping mall. It involves a lot of work for the shopping mall management at the backend to 
maintain the database and to have a large locker system area with the locker system of each and every 
store maintained separately at central locker system to easily retrieve the stored item back. It also poses 
a challenge to deliver packet from store to parcel dispatch station. The design of central locker system 
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as well as delivering of packet to dispatch station is completely shopping mall specific. For customer, it’s 
just to download the application in their smartphone and use it while stepping inside the mall. This 
would even show many advantages to business sector also in terms of cost reduction, reducing man 
power, better space utilization, i.e., one central locker system instead of having locker system as each 
and every counter. This solution presents a win-win situation for both retailers and customers as far as 
benefits are concerned. For future work, this solution can be further used to support marketing and 
promotions. It can be used to integrate coupons, offers and loyalty programs which can be sent to 
customer’s smartphone while using this service based on their past purchases. It does not require any 
other customer signup or registration or any overhead. With the emergence of NFC technology in 
Smartphones and its applications in the service sector business; this solution can further improve the 
usability of these systems and provide flexibility to the shopping mall management system to improve 
service experiences using the solution framework. 

 

Figure 5. Solution Architecture- Parcel Dispatch Station 
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ABSTRACT   

In the recent years and with the multiplication and miniaturization of telecommunications systems and 
their integration in restricted environments, such as Smart-phones, tablets, cars, airplanes, and other 
embedded systems.  The design of compact multi-bands and Ultra Wide Band (UWB) antennas becomes 
a necessity.  One of the interesting techniques to provide this kind of antenna is the use of fractal 
structures.  

Keywords: Fractal antennas, Broad-Band antennas, Ultra Wide Band Antennas, Multi-Band antennas, 
wireless communications. 

 Introduction 1
The numerous applications of telecommunication to the advances of technology have necessitated the 
exploration and utilization of most of the electromagnetic spectrum. Also, the advents of broadband 
systems have demanded the design of broadband and multi-band antennas. In addition, the use of 
simple, small, lightweight, and economical antennas, designed to operate over the entire frequency 
band of a given system, would be most desirable. In recent years, one of the techniques used to design 
this kind of antenna is the use of the fractal structures. 

The term “Fractal” means linguistically “broken” or “fractured” from the Latin “fractus.” This term was 
created by Benoît MANDELBROT 40 years ago in 1974.  

Fractals are geometric shapes, which cannot be defined using Euclidean geometry, are                          
self-similar and repeating themselves on different scales like clouds, mountains, coasts, lightning, etc. [1, 
2]. 

The fractal geometry has been applied to many fields such as: 

• Medicine: structure of the lungs, intestines, heartbeat, 
• Meteorology: clouds, vortex, ice, rogue waves, turbulence, lightning structure, 
• Volcanology: prediction of volcanic eruptions, earthquakes. 
• Astronomy: the description of the structures of the universe, craters on the Moon, distribution 

galaxies. [3]. 
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Also, fractal geometry has been used in the electromagnetic, and especially in the design of antennas. 
Several studies have adopted fractal structures and showed that this technique can improve the 
performances of the antenna and it is one of the techniques to design antennas with multi-band and 
broad-band behavior [4]. 

In this paper, we give some generalities of fractal geometries and their dimensions, after that, we 
describe some linear fractal geometries such as KOCH, SIERPINSKI, DRAGON, TREE, CIRCULAR, CANTOR 
SET, HILBERT, MINKOWSKI, and finally we discuss the applications of these geometries and their 
performances in the design of the miniaturized antennas.  

 The Fractal Dimension 2
Usual dimensions used are integer values. For example, the dimension of the line is 1; the dimension of 
a cube is 3.  For fractal geometries, the dimension used is not necessarily integer value, but we use 
HAUSDORFF dimension [5]. A fractal consists of smaller replicas of itself. Its HAUSDORFF dimension can 
be calculated as follows: 

)ln(
)ln(

h
nd =                                                                           (1) 

With: the fractal consists of (n) copies whose size has been reduced by a factor of h. 

Here is an example of calculating a HAUSDORFF dimension of KOCH Fractal. 

Iteration 0:   Construction of iteration1        

Iteration 1:  Construction of iteration 2     

Iterations 2:  

Figure 1: Construction of KOCH fractal iterations 

As shown in the figure 1, the geometry of the first iteration is made by four copies of the basic geometry 
(iteration 0), so n =4. Also, the lengths of the segments making up the geometry of the first iteration, are 
reduced by a factor of 3, so h = 3.   

The HAUSDORFF dimension of KOCH Fractal is: 

26.1
)3ln(
)4ln(
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)ln(

===
h
nd                                                              (2) 
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 Types of Fractals 3
Fractals are classified among three major categories. 

• Linear: based on the iteration of linear equations (HILBERT, KOCH, SIERPINSKI, Dragon ...), 
• Nonlinear: based on the iteration of complex numbers (MANDELBROT, JULIA ...), 
• Random: based on the introduction of a random parameter in the iteration to obtain irregular 

shapes (such as mountains or clouds) 

 Linear Fractal Geometries 4
In this section we study the famous fractal geometries, the methods used for the generation of different 
iterations and calculating their Hausdorff dimensions. 

4.1 The KOCH Structure 
This structure was invented by the Swedish mathematician HELGE VON KOCH in 1906 before the 
invention of the term "fractal". There are several variations of this structure: 

 The KOCH Curve 4.1.1

As shown in Figure 2, the construction of this curve is made from a segment by applying the following 
steps:  

1. The segment is divided into three segments of equal length.  
2. An equilateral triangle whose base is the middle segment of the first stage is constructed.  
3. Segment which was the base of the triangle of the second step is eliminated.  

After these three steps, the resulting object has a shape similar to a cross section of a witch hat. 

 

Figure 2: the 4 iterations of the KOCH Curve 

 The KOCH snowflake 4.1.2
The procedure to build the Koch snowflake is the same as that used for the construction of the KOCH 
curve except that the base is a triangle, which means that the procedure is repeated three times for 
each iteration (Figure 3). 

The HAUSDORFF dimension of the KOCH structure is given by the equation (2). 

 

 

Figure 3: the 4 iterations of the KOCH Snowflake 
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4.2 The SIERPINSKI Structure 
This structure was invented by Polish mathematician SIERPINSKI. There are several variations of this 
structure: 

 The SIERPINSKI triangle 4.2.1

The construction of this triangle is made from a solid equilateral triangle and applying the following 
steps: 

a) An equilateral triangle is built and will be taken as a base. 
b) Subdivide it into four smaller congruent equilateral triangles and remove the central one. 
c) Repeat step 2 with each of the remaining smaller triangles. 

The Figure 4 shows the first four iterations of the SIERPINSKI triangle. 

 

 

 

 

Figure 4: the 4 iterations of the SIERPINSKI Triangle 

The HAUSDORFF dimension of the SIERPINSKI Triangle is given by the equation (3). 

581
2
3 .
)ln(
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===
h
nd                                                               (3) 

 The SIERPINSKI carpet 4.2.2

The construction of this structure is made from a solid square and applying the following steps: 

a) The square is cut into 9 congruent sub-squares in a 3-by-3 grid 
b) The central sub-square is removed. 
c) The same procedure (1 and 2) is then applied recursively to the remaining 8 sub-squares. 

The Figure 5 shows the first four iterations of the SIERPINSKI Carpet. 

 

 

 

 
 

Figure 5 : the  4 iterations of the SIERPINSKI Carpet 

The HAUSDORFF dimension of the SIERPINSKI Carpet is given by the equation (4). 
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4.3 The Dragon structure 
The dragon's name comes from the fact that, for high iterations, the shape of the structure is close to 
that of the Dragon. The construction of this structure is made from a simple line and applying the 
following steps: 

a) For the first iteration (Figure 6) 

 

 

 

 
 

Figure 6: Generation of the first iteration of the Dragon structure 

• We move from the segment [AB] to the segment [AA1]  by a rotation with the centre A and 

the angle 
4
π

  followed by a scaling whose center is  A and ratio 
2
2

 ; 

• We move from the segment  [AB]  to the  segment [A1B] by a rotation with the center B and 

the angle 
4
π

−   followed by a scaling whose center is B and ratio  
2
2

 ; 

b) For the other iterations, we apply the same procedure on each segment. The figure 7 shows the 
iterations and the 20th iteration of the DRAGON structure. 

 

 

 

 

Figure 7: the four first iterations and the 20th iteration of the DRAGON structure 

The HAUSDORFF dimension of the DRAGON structure is given by the equation (5).    
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4.4 The Tree Structure 
This structure has the same shape of a Tree; there are several kinds of this structure: 

 The Tree 4.4.1

To generate this kind of fractal structure, we apply the following steps: 
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1. For the initiator or “iteration 0”, the structure has 3 branches, the vertical one is the “parent” 
the 2 others are the “Childs” with an inclination ( θ). 

2. At each iteration, the same shape is generated with a reduction factor “h” (Figure8). 

 

 

 

 
 

Figure 8: The three first iterations of the TREE Fractal structure  

The HAUSDORFF dimension of the Tree structure is given by the equation (6).    

)ln(
)ln(
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)ln(

hh
n
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4

==                                                                    (6) 

If the reduction factor h=2, the HAUSDORFF dimension is given by the equation (7). 
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 The H-Tree 4.4.2

The H-TREE geometry is a modified Tree geometry with the same concept (Figure9). The initiator is a 
structure like the letter “H”. On each iteration, we create 4 copies of the previous iteration with a 
reduction factor “R”. 

 

 

 

 
 

Figure 9: the three first iterations of the H-TREE Fractal structure 

 

For the H-TREE structure, the HAUSDORFF dimension is given by the equation (8). 

ln(R)
ln(n)d =

                                                                          (8) 

If the reduction factor R =2, the HAUSDORFF dimension is given by the equation (9). 

2===
ln(2)
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ln(R)
ln(n)d                                                              (9) 
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 PYTHAGORE Tree  4.4.3

This structure is constructed with squares. It is named “PYTHAGORE” because each triple square in 
touch creates a right triangle. To construct this fractal structure, we apply the following steps: 

1. we built a simple square, 

2. On this square, we construct two other squares, each one is smaller by a factor of
2
2

, such as 

the corners of the squares are in contact. 
3. The procedure is applied recursively to each square, to infinity. 
4. The figure 10 shows the three iterations of the PYTHAGORE Tree Structure. 

 

 

 

 

 

Figure 10: the three first iterations of the PYTHAGORE Tree Structure 

The HAUSDORFF dimension for the PYTHAGORE Tree Structure is given by the equation (10). 
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4.5 The circular structure “APOLLONIUS circle” 
This structure was invented by the Greek mathematician APOLLONIUS of Perga. Apollonius circles are 
tangent to one over other. 

For the construction of this geometry the following steps are followed: 

1. We begin with three circles C1, C2 and C3 of any size, each of which is tangent to the others. 
2. According to Apollonius, there are two other circles which do not intersect, C4 and C5, which 

have the property of being tangent with the original three circles - these were called Apollonius 
circles. 

3. To construct the other circles, each time we take 3 tangent circles and we repeat the step 2. 

The Figure 11 shows some iteration of the APOLLONIUS Circles. 

 

 

 

 

 

Figure 11: APOLLONIUS Circles 
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The HAUSDORFF dimension for the Apollonius Circles Structure is 1.3 [6]. 

4.6 CANTOR Set 
CANTOR Set was invented by the German mathematician Georg CANTOR. It is built iteratively from the 
segment [0, T] by removing a central portion (a third for example); then the operation is repeated on the 
remaining two segments, and so on. The figure 12 shows the 6 first iterations of the Cantor set structure. 
 

 

 

 

 

 

 
 

Figure 12: the 6 first iterations of the CANTOR SET structure 

The HAUSDORFF dimension of the CANTOR Set fractal is given by the equation (11):     
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Where 1/α is the remaining part of the initial length of the first iteration.  

In the example (figure 12),  α =3. 

So the HAUSDORFF dimension is given by the equation (10).     
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4.7 The HILBERT curve 
The Hilbert curve is described for the first time by the German mathematician David Hilbert in 1891 [7]. 
The Hausdorff dimension is 2 and the method of construction is described in Figure 13 [8]. 

 

 

 

 

 

Figure 13: the first four iterations of the HILBERT Curve Structure 
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4.8 The MINKOWSKI Curve 
This curve was invented by the German mathematician Hermann MINKOWSKI. The generation of this 
fractal is described in Figure 14. 

 

 

 

 

 

 

Figure 14: the first three iterations of the MINKOWSKI Curve Structure 

The HAUSDORFF dimension of the MINKOWSKI curve fractal is given by the equation 13. 
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 Fractal Antennas Geometries 5

5.1 Background of the study and issues 
With the proliferation and miniaturization of telecommunications systems and their integration in 
restricted environments, such as Smart-phones, tablets, cars, airplanes, and other embedded systems.  
The design of compact multi-bands and Ultra Wide Band (UWB) antennas becomes a necessity.  

For designing this kind of antennas, two techniques are used:  

a) Designing multi-bands antennas operating in several frequencies bands.  Several studies have 
been made to design this kind of antennas by using fractal geometries or adding slots to the 
radiating elements [9]-[14]. 

b) Designing UWB antennas operating in the frequencies bands exceeding 500MHz or having a 
fractional bandwidth of at least 0.20, UWB wireless communication occupies a bandwidth from 
3.1 to 10.6 GHz (based on the FCC "Federal Communication Commission") [14]-[22].  

According to our literature searches, the use of fractal antennas allows to have multi-band and Broad-
Band behavior. 

5.2 The use of the fractal antennas 
Several fractal geometries have been adopted to design fractal antennas including: the KOCH curve, the 
KOCH snowflake, the SIERPINSKI triangle, the SIERPINSKI carpet and other structures. 

 The KOCH structures 5.2.1

• Wire antennas 
The KOCH curve was used for the design of wire antennas with good performances. In 2000, PUENTE 
demonstrated that we can improve the efficiency of the antennas by increasing the number of iterations 
[23]. In 2002, BEST confirmed that the resonance frequency and the radiation resistance decrease when 
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we increase the number of iterations while maintaining a fixed length of the structure [24]. In 2003 and 
2004, VINOY demonstrated that the dimension of the fractal geometry affects the resonance 
frequencies. For each dimension, the relationships between the resonance frequencies are unchanged 
even if the number of iterations increases [25-26].  

• Patch antennas 
The KOCH curve was used also for the design of patch antennas. In fact, it was used for the construction 
of the radiating elements, or for the setup of the slots on the radiating elements, or for the design of the 
ground planes. 

In 2007, SUNDARAM used the KOCH curve to design slots on a patch antenna, increasing the number of 
iterations; we decrease the resonant frequencies without increasing the size of the patch. This 
technique is a way to miniaturize the antennas. The figure 15 shows the structure of the proposed 
antenna and its measured return loss [27]. 

                                             

                    (a) The structure of the proposed antenna                      (b) The measured return loss 

Figure 15: the structure and the measured return loss of the proposed antenna by SUNDRAM [27] 

In 2008, CHEN designed a patch antenna using the KOCH and SIERPINSKI structures with a lower 
resonant frequency and a largest bandwidth compared to the traditional patch antenna [28].  Also, 
ANGUERA presented the performances of a patch antenna based on a KOCH fractal structure [29].  
KRISHNA and PATNAM used the KOCH structures in the CPW-fed patch ground plane antennas and have 
increased the bandwidth and decreased the resonant frequencies of the antennas [30]-[31].  The figure 
16 shows the proposed antenna by CHEN, ANGUERA, KRISHNA and PATNAM. 

        

             (a)                                         (b)                                  (c)                                   (d) 

Figure 16: the structures proposed by (a) CHEN (b) ANGUERA (c) KRISHNA  (d) PATNAM [28]-[32] 

In 2009, KRISHNA has designed another patch antenna having a KOCH structure on the ground plane 
with an Ultra Wide Bandwidth and a high gain. The figure 17 shows the structure of the proposed 
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antenna, the return loss versus the frequency and versus the iterations number, the gain and the 
efficiency versus the frequency [32].  

           
(a)                                                                     (b)                                                                              (c) 

Figure 17: the structures proposed by KRICHNA (a), the return loss versus the iteration number and versus the 
frequency (b), the gain and the efficiency of the proposed antenna (c) [32] 

In 2010, BIN YOUNAS presented a patch antenna with a high directivity. The resonant element and a slot 
are designed with the KOCH curve [33].  YUSOP used the KOCH structure for the design of an antenna 
fed by induction and has achieved an important gain [34]. The figure 18 shows the structures proposed 
by BIN YOUNAS and YUSOP. 

             

Figure 18: the structures proposed by BIN YOUNAS (a), and by YUSOP (b) [33]-[34] 

In 2011, ISMAHAYATI presented a comparative study between the performances of a simple monopole 
antennas and a KOCH monopole structure. The last one presented a multi-band and broad-band 
behavior [35]. The figure 19 shows the two structures and the comparison of the return Loss versus the 
frequency for the two structures. 

                 
                                                       (a)                                        (b)                                                        (c) 

Figure 19: the structures proposed by ISMAHAYATI, (a) Simple Monopole (b) KOCH Monopole, and (c) the 
comparison of the return Loss versus the frequency for the two structures [35] 

In 2012, DAOTIE LI combined the two structures BOW-TIE and KOCH. This antenna presents a multi-band 
and wide-band behavior [36]. The figure 20 shows the structure of the proposed antenna and the return 
loss of the antenna versus the frequency versus the iterations number.  
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(a)                                                                (b) 

Figure 20: the structure proposed by DAOTIE LI (a) and its return loss versus the frequency and versus the 
iterations number [36] 

Also, DONG LI presented a miniaturized patch antenna as a structure KOCH 2nd iteration with significant 
gains and a wide bandwidth [37]. The figure 21 shows the structure proposed by DAOTI LI, the simulated 
and measured return loss, and the simulated and measured gain. 

                     
                                            (a)                                                      (b)                                                               (c) 

Figure 21: the structure proposed by DAOTIE LI (a), the simulated and measured return loss versus the frequency 
(b), and the simulated and measured gain [37] 

In 2013, JEEMON combined the two structures KOCH and SIERPINSKI to design a miniaturized antenna 
for UWB applications and for WIMAX and WLAN applications [38].  

In 2014, REDDY designed a patch antenna with a first iteration KOCH curve borders. This structure 
performed a high gain and it is operational for WIMAX and WLAN applications [39]. The figure 22 shows 
the structures proposed by JEMON and REDDY. 

             
                                                                                (a)                                                           (b)                                                                   

Figure 22: the proposed antennas by JEEMON (a), and REDDY (b) [37]-[39] 

Also REHA studied the behavior of a CPW-Fed KOCH SNOWFLAKE Fractal Antenna for UWB Wireless 
Applications and demonstrated that increasing the number of iterations allows obtaining a low profile 
antenna with a high gain, a multi-band and a broad-band behavior [14]. The figure 23 shows the 
structure studied and the gain of the antenna versus the frequency and the iterations number. 
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                                                              (a)                                                                                         (b)                                                                   

Figure 23: the antennas studied by REHA (a), and the simulated gain versus the frequency and the iterations number (b) [14] 

 The SIERPINSKI structures 5.2.2

• SIERPINSKI triangles 
In 1998, BORJA has implemented a patch antenna using SIERPINSKI triangle network and has obtained a 
multi-band antenna by incorporating more iteration [40]. Also, PUENTE has modeled the behavior of this 
kind of fractal antennas [41]. 

In 1999 GONZALEZ studied experimentally the distribution of currents in a SIERPINSKI fractal antenna 
and demonstrated that this distribution follows the principle of self-similarity [42]. In 2000, he predicted 
this kind of antenna when the flare angle is modified [43]. The figure 24 shows the structure studied by 
BORJA, PUNTE, and GONZALEZ. 

 

Figure 23: the antenna studied by BORJA, PUNTE, and GONZALEZ [41] 

In 2004, KITLINSKI confirmed the results found previously and improved the behavior of the SIERPINSKI 
fractal antenna by adopting the CPW-feeding technique [44]. SONG studied the behavior of these 
antennas by leaving only half of the antenna and adding short circuits. This technique allows 
miniaturization while maintaining the same performance of the complete antennas [45]. The figure 24 
shows the antennas studied by KITLINSKI and SONG. 

          
                                                                    (a)                                                                      (b) 

Figure 24: the antennas studied by KITLINSKI (a), and SONG (b) [44]-[45] 
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In 2006, ANGUERA set up the SIERPINSKI fractal antenna on several layers of substrate and designed a 
multi-band antenna operating for all mobile networks 2G-4G with good performances [46]. The figure 
25 shows the proposed structure and its return loss. 

                
                                                                      (a)                                                                                                  (b) 

Figure 25: the structure proposed by ANGUERA (a) and its return loss versus the frequency (b) [46] 

In 2007, HWANG and VEMAGRI have developed semi-SIERPINSKI fractal antennas respectively for UHF-
RFID (Ultra High Frequency - Radio Frequency Identification) and mobile networks 2G-4G [47-48]. The 
figure 26 shows the structures proposed by HWANG  and VEMAGRI . 

              
                                                                          (a)                                                                                    (b) 

Figure 26: the structures proposed by HWANG (a) and VEMAGRI (b) [47]-[48] 

In 2009, KRZYSZTOfiK presented a modified and miniaturized SIERPINSKI Fractal structure to cover the 
two ISM (Industrial, Scientific and Medical) bands (2.4 and 5.2 GHz) with better performance compared 
to traditional structures [49]. 

In 2011, SOH has setup the SIRPINSKI structure in a PIFA (Planar Inverted F Antenna) for IEEE 802.15 
WPAN LR (Low Rate Wireless Personnal Area Network) applications [50]. 

In 2013, VIANI has changed the basic structure of the SIERPINSKI geometry and has designed an antenna 
with high gains for LTE and WiMAX applications [51]. The figure 27 shows the structures proposed by 
KRZYSZTOfiK, SOH and VIANI. 

                      
                                                (a)                                                          (b)                                                         (c) 

Figure 27: the structures proposed by KRZYSZTOfiK (a), SOH (b), and VIANI [49]-[51] 
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• SIERPINSKI Carpet 
In 1999, Werner showed the effect of the iterations number on the behavior of fractal antennas in 
general and in particular of the SIERPINSKI Carpet fractal structure [52]. 

In 2004, Ban-Leong OOI proposed a modified SIERPINSKI carpet structure to improve the bandwidth and 
the gain compared to a standard SIERPINSKI structure [53]. 

In 2008, GHATAK proposed other changes to the standard SIERPINSKI carpet structure to adapt it to 
wireless networks IEEE 802.11a / b WLAN and HyperLAN2 applications with a good efficiency [54]. The 
figure 28 shows the proposed structure, its return loss, its gain and efficiency versus the frequency. 

In 2010, ANGUERA has designed a 3D SIERPINSKI carpet antenna for WiFi, 2G, 3G, WIMAX, and 
Bluetooth applications, with very high gains and good efficiency [55]. The figure 29 shows the proposed 
structure, its return loss, and its efficiency versus the frequency. 

   
                                            (a)                                                      (b)                                                           (c) 

Figure 28: the structure proposed by GHATAK (a), its return loss (b), its gain and efficiency versus the 
frequency(c) [54] 

 
                                       (a)                                                      (b)                                                                   (c) 

Figure 29: the structure proposed by ANGUERA (a), its return loss (b), and its efficiency versus the frequency (c) [55] 

In 2011, ORAIZI combined the SIERPINSKI Carpet structure with the GIUSEPE PEANO structure. The 
result is a miniaturized Ultra Wide Band antenna, with high efficiency and high gain [56]. The figure 30 
shows the proposed structure, its return loss, and its gain versus the frequency. 

          
                                                     (a)                                                           (b)                                                    (c) 

Figure 30: the structure proposed by ORAIZI (a), its return loss (b), and its gain versus the frequency (c) [56] 
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In 2013, BISWAS has set up the SIERPINSKI Carpet structure on the circular patch antenna and fed by a 
microstrip line and having slots on the ground plane. This new structure allowed having an Ultra 
Wideband behavior with significant gains [57]. The figure 31 shows the proposed structure, its return 
loss, and its gain versus the frequency. 

     
                                                         (a)                                                      (b)                                                           (c) 

Figure 31: the structure proposed by BISWAS (a), its return loss (b), and its gain versus the frequency (c) [57] 

  The Tree Structure 5.2.3

In 1986, according to our literature searches, KIM has published the first paper on the fractal antennas 
and especially on the random tree fractal antennas [58].  

In 1999, WERNER studied the effect of iterations number on the behavior of fractal antennas in general 
and in particular of the Tree structures [59].  

In 2004, PETKO studied the 3D TREE Fractal antennas and found out the relationship between the 
geometry parameters and the performances of this kind of fractal structures [60]. 

 In 2009, He studied the array of TREE Fractal antennas and he demonstrated that we can have better 
results with this technique [61].  

In 2011, POURAHMADAZA created a modified patch antennas fed by microstrip lines and having the 
shape of “PYTHAGORE TREE”. He demonstrated that by increasing the number of iterations we can have 
miniaturized antennas with more resonance frequencies, an Ultra Wideband behavior, good efficiency 
and better matching [62]. The figure 32 shows the proposed structure, its return loss, and its gain versus 
the frequency. 

 

      
                                  (a)                                                      (b)                                                                          (c) 

Figure 32: the structure proposed by POURAHMADAZA (a), its return loss (b), and its gain versus the frequency 
(c) [62] 
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In 2013, DUMOND studied experimentally the Random 2D-TREE fractal antennas and he demonstrated 
that with this kind of structures, we can have antennas with good performances, multi-band and UWB 
behavior [63].  

      
                                                                            (a)                                                          (b)                                          

Figure 33: the structure proposed by DUMOND (a) and its return loss (b) [63] 

Also, NASER-MOGHADASI, has introduced a miniaturized TREE fractal structure operational for all the 
UWB applications, he set up also parasite elements in order to eliminate some frequencies bands [64]. 
VARADHAN proposed a Tri-bands TREE fractal antenna for The RFID applications [65]. LIU proposed 
another structure with a high gain for the UHF-RFID, this antenna is composed of a traditional patch and 
another layer composed of a four TREE fractal elements [66]. The figure 34 shows the proposed 
structures by -MOGHADASI, VARADHAN, and LIU. 

              
                                             (a)                                                          (b)                                                                               (c)                                 

Figure 34: the proposed structures by NASER-MOGHADASI (a) , VARADHAN (b), and LIU (c) [64]-[65] 

 The circular Structures 5.2.4

• Apollonius circle  
In 2008, CHANG proposed two Apollonius circles antennas with very high gains and a multi-band 
behavior [67]. The figure 35 shows the proposed structures and its return loss for the λ/2 and λ/4 design.  

  
                                      (a)                                                                (b)                                                                     (c)                                 

Figure 35: the proposed structures by CHANG (a), its return loss for the λ/2 design (b), and λ/4 design (c) [67] 
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In 2014, MUKHERJEE has set up a 3D Apollonius circles with high gain and a broad-band behavior [68]. 
The figure 36 shows the proposed structure, its return loss, and its gain.  

 
                                 (a)                                                           (b)                                                                                 (c)                                 

Figure 36: the proposed structure by MUKHERJEE (a), its return loss (b), and its gain (c) [68] 

• Other circular fractal structures 
Several studies have been made on the circular fractal geometries without being as Apollonius circles. In 
2006, DING has designed a circular fractal antenna fed by a microstrip line, combining circles and 
triangles as shown in Figure 37. The proposed antenna is a small structure, broad-band and can be used 
in UWB applications [69]. 

  
                                                       (a)                                                                                            (b)                 

Figure 37: the circular fractal structures proposed by DING (a) and its the return loss (b) [69] 

In 2008, as shown in Figure 38, KUMAR proposed the same modified structure. The proposed structure 
is a miniaturized antenna with multi-band behavior and a high gain [70]. 

 

Figure 38: the circular fractal structure proposed by KUMAR [70] 

In 2010, Kumar proposed another circular fractal antenna (Figure 39). The proposed structure provides a 
broad-band behavior. The setup of the slots on the microstrip line allows the reject of some frequencies 
bands [71]. The figure 39 shows the proposed structure and its return loss with and without the slot. 

  
                                                                       (a)                                                                       (b) 

Figure 39: the circular fractal structure proposed by KUMAR [71] 
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In 2012 MOHAMMADSHAH has proposed the circular fractal structure shown in the Figure 40. The 
proposed structure is a broad-band antenna, operational from 2 to 21GHz with a good efficiency [72].  

 
Figure 40: the circular fractal structure proposed by MOHAMMADSHAH [72] 

In 2014, REDDY has studied the effect of the introduction of the semicircular fractals on the edges of a 
patch antenna as shown in Figure 41. The proposed structure provides important gains for WiFi, WiMAX 
and WLAN applications [73]. 

    

Figure 41: the circular fractal structure proposed by REDDY [73] 

  The MINKOWSKI curve 5.2.5

In 2002 and 2003, GIANVITTORIO and BEST have studied the effect of iterations number on the 
resonance frequencies number. They showed that for the MINKOWSKI curve wire antennas, the number 
of resonant frequencies increases by increasing the number of iterations [74-75]. 

In 2009, MAHATTHANAJATUPHAT has designed a modified patch antenna with MINKOWSKI Curve on 
the borders of the radiating element for UMTS, WLAN and WIMAX applications [76]. The figure 42 
shows the proposed structure and its return loss. 

         
                                                                        (a)                                                                  (b) 

Figure 42: the structure proposed by MAHATTHANAJATUPHAT (a) and its return loss (b) [76] 

In 2011, CHEN has designed a modified patch antenna by MINSOWSKI curve to reduce the RCS (Radar 
Cross Section) [77].  Also, MORAES has studied the difference between a square patch and a triangular 
patch antenna. The antennas have been optimized to have initially the same resonant frequency. The 
introduction of MINKOWSKI curve contour allows having lower resonance frequencies compared to the 
introduction of KOCH curve contour [78]. 
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In 2012, NAJI has studied a patch antenna with Proximity-coupled feed, modified by a lot of MINKOWSKI 
curve contour configurations. The proposed structures are very miniaturized, with an important gain, 
and operational for 5.8GHz-RFID applications [79-80]. 

In 2013 and 2014, LATA, DHAR, AHMAD, SINGH AND ANCY have proposed patch antennas with modified 
contours with a MINKOWSKI curve. These structures have a Multi-band and a broad-band behavior [81]-
[85]. The figure 43 shows the structures proposed. 

 
                                  (a)                                              (b)                            (c)                                      (d)                          (e) 

Figure 43: the structures proposed by LATA (a), DHAR (b), AHMAD (c), SINGH (d), and ANCY (e) [81]-[85] 

 The HILBERT Curve 5.2.6

In 2003, GONZALEZ-ARBESÚ has studied the parameters and the behavior of 2D and 3D HILBERT curve 
wire antennas [86]. 

In 2006, MURAD has developed a modified patch antenna using the Hilbert curve. The proposed 
antenna is a miniaturized structure for the 2.45GHz RFID applications [87]. 

In 2010, SANZ has studied the difference between the spiral wire antennas and the wire antennas based 
on the Hilbert geometries.  He has showed that this second structure provides a higher bandwidth [88].  
The figure 44 shows the studied structures and its VSWR (Voltage Standing Wave Ratio). 

       
      (a)                                                    (b) 

Figure 44: the studied structures by SANZ (a) and its VSWR (b) [88] 

HUANG has set up a PIFA antenna based on a HILBERT structure, operational for the 2.4GHz applications 
[89]. The figure 45 shows the proposed structure and its return loss. 

 
                                                                                            (a)                                                               (b) 

Figure 45: the proposed structure by HUANG (a) and its Return Loss (b) [89] 
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In 2012, SUGANTHI has studied some modified patch antennas based on the HILBERT structure. The 
proposed antennas are operational for medical applications [90]. The figure 46 shows the proposed 
structure and its return loss. 

 
                                                                       (a)                                                               (b) 

Figure 46: the proposed structure by SUGANTHI (a) and its Return Loss (b) [90] 

 CANTOR Set 5.2.7

In 2011, LI has designed a miniaturized and modified patch antenna fed by a microstrip line having a 
radiating element in the form of a CANTOR set. This structure is operational for UWB applications and 
having an important gain except for the 5 - 6.3GHz.applications [91]. The figure 47 shows the proposed 
structure, its VSWR, and its gain. 

   
                                                       (a)                                                 (b)                                                  (c) 

Figure 47: the proposed structure by LI (a), its VSWR (b), and its gain (c) [91] 

Also, SRIVATSUN has proposed the modified CANTOR set structure with for MICS (Medical Implant 
Communication Service) applications [92]. The figure 48 shows the proposed structure, and its return 
loss. 

 
                                                                                 (a)                                                (b) 

Figure 48: the proposed structure by SRIVATSUN (a), and its return loss (b) [92] 

In 2012, SRIVATSUN has the same structure for the IEEE 802.11b WLAN applications, 802.15, PCS, GSM, 
DCS, IMT, UMTS, Wi-Fi, and WLAN with good performances [93]. The figure 49 shows the proposed 
structure and its return loss. 
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                                                                                (a)                                                                 (b) 

Figure 49: the proposed structure by SRIVATSUN (a), and its return loss (b) [93] 

 Conclusion 6
In this paper, some generalities of fractal geometries and their dimensions are presented. We have 
described also some linear fractal geometries such as KOCH, SIERPINSKI, DRAGON, TREE, CIRCULAR, 
CANTOR SET, HILBERT, MINKOWSKI, and we have discussed the applications of these geometries and 
their performances in the design of the miniaturized antennas.  

The common feature of all the presented works is that the fractal antennas allow a Broad-Band and a 
Multi-band behavior. Also, the fractal antenna allows having miniaturized antennas with good 
performances.  

In fact, for the KOCH fractal structures, the wire antennas allows a multi-bands behavior, the 
combination with the patch antennas decreases the resonant frequencies and the introduction of the 
CPW feeding allows a Broad-Band behavior. For the SIERPINSKI fractal structures, the patch antennas 
allows having a multi-band behavior, also, the introduction of the CPW feeding allows a broad-Band 
behavior. For the TREE fractal structures, we can have multi-band antennas. The use of PYTHAGORE 
TREE structures allows having broad-band antennas.  The Circular fractal structures allows having a 
multi-band behavior, the use of 3D structures allows having a broad-band antennas with a high gains.  
The use of MINKOWSKI fractal structures, allows having a multi-band and broad-band antennas. For the 
HILBERT fractal structures, we can have multi-band antennas. For the CANTOR set fractal structures, we 
can design broad-band antennas. 

According to our literature search, it is clear that some have been extensively used such as KOCH, 
SIERPINSKI and TREE structures, other structures were rarely used such as CIRCULAR structures, CANTOR 
Set, but some of them weren’t studied such as DRAGON, H-TREE structures.  Also, several studies have 
combined two fractal structures or have modified the original fractal structures. 

In the next works, we will try to study the fractal structures that have never been studied such as 
DRAGON and H-Tree structures, and we will try also to study the performances of the fractal antennas 
on the networking configurations.  
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ABSTRACT   

Many end-to-end TCP implementations have been presented in the past decade. Despite that they used 
different methods to improve transport protocols over wireless networks; they mostly shared the same 
original TCP principles. TCP Westwood introduced a novel end-to-end bandwidth estimation 
mechanism. Nevertheless, it maintains the same slow start phase presented in TCP Reno. For the initial 
slow start phase, there is no safe slow start threshold value. In this paper, we propose to use the 
bandwidth estimation to calculate the initial slow start threshold value after the second round trip time. 
Furthermore, we introduce a faster state in which TCP increases the transmission rate once the link is 
underutilizing. As a result, the new proposed method shows better performance comparing to TCP 
Westwood, and TCP NewReno techniques.  

Keywords: TCP Westwood; Congestion Control; Slow Start; Slow Start Threshold, TCP Enhancement. 

 Introduction  1
TCP– Transmission Control Protocol is the most transport protocol used over internet. Inefficient TCP 
performance in wireless networks motivated a wide spectrum in research community to enhance its 
congestion control mechanisms. Several TCP variants have been introduced over the past decade to 
support different network technologies [5, 6]. These mechanisms can be classified into three main 
categories: a link level solutions (e.g. I-TCP, M-TCP, etc.), end-to-end solutions (e.g. Explicit Congestion 
Notification (ECN), TCP Westwood, TCP Casablanca, etc.), and split connection solutions (e.g. Forward 
Error Correction (FEC), Automatic Repeat Request (ARQ), and Hybrid ARQ (HARQ), etc.).  

TCP Westwood-TCPW presented a novel E2E bandwidth estimation mechanism by monitoring the rate 
of returning acknowledgments at the sender side [4]. TCPW inherent the basic TCP transmission control 
principles; flow control, congestion control, and error control mechanisms. The flow control tries to limit 
the transmission rate corresponding to the receiver’s buffer capacity. Whereas, the congestion control 
mechanisms tries to limit the transmission rate by the link capacity. Therefore, TCP uses a congestion 
window (cwnd) to limit the number of segments the sender can transmit whenever a new 
acknowledgment received. TCPW starts the connection in slow start phase. During this phase the sender 
increments its cwnd exponentially until cwnd equal to a predefined value called slow start threshold 
(ssthresh). After that, a congestion avoidance phase is started, during which the sender increments its 
cwnd linearly. Anytime a packet loss event occurs, TCP sets the ssthresh value to one half the cwnd and 
trigger the slow start again. For the initial slow start there is no safe ssthresh value. If the ssthresh value 
is too small, then the sender will immediately stops the exponential increment of the cwnd. Thus, it will 
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take long time to reach the optimal cwnd size using the Additive Increase/Multiplicative Decrease 
(AIMD) linear incrementing. On the other hand, using a large ssthresh value will aggressively increase 
the cwnd.  This as an effect causes more packet losses, unwanted retransmission events, and serious 
performance degradation.   

In this paper, we propose to modify the TCPW bandwidth estimation in order to properly set the 
ssthresh value for the initial slow start phase. In addition, we present a faster start phase in which the 
sender can rapidly increase its cwnd size to shorten the slow start phase.  

The rest of the paper is organized as follow; Section two presents a brief background study. We 
introduce our modifications in section three. Section four present a comparative simulation experiments 
to validate the proposed modifications. Then the conclusion is drawn in section five. 

 Background Study 2

2.1 Introduction 
TCP Tahoe introduced the first congestion control mechanism in 1988 [1], including slow start, 
congestion avoidance, and fast retransmit. A new modification to the Tahoe’s fast retransmit was 
presented in TCP Reno [2]. This modification used a fast recovery mechanism every time a fast 
retransmit procedure is triggered. Further modification to Reno is presented as TCP New-Reno [3]. TCP 
NewReno enhanced the fast retransmit mechanism in case of multiple packets lost from a single 
window.  

The poor performance of TCP over wireless networks innovate a wide spectrum of research community 
to develop new solutions [8]. Many TCP variants have been presented to overcome this issue. One novel 
End-to-End bandwidth estimation method known as TCP Westwood [4] was presented. TCPW monitors 
the rate of the returning acknowledgments at the sender side to obtain an estimation of the link 
bandwidth. Then TCPW uses the estimation to set the slow start threshold value after a loss event 
occurs. 

2.2 The Slow Start 
Slow start algorithm used to gradually increase the number of packets in transit. The implementation of 
the slow start is accomplished through defining two variables to control the transmission; the 
congestion window (cwnd) and the receiver advertized window (rwnd). The cwnd is the number of 
packets the sender can send before receiving an acknowledgment (ACK). While the rwnd is the amount 
of packets the receiver can buffer. The sender limits the sending rate to the minimum of the cwnd and 
rwnd values.  

To avoid congesting in the transmission links with large amount of data, TCP slowly probe the network 
capacity using slow start. Usually, TCP star transmission by cwnd=1 segment. During the slow start 
phase, the sender side increments cwnd by 1 segment for each ACK received. This exponential growth of 
cwnd ends when the cwnd exceeds the slow start threshold (ssthresh) value or when congestion 
observed.  When packet loss event detects the value of ssthresh set to half of the cwnd size, the cwnd 
sets to 1 segment, and the TCP sender starts the slow start again. Figure 1 shows the cwnd growth 
during slow start phase.  
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Figure 1: The Chronology of Slow Start [1] 

 The Modification 3
In this section we present a new method to properly set the ssthresh value in the initial slow start phase. 
Toward this end, we probe the link’s bandwidth by counting the bytes acknowledged between two 
sequences ACKs at the sender side. According to the following equation: 

1

*

k k

Acked SegmentSizeELC
t t −

=
−

 

Where LC is the link capacity and Acked is the number of packets acknowledge within every ACK. Then 
we use the moving average method to update the computed ELC every ACK received according to 
following formula: 

 

1(1 ) *i iELC ELC ELCα α −= − +  
Where α = 0.9.  

To get the ssthresh in a form of congestion window we use the following equation: 

*ssthresh ELC MinRTT=  
 
Where RTT is round trip time (the time when a packet is sent until the ACK is received). The computed 
ssthresh value will provide an accurate value for initial slow start threshold according to the link 
capacity. As seen, this value is not a constant number; however it varies according to the connection 
status. 

Furthermore, we proposed to use a state called the “Faster start” in which we can increase the cwnd 
according to a bandwidth utilization. Before sending new segment during the slow start, we check the 
values of the current cwnd and last round trip time. As following: 

• If the last RTT is less than or equal the estimated RTT, and cwnd less than the half of ssthresh, 
then cwnd = cwnd + (ssthresh DIV cwnd). 

• Else, cwnd =cwnd +1.  

The following section shows that, the new modifications improve TCPW congestion window and the 
throughput.  
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 Experiments and Analysis 4
The performance of the new modifications is assessed in this section. We use two performance metrics 
to evaluate the proposed modifications, throughput, and congestion window. We compare the results 
with TCPW and TCP NewReno. For a consistence comparison we use the same simulation scenario that 
had been conducted to present the original TCPW [4]. Network Simulator NS-3 is used to option the 
results, and gnuplot used to plot the graphs. 

4.1 Simulation Setup 
The topology used in this experiment is shown in Figure 2. A single source and sink connected via a gat-
way (PGW).  

 

Figure 2: Simulation Topology [4]. 

Two links, a source-PGW link labeled access link, and PGW-sink link labeled bottleneck link. The access 
link bandwidth is 10Mbps with propagation delay of 45ms, where the bottleneck link bandwidth is 
2Mbps with propagation delay of 0.01ms. The NS3’s built-in PointToPointHelper [7] is used to represent 
a point to point (P2P) connection between the source-PGW and the PGW-sink. To simulate the wireless 
lose channel we used the RateErrorModel [7] class to generate sending errors over the bottleneck link. 
Errors are assumed to follow random distribution. A BulkSendApplication [7] is used to generate a single 
traffic along the simulation period started at the source and ended at the sink. Table1 summarizes the 
simulation parameters.  

Table 1. Simulation parameters. 

Parameter Value 
Mobility Fixed Position 

Access link bandwidth 10Mb/s 
Access link Propagation Delay 45 ms 

Bottleneck link bandwidth 2Mb/s 
Bottleneck link Propagation Delay 0.01 ms 

Error model Uniform Error Model 
Packet Error Rate (PER) 0.005 

Application type Bulk Send Application 
Simulation time 5 seconds 

 

We used 5 seconds as simulation time to focus our results on the initial slow start phase. 

4.2 Simulation Results 
For the first experiment, we used the same parameters listed in table 1. We compared the congestion 
window of the new modification referred to as Petra, TCPW, and TCP NewReno. The result is plotted in 
Figure 3. 
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Figure 3:Congestion Window comparison. 

As can be observed from this figure, a bigger cwnd values is achieved for the new modification algorithm 
comparing to TCPW and TCP NewReno. Moreover, we can see how fast the new modification reaches 
the optimal cwnd that is just about 1.75 seconds. While TCPW reached its maximum cwnd at 4.75 
seconds, and TCP NewReno recorded a very small congestion window size. 

Next we evaluate the total throughput achieved using the new modification, TCPW, and TCP NewReno 
as a function of increasing bottleneck bandwidth size. The results are plotted in                Figure 4. The 
same network topology given above is also used. 

 

Figure 4: Throughput vs. bandwidth 

It is clearly seen that a better throughput is achieved with Petra comparing to TCPW and TCP New Reno. 
However, weird throughput degradation is noticed after the 4Mbps bandwidth for both TCPW and 
Petra. One reason of this weird behavior could be due to the increasing retransmission procedures that 
occurred as responses to loss events. Such weird behavior did not appear for small bandwidth sizes 
since infrequent packet losses occurred. 

The simulation experiments were extended to study the impact of various propagation delay values on 
the throughput. Figure 5 shows the total throughput values achieved by Petra, TCPW, and TCP New 
Reno over different propagation delay values started from 1ms to 60ms. The bottleneck bandwidth is 
set 2Mbps and the simulation period is set to 5 seconds. A BER of 0.005 is still used. 
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Figure 5: Throughput vs. Propagation delay 

Figure 5 shows better throughput values recorded using the new modification over the other 
implementations. As expected, the throughput is decreased as the propagation delay is increased. 

 

Figure 6: Throughput vs. Packets Error Rate. 

In figure 6 we plotted the throughput recorded by the three implantations. We used various values of 
PER over the same bandwidth size and propagation delay 2Mbps and 45Ms respectively.   As we can be 
seen, the new modification outperformed other implementations significantly for the entire range of 
PER. 

 Conclusion 5
In this paper, new modifications to TCPW slow start phase, referred to as Petra, were introduced. One 
modification suggested using bandwidth estimation in order to set the initial value of the slow start 
threshold. The other modification is represented by using a faster start to rapidly increase the 
congestion window size according to the link status. Simulation results in this paper slowed that, Petra 
improved TCP performance in terms of throughput and congestion window size. 

In future work, we could further extend the evaluation process to study the impact of more 
performance metrics including Jitters, delay, and packet loss. Moreover, we could compare Petra to 
other TCP implementations, in addition to investigating the fairness and the friendless of the new 
modifications. 
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ABSTRACT   

Networking has traversed from days where networks were considered a background component of 
businesses to today’s electronic age, where networks are an imperative resource, and directly 
determine revenue generation for an organization. In today’s dynamic arena of networking, the crafting 
of networks has escalated from using just an elemental set of features, to consolidating modernistic 
technologies and services, in an effort to come up with state of the art networks which can meet the 
aim of connectivity, security, scalability, simplicity of operation, and flexible accommodation of new 
trends and technologies. The roots of this paper lie in the Enterprise network, and while adhering to the 
need of the hour in corporate sector, we propose architecture for Enterprise network, using avant-garde 
technologies such as Frame Relay, Port Security, Access Control Lists (Firewalling), VoIP, VPN, Ether 
Channel, Redistribution of Routing Protocols and ISP Redundancy. The network architecture has been 
designed on Cisco’s network simulation software: Cisco Packet Tracer.  The principle behind the 
proposed network architecture can be applied in designing the networks of a host of other campuses.  

Keywords: Frame Relay, Port Security, ACL (Access Control List), Ether Channels, VoIP (Voice over 
Internet Protocol), VPN (Virtual Private Network). 

 Introduction  1
The designing of networks has evolved and matured from merely applying a basic set of techniques, to 
incorporating multiple technologies and services, in an effort to support the vastly disparate end to end 
communication requirements. 

In the past, network designers had a very limited number of options in terms of hardware devices, 
protocols and media, and thus network designing was relatively easier, with very little scope of mistake, 
but with limited efficiency and flexibility. Whereas, today’s networks are based on complex 
environments, which are an amalgamation of multiple protocols, media and interconnections to 
networks outside any single organization’s dominion of control, thus giving rise to computationally 
efficient networks, which can scale, and flexibly accommodate upgrades without an entire revamp of 
the design. Networks are broadly classified as LAN (Local Area Network), and WAN (Wide Area Network). 
LANs, which persist over a relatively shorter distance are designed to allow personal computers to share 
resources, which can include hardware (e.g., a printer), software (e.g., an application program), or data. 
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A WAN, is an amalgamation of LANs which are spread over large geographical areas. WAN provides 
transmission of data over large distances that may encompass a country, a continent, or even the whole 
world [1]. 

This paper resides on the Enterprise Network, which is a building or a group of buildings, all connected 
into one central network that consists of many LANs. In enterprises today, more business is conducted 
electronically and deals are closed rapidly. Thus, in today’s digital age, company operations have 
undergone a sea-change, and 24*7 connectivity has never been more imperative than it is today. 
Therefore, it is apt to say that the enterprise network has matured from an inert business element to a 
very active and visible asset that today’s organizations rely on to support their day-to-day functions. It is 
seen as a critical resource, which directly supports revenue generation. When the network is going to 
interface with the internet, its security is also an important aspect, thus, today’s networks must be open 
and pervasive, yet remain secure and controlled [2]. Moreover, the demand for mobile computing has 
increased in today’s business environment, thus the networks must also be accessible remotely [3]. 
Therefore, new enterprise network designs are needed, as heirloom solutions and techniques cannot 
meet the new requirements, nor reduce the costs and streamline the operations [2]. 

This paper focuses on designing a state of the art enterprise network, by effectively blending a 
plethora of new technologies such as VoIP, VPN, Frame Relay, Port Security, Ether Channel, 
Access Control Lists (Firewalling), Redistribution of Routing Protocols and ISP Redundancy. The 
proposed architecture has been implemented and tested on Cisco’s Network Simulation 
Program: “Cisco Packet Tracer”.   

The rest of the paper is organized as follows: section 2 presents a brief insight into the technologies 
incorporated in the proposed design. Section 3 demonstrates the proposed network architecture, as 
designed on Cisco Packet Tracer. Section 4 presents the results and discussions along with 
demonstration of some of the results. 

 Technologies Incorporated 2

2.1 LAN Framework Design 
The present scenario in the corporate world demands networks that can support high-speed business 
solutions such as voice, video, wireless, and mission-critical data applications. This calls for highly 
dependable and security-centred network designs. Using the principles of hierarchical design fulfils the 
requirements for building such efficient networks. The hierarchical design rests upon a building block 
approach. It consists of various independent distribution blocks which are attached to a high-speed 
routed core network layer [4]. 

The hierarchical design incorporates three layers, the access layer, distribution layer and the core layer. 
The Access Layer is where the end users are allowed in to the network. The Distribution Layer will 
contain switches and routers capable of VLAN switching and allow defining departmental workgroups 
and multicast domains. The Core Layer is capable of switching packets as fast as possible. 
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Figure 1: Hierarchical Model of LAN design 

This design approach splits the functions of the network into various building blocks to provide 
reliability, flexibility, scalability, and fault isolation, thus making it a cluster of multiple smaller, more 
manageable hierarchical blocks. With the advancement in technology, the focus was highly on network 
convergence. The basic hierarchical model was modified to adapt itself with the active development of 
new services such as Voice over Internet Protocol (VoIP), Virtual Private Network (VPN), Frame Relay, 
Ether Channel, Port Security, etc. Myriads of such features, which the authors have also incorporated in 
their proposed design, have been discussed below. 

Virtual Private Network (VPN) is a network that normally uses internet to establish connection between 
two branches of an enterprise. The security and protection of the shared information is maintained 
using special tunneling protocols and complex encryption procedures, hence the new connection so 
established is a dedicated point-to point connection. Besides costing significantly lesser as compared to 
privately owned or leased services, the service also provides data integrity, thus making it a private 
network virtually. 

Voice over Internet Protocol (VoIP) is a rapidly surfacing technology that merges the voice and data 
networks for voice communication, using the all-pervasive IP-based networks to deploy VoIP client 
devices such as IP phones, mobile VoIP-enabled handheld devices, and VoIP gateways. Conventional 
telecommunications systems, even Private Branch Exchanges (PBX) are rapidly being replaced by IP-
based systems (IP PBX) and thus, Voice over IP is extensively entering the enterprise networks [8]. 

Frame Relay is a packet-switched technology, which allows multiple sites of an organization, located 
within a few kilometers, to connect. All the locations plug into the frame relay “cloud”, which is usually a 
conglomeration of dozens or hundreds of Frame-Relay switches and routers. Unlike Ethernet switches, 
which make decisions based on MAC addresses, Frame Relay switches make decisions based on Data 
Link Connection Interfaces (DLCI). For communication to occur between locations, virtual circuits (VC) 
must be created, which is a one-way path through the Frame-Relay cloud. Virtual circuits are identified 
with DLCIs. Frame-relay circuits can either be permanent, or switched. A Switched Virtual Circuit (SVC) is 
created only when traffic needs to be sent, and is torn down when communication is complete. The 
authors have incorporated Permanent Virtual Circuit (PVC) in their designed network, which is always 
kept active, and is the most common virtual circuit. PVCs are software defined, so they can be created, 
altered or dismantled in a matter of hours. Networks working on the principle of  frame relay have the 
higher speed and lower delay qualities of circuit switching without the need for dedicated full-time 
devices and circuits and wasted time slots when no data is being transmitted [9]. Also, Frame relay 
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networks are considered private because each customer’s individual traffic is separated into a 
predetermined path, the PVC. Every PVC has an associated Committed Information Rate (CIR) that 
defines the amount of bandwidth a customer is provided on the shared network facility. However, 
customers have the ability to transmit data on their PVC at rates up to the full port speed [10]. 

Ether Channel technology, built upon standards-based 802.3 full-duplex Fast Ethernet, has emerged as a 
reliable, high-speed solution for the campus network backbone. It allows grouping of multiple ports into 
a single logical transmission path between a switch and a router, server, or another switch [11]. Besides 
making fair distribution of traffic between the channels, the technology also provides redundancy in the 
event of link failure. If a link is cut in an Ether Channel, traffic is rerouted to one of the other links in less 
than a few milliseconds [5]. 

Port security is a mechanism available on switches to restrict access to the devices that can connect via a 
particular port of the switch. Port security activated on a switch port only allows machines with a MAC 
address belonging to the range configured on it to connect to the switch’s network. The MAC address of 
a frame arriving on the switch port is compared with the MAC addresses configured in its allowed list. 
The packet is allowed to pass through if its MAC address matches. If the MAC address is not a member 
of the configured list, the port either drops the packet or shuts itself down for a considerable amount of 
time [6]. 

Firewall is either hardware or software based security mechanism in a network. A hardware based 
firewall is a dedicated device with its own operating system on a specialized platform, whereas a 
software-based firewall or Access Control List (ACL) is an additional program loaded on a network device 
like a router to inspect data or network traffic. As a check point gateway, it analyses the IP packets and 
decides whether to allow through or not, based on the preconfigured rules. An ACL also determines 
which information or services to be accessed from outside as well as from inside and by whom. The 
authors have implemented firewall in the form of ACL in their proposed architecture. 

2.2 Routing Protocols Used 
Routing is an integral part of IP network design because it is the mechanism that provides accessibility 
for the applications. The communicating devices need to agree on a common set of rules to share the 
information. Such set of rules are known as protocols. 

Routing Information Protocol (RIP) is a distance-vector routing protocol. This protocol has the feature of 
sending out the complete routing table to all active interfaces regularly and whenever the network 
topology changes. When a router receives a routing update that includes changes to an existing stored 
entry, it updates its routing table incorporating the new route. The protocol uses hop count to measure 
the distance between the source and destination network. It prevents routing loops from continuing 
indefinitely by limiting the number of hops allowed in a path to 15. RIP version 1 uses classful routing, 
which means that the same subnet mask is used by all devices in the network. In the designed network, 
the authors have used RIP version 2 which utilizes classless routing. Open Shortest Path First (OSPF) is an 
open link-state routing protocol.  It sends out link-state advertisements (LSAs) on attached interfaces, to 
all other routers within the same hierarchical area. After the link-state information has been 
accumulated, they use the Shortest Path First algorithm to calculate the shortest path to each node of 
the network. Enhanced Interior Gateway Routing Protocol (EIGRP) incorporates the capabilities of link-
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state protocols into distance vector protocols. Under this protocol, no periodic updates are carried out. 
Upon the detection of a route change, partial updates are sent out. Partial updates are sent only to 
those routers that need the information. Fast convergence is another factor that distinguishes the 
protocol from other routing protocols. A router running EIGRP stores all its neighbors' routing tables so 
that it can quickly adapt to alternate routes [7]. EIGRP is apt for very large networks, having a maximum 
hop count of 255. As in the network architecture proposed in the paper, redistribution is the 
requirement of a network running different routing protocols. While running a single routing protocol 
throughout the entire IP internetwork is desirable, multi-protocol routing may be an outcome of 
company mergers, multiple departments being managed by multiple network administrators, or multi-
vendor environments. 

 Proposed Architecture 3
The proposed network architecture has been depicted in Fig. 2.The different departments of the 
organisation, namely IT Operations, Marketing, Human Resource, and Finance, are located in Block 1 
and Block 2. Each of the departments is under different VLANs. Each department has been provided an 
IP phone. Block 3 houses the organisation’s server room, which is the area where all the servers 
supporting the organisation’s network have been placed. Separate servers have been provided for the 
organisation’s website, data storage and for DNS service. Block 4 is the area where the Research and 
Development (R&D) department is located. To increase bandwidth and provide link redundancy, ether 
channels have been implemented in this area. For employees’ recreation, Cafeteria 1 and Cafeteria 2 
have been designed, and Wi-Fi access has been provided. In response to a situation of the link to the 
primary ISP breaking down, the network incorporates a link from a secondary ISP, which has been 
administratively turned down. In case the primary ISP fails, the secondary ISP can be pushed into 
service. Another feature of the network is the application of Frame Relay, to interconnect all the offices 
of the organisation in the same city or state, those located within smaller distances. Site to site VPN over 
the internet has been created, to interconnect the organisation’s offices located at larger distances. 
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Figure 2: Proposed Network Architecture 

 

BLOCK 1 (a) WEB SERVERS’ 
POOL (l) 

COMPANY’S REMOTE OFFICE (h) 

BLOCK 2 (b) 

VPN (k) 

ISP 1, 2 (j) 

Wi-Fi (g) 

BLOCK 3 (c) 

BLOCK 4 (d) 

COMPANY’S OFFICE 2 (i) COMPANY’S OFFICE 3 (i) 

REDISTRIBUTION (e) 

FRAME RELAY (f) 

URL: http://dx.doi.org/10.14738/tnc.25.565  206 
 

http://dx.doi.org/10.14738/tnc.25.565


Transact ions on  Networks and Communications;  Volume 2,  Issue  5,  October  2014 
 

 Results and Discussions 4
The proposed network is DHCP (Dynamic Host Configuration Protocol) enabled. The programming 
modules prepared for different parts of the network are shown in Fig. 3-9. 

Block 1, as shown in Fig. 2(a) is the area where one leg of all the different departments, namely, IT 
Operations, Marketing, Human Resource, and Finance, are placed. A separate switch for VoIP facility has 
been used, to which the IP phones for each department are connected. Configuration for VoIP has been 
depicted in Fig. 3. Cafeteria 1 is located next to Block 1, and Wi-Fi access has been provided here, as 
shown in Fig. 2(g) for conducting informal meetings and for employee recreation. OSPF (Open Shortest 
Path First) routing protocol has been implemented in these areas. Block 1 and Cafeteria 1 are under 
OSPF area 0. 

 
Figure 2(a): Block 1 

Block 2, shown in Fig. 2(b) is the area where the second leg of the organisation’s departments, along 
with VoIP Phones, has been placed. Cafeteria 2 has been designed next to Block 2. EIGRP (Enhanced 
Interior Gateway Routing Protocol) has been implemented in these areas. 

 
Figure 2(b): Block 2 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 207 
 



Aditya Ahuja, Kamal Dewan, Nikita Gupta and Meenakshi Sood; Enhancing the competence of enterprise network 
using contemporary networking paradigms, Transactions on Networks and Communications, Volume 2 No 5,             
Oct (2014); pp: 201-213 
 

The servers supporting the organisation’s network are present in Block 3, which is the Server Area, 
running on RIPv2 (Routing Information Protocol version 2), depicted by Fig. 2(c). One server is the 
Employees’ resources server, second is the DNS server, and third is the organisation’s website server. To 
provide undeterred access to the servers even in situations where any one of the paths goes down, a 
redundant path has been provided which has been automatically blocked by STP (Spanning Tree 
Protocol), to avoid loop formation. 

 
Figure 2(c): Block 3 

 

Block 4, shown in Fig. 2(d) houses the R&D (Research and Development) Department of the organisation. 
This area has further been divided into R&D Block 1 and R&D Block 2. In order to shield the 
organisation’s R&D activities from leaking out, ACL has been deployed on the R&D department router, 
as shown in Fig. 4. Block 4 is thus secured, as neither a user from within the R&D department can reach 
any other part of the organisation’s network or the internet, nor vice versa. Moreover, Port Security has 
been implemented on the switches in the R&D department, as depicted by Fig. 5. The MAC addresses of 
the verified users’ computers have been configured on the ports of the switches, so that an alien user 
cannot connect to the switch. Also, Ether Channels have been deployed between the two switches, i.e. 
two individual Ethernet links have been bundled into a single logical link. If a segment within an Ether 
Channel fails, traffic previously carried over the failed link switches to the second segment within the 
Ether Channel. This has been done to guarantee greater bandwidth as well as uninterrupted 
communication between the members of the two blocks. The Ether Channels have been configured 
using the Port Aggregation Control Protocol (PAgP). The configuration has been shown by Fig. 6. Block 4 
is running on OSPF and is a part of Area 1. 

 
Figure 2(d): Block 4 
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As the design is an amalgamation of multiple protocols, redistribution is necessary, and has 
been implemented on the edge router, shown in Fig. 2(e), to enable inter-protocol 
communication between the three protocols, i.e. OSPF, EIGRP and RIPv2. 

 
Figure 3: Configuration of VoIP on Block 1 Router 

 
Figure 4: Configuration of Access Control List 

 
Figure 5: Configuration of Port Security in R&D Department 

 

 
Figure 6: Configuration of Ether Channels in R&D Department 
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Figure 7: Redistribution of routing protocols on edge router 

It has been assumed that offices 1, 2 and 3 of the organisation are situated in the city A, with other 
offices in far-away states and countries. To connect the three offices in the same city, the authors have 
used Frame Relay, shown in Fig. 2(f), as this would lead to cost savings as well as provide high bandwidth 
according to the CIR (Committed Information Rate). PVCs have thus been created between each of the 
three offices, therefore guaranteeing secure and fast transmission of data between the offices. The 
cloud represents the Frame Relay network and the organisation’s offices 2 and 3 have each been 
depicted by a router, for representational purpose. The configuration has been illustrated in Fig. 8(a)-(b). 

 
Figure 8(a): Configuration for Frame Relay 

 

 
Figure 8(b): Configuration for Frame Relay 

 

ISP (Internet Service Provider) 1 and ISP 2, as shown in Fig. 2(j), represent the internal networks of the 
two Internet Service Providers for the organisation. The link to ISP 2 has been kept in shut-down mode 
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administratively, and would be activated only in case of the link to the primary ISP shutting down. The 
network incorporates a connection to the (redundant) secondary ISP, to guarantee uninterrupted 
internet access for the organisation. 

 
Figure 9: Configuration for VPN 

The Web Servers’ Pool, shown in Fig. 2(l), represents the servers of two websites, namely, www.xyz.com 
and www.abc.com. This area is running on RIPv2. 

Company’s Remote Office, as shown in Fig. 2(h), represents one of the offices of the organisation, in a 
different region or country. A site-to-site VPN, shown in Fig. 2(k), has been established between the 
remote office and the office under consideration, configuration as shown by Fig. 9. A secure IPSec tunnel 
has been set up starting from the remote office’s router to the Block 1 router, for representational 
purposes. Traffic between the two offices is transmitted over the internet at best effort. Therefore, 
remote offices of the organisation are connected to each other as though they are a part of the same 
network. 

4.1 Demonstration 
The network, when simulated on Cisco Packet Tracer, produced the following results: 

(a). On trying to ping a member of the R&D Department from another part of the network, the result 
“Destination Host Unreachable” gets displayed. The result has been illustrated in Fig. 10(a). 
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Figure 10(a): Unreachable host of R&D Department 

(b). When a member of the R&D Department tries to ping a member of say, Block 1, “Request Timed 
out” gets displayed, as depicted by Fig. 10(b). 

 
Figure 10(b): Host of another Block inaccessible from R&D Block 

Thus, it can be concluded that the R&D Department has been well shielded from the outside network by 
the ACL. 

Thus, winding up in a nutshell, the fact that nowadays in an organization, peer-to-peer communication is 
a more important part of Local Area Networks than client-server communication, led to the 
incorporation of Voice over Internet Protocol in the proposed design. Moreover, VoIP is advantageous 
as it leads to cost savings and poses no geographical boundaries. In case of the connection to the 
primary ISP breaking down, a redundant connection to a secondary ISP has been provisioned to 
guarantee 24*7 internet connectivity. The R&D department in the designed network has been supplied 
with Ether Channel technology to guarantee the best availability of resources and its functionality under 
the most severe circumstances. The isolation of R&D department from the other parts of the 
organization and the exterior world could be possible due to implementation of software firewall in the 
form of Access Control List. The sensitive company data on the servers of R&D department has been 
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secured by incorporation of Port Security in the area, which will prevent anyone to disconnect the 
presently connected computers, connect any unauthorized device and hack the data. Also, established 
as a network of privately owned equipment, Frame Relay is able to connect multiple offices of the 
organization in the same city. Site to site VPN is able to utilize the flexibility and ubiquity of the Internet 
in connecting remote offices of the organisation, for the holistic working and growth of the entire 
enterprise. 
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