VOLUME 7 NO. O,

Transactions on
Networks and

Communlcatlons
ISSN: 2054-7420 : : —

Soeciety for Sciences andlEducation- UnitediKingdom



TABLE OF CONTENTS

EDITORIAL ADVISORY BOARD
DISCLAIMER

Implementation and Verification of High Data Availability on Database
Yen-Jen Chen, Han Tsai

The Consumers’ perceptive of Internet-of-Things: Exploring Users’ Acceptance and
Purchase Behavior
Hui-Hsin Huang

Regularities in the Social Network’s User Distribution by the Number of Mutual Contacts
Ibragim E Suleimenov, Akhat S Bakirov

13

18




Editor In Chief

Dr Patrick J Davies
Ulster University, United Kingdom

EDITORIAL ADVISORY BOARD

Professor Simon X. Yang
The University of Guelph
Canada

Professor Shahram Latifi

Dept. of Electrical & Computer Engineering University of

Nevada, Las Vegas
United States

Professor Farouk Yalaoui
University of Technology of Troyes
France

Professor Julia Johnson
Laurentian University, Sudbury, Ontario
Canada

Professor Hong Zhou
Naval Postgraduate School Monterey, California
United States

Professor Boris Verkhovsky
New Jersey Institute of Technology, New Jersey
United States

Professor Jai N Singh
Barry University, Miami Shores, Florida
United States

Professor Don Liu
Louisiana Tech University, Ruston
United States

Dr Steve S. H. Ling
University of Technology, Sydney
Australia

Dr Yuriy Polyakov
New Jersey Institute of Technology, Newark
United States

Dr Lei Cao
Department of Electrical Engineering, University of
Mississippi
United States

Dr Kalina Bontcheva
Dept. of Computer Science
University of Sheffield, United Kingdom

Dr Bruce J. MacLennan
University of Tennessee, Knoxville, Tennessee
United States

Dr Panayiotis G. Georgiou
USC university of Southern California, Los Angeles
United States

Dr Armando Bennet Barreto
Dept. Of Electrical and Computer Engineering
Florida International University
United States

Dr Christine Lisetti
School of Computing and Information Sciences
Florida International University
United States

Dr Youlian Pan
Information and Communications Technologies
National Research Council Canada

Dr Xuewen Lu
Dept. of Mathematics and Statistics
University of Calgary
Canada

Dr Sabine Coquillart
Laboratory of Informatics of Grenoble
France

Dr Claude Godart
University of Lorraine
France

Dr Paul Lukowicz
German Research Centre for Artificial Intelligence
Germany

Dr Andriani Daskalaki
Max Planck Institute for Molecular Genetics
MOLGEN
Germany

Dr Jianyi Lin
Department of Computer Science
University of Milan, Iltaly

Dr Hiroyuki SATO
Information Technology Centre
The University of Tokyo
Japan

Dr Christian Cachin
IBM Research — Zurich
Switzerland

Dr W. D. Patterson
School of Computing, Ulster University
United Kingdom

Dr Alia I. Abdelmoty
Cardiff University, Wales
United Kingdom

Dr Sebastien Lahaie
Market Algorithms Group, Google
United States

Dr Jenn Wortman Vaughan
Microsoft
United States

Dr Jianfeng Gao
Microsoft
United States

Dr Silviu-Petru Cucerzan
Machine Learning Department, Microsoft
United States

Dr Ofer Dekel
Machine Learning and Optimization Group, Microsoft
Israel




Dr K. Ty Bae
Department of Radiology
University of Pittsburgh
United States

Dr Jiang Hsieh
Illinois Institute of Technology
University of Wisconsin-Madison
United States

Dr David Bulger
Department of Statistics
MACQUARIE University

Australia

Dr YanXia Lin
School of Mathematics and Applied Statistics
University of Wollongong
Australia

Dr Marek Reformat
Department of Electrical and Computer Engineering
University of Alberta
Canada

Dr Wilson Wang
Department of Mechanical Engineering
Lake head University
Canada

Dr Joel Ratsaby
Department of Electrical Engineering and Electronics
Ariel University
Israel

Dr Naoyuki Kubota
Department of Mechanical EngineeringTokyo
Metropolitan University
Japan

Dr Kazuo lwama
Department of Electrical Engineering
Koyoto University
Japan

Dr Stefanka Chukova
School of Mathematics and Statistics
Victoria University of Wellington
New Zealand

Dr Ning Xiong
Department of Intelligent Future Technologies
Malardalen University
Sweden

Dr Khosrow Moshirvaziri
Department of Information systems
California State University Long Beach
United States

Dr Kechen Zhang
Department of Biomedical Engineering
Johns Hopkins University
United States

Dr. Jun Xu
Sun Yat-Sen University , Guangzhou
China

Dr Dinie Florancio
Multimedia Interaction and Collaboration Group
Microsoft
United States

Dr Jay Stokes
Department of Security and Privacy, Microsoft
United States

Dr Tom Burr

Computer, Computational, and Statistical Sciences Division

Los Alamos National Laboratory
United States

Dr Philip S. Yu
Department of Computer Science
University of Illinois at Chicago
United States

Dr David B. Leake
Department of Computer Science
Indiana University
United States

Dr Hengda Cheng
Department of Computer Science
Utah State University
United States

Dr. Steve Sai Ho Ling
Department of Biomedical Engineering
University of Technology Sydney
Australia

Dr. Igor I. Baskin
Lomonosov Moscow State University,
Moscow
Russian Federation

Dr. Konstantinos Blekas
Department of Computer Science & Engineering,
University of loannina
Greece

Dr. Valentina Dagiene
Vilnius University
Lithuania

Dr. Francisco Javier Falcone Lanas
Department of Electrical Engineering,
Universidad Publica de Navarra, UPNA

Spain

Dr. Feng Lin
School of Computer Engineering
Nanyang Technological University
Singapore

Dr. Remo Pareschi
Department of Bioscience and Territory
University of Molise
Italy

Dr. Hans-Jorg Schulz
Department of Computer Science
University of Rostock
Germany

Dr. Alexandre Varnek
University of Strasbourg
France




DISCLAIMER

All the contributions are published in good faith and intentions to promote and
encourage research activities around the globe. The contributions are property of
their respective authors/owners and the journal is not responsible for any content
that hurts someone’s views or feelings etc.







SOCIETY FOR SCIENCE AND EDUCATION
UNITED KINGDOM

TNC TRANSACTIONS ON
VOLUME 7, No.5
NETWORKS AND COMMUNICATIONS ISSN: 2054 -7420

Implementation and Verification of High Data Availability on
Database

Yen-Jen Chen, Han Tsai
Ming Chi University of Technology, Taiwan, R.O.C.
yichen@mail.mcut.edu.tw; alsontsai@gmail.com

ABSTRACT

This study provides a low-cost and high-availability database management system architecture for general
Small/Medium Enterprises (SMEs) to backup database data access. To prove that the proposed
architecture can support the high availability of the database, and can effectively avoid data loss in
memory caused by failovers, this study applies the main test method of powering off the virtual machine
and verified three cases on two commonly used databases MySQL and PostgreSQL: Case 1 proves that
this study combines the database native disaster recovery mechanism to effectively achieve high
availability of the database. Case 2 proves that it effectively controls the WAL (Write Ahead Log) of the
PostgreSQL database and Redo log mechanism of the MySQL database, so that data correctness is
maintained during failovers. Case 3 proves that it can analyze and control the timing of the database in
writing data in the cache memory to the hard disk. This study also designed a failover process to avoid
data loss during failovers due to no enough time to write the data in the cache memory back to the hard
disk; and finally to realize the high-availability of the database management system architecture in a
practical way.

Keywords: Database, DBMS, High Availability, Failover, DRBD
1 Introduction

1.1 Motivation

Information technology infrastructure is an indispensable part of the information environment of modern
SMEs. The database (DB) for storing enterprise operational data is the most important part of the
information environment because it relates to the lifeblood of a company. In the course of business
operation, in order to avoid business interruption, enterprises adopt a backup mechanism so that the
network and system services in the information environment will be uninterrupted. Database service is
no exception. However, during the operation of the backup mechanism of the database, since the
database software has a mechanism for storing data in the memory to enhance the operational efficiency
of the system; this mechanism will also lead to data loss due to the switching of the database server while
the backup mechanism is in operation.

Therefore, the subject of this study is data loss caused by the operation of database backup mechanism,
and we discuss about high data availability mechanism on database management systems.
DOI: 10.14738/tnc.75.7292
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1.2 Objective

In the past, the high availability mechanism of the database was divided into server parts and database
segments, and the two segments need to be separately constructed and maintained. Considering the data
consistency of the database, it is necessary to modify the internal source code or use the database
communication protocol. In order to achieve this effect, in addition to a certain understanding of the
source code, it is necessary to do a certain degree of secondary development, and the complexity is
relatively improved. Nowadays, the database of the high availability mechanism is not commonly. One
architecture can only achieve a database high availability mechanism for a database, and it needs to pay
a high amount of software authorization. Therefore, the architecture flexibility and scalability of the
enterprise at this part are in limited This study uses the Clustering and Virtualization technologies of open
source licensed Linux to achieve a system platform of high availability, scalability, flexibility, and efficiency,
in addition to support commercial software operations for business operations. Clustering is mean that at
least two homogeneous devices share a service, and the devices can support each other or share the
work. Clustering technology can make the platform have high availability and scalability; On the other
hand, Virtualization refers to virtualizing a physical machine into multiple virtual machines, so that
hardware resources can be fully utilized to achieve so-called efficiency. Since virtual machines can be
transferred between different physical machines, managers can flexibly schedule them. Thus achieving
the so-called flexibility. According to DB-Engines, the first global database ranking list [1] in the second
half of 2018 was released. The top 4 were found to be 1. "Oracle", 2. "MySQL", 3. "Microsoft SQL Server",
and 4. "PostgreSQL". This study uses two high market share databases: PostgreSQL and MySQL to discuss
the data high availability mechanism of the database system.

1.3 Organization

This paper is organized as follows. In the second section, the research is explained on the high availability
mechanism of the database in recent years. In section 3, the system architecture and research method of
proposed scheme is presented. Section 4 shows the analysis of the experimental results and three cases
of verifying that the high availability architecture is indeed implemented. Finally, section 5 gives the
conclusions of this study.

2 Background

In recent years, among studies on the high availability mechanism of database, C. Jaiswal et al. [2]
proposed a mechanism that regardless of whether the backup mechanism is activated, the database
system will complete the write operation and write the data to the disk. That mechanism is called Always
Ahead Processing (AAP). With this mechanism, high availability on database management system is
achieved; RH de Souza et al. [3] proposed an architectural model for assessing the reliability, availability,
and maintainability of decentralized databases. The model is based on an approach similar to service
quality, and provides database services based on the Service Level Agreement (SLA), to increase the
availability of the database.

The architecture design in this study has a high availability mechanism, so there will be two DBMS servers,
and the servers are connected to the storage via the ISCSI (Internet Small Computer System Interface)
[4][5] protocol. All data is uniformly stored in the storage unit to maintain data consistency. However, in
order to back up the data, the data is synchronized to another ISCSI storage by means of DRBD (Distributed
Replicated Block Device) [6] distributed mirror. Backup between the two DBMS systems is achieved
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through the connection management software Keepalived [7] for the failover function [8][9]. Relevant
information such as technologies, systems, and open source software used are as follows:

2.1 DRBD

DRBD (Distributed Replicated Block Device) is based on a distributed storage system on the Linux platform.
It is also a technology for instantly synchronizing the data content of the inter-host block storage device
through the network. It can be regarded as a kind of network RAID1, that can use storage devices on two
independent server hosts through the network as RAID1. Management can be done via the two hosts,
and the two sides of RAID1 data are placed respectively on the storage device of these two hosts.
Therefore, even if the storage device of one of the hosts is damaged, it will not affect client end usage.
After the damaged host is repaired, the data can be recovered by synchronizing the data.

2.2 ISCSI

Internet SCSI (Internet Small Computer System Interface) is a standard developed by the IETF. The
principle is to use the network to transport SCSI commands for data transmission. Block-level data
transmission is used. The storage device and the host can be divided into two parts. The ISCSI Target, that
is the storage device side, is used to store data on the ISCSI disk array. The ISCSI Initiator, that is the client
side which uses the Target. The storage space provided by Target can only be used by installing the
Initiator.

2.3 Keepalived

A high availability solution is usually used to avoid single-node failures. The mechanism is generally divided
into two servers, a primary server and the secondary (i.e. backup) server. To maintain the connection, the
primary server sends specific messages to the backup server. When the backup server cannot receive the
message, the backup server will take over the virtual IP and continue to provide services to ensure high
availability.

2.4 Failover

Whenever a node in a cluster is unavailable, the current service providing node's resources is switched to
an available node. A procedure that moves a service from an active node in a cluster to a passive node. It
is also a backup. If one or more of the cluster nodes fail, the other nodes will start to take over and
continue to provide the service through a procedure called "Failover". There will also be at least one
monitoring node responsible for monitoring to confirm that the service is working properly. If the service
is not working properly, the user's connection to the service will be switched to another node.

2.5 WAL for PostgreSQL

WAL (Write ahead log) [10] is a technique used in relational database systems to provide Atomicity and
Durability, where both are in database ACID properties. The database system software has a mechanism
for storing data in the memory to improve the performance of the system. If the database server is
unexpectedly shut down, the data in the memory will lost. Then, when the database service is interrupted
by power, when the database is restored, it is restored to the hard disk according to the recorded content
of the WAL, so that the data remains consistent.

Copyright © Society for Science and Education, United Kingdom
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2.6 Redo log for MySQL

MySQL's Redo log [11] and PostgreSQL's WAL have the same effect. If the database server is shut down
unexpectedly, the data in the memory is lost. Then, when the database service is interrupted, when the
database is restored, the contents of the Redo log are restored to the hard disk to keep the data
consistent.

3 Research Methods

In this research, we use the database, MySQL and PostgreSQL, to verify the proposed scheme. The
database management systems (DBMS) and databases are stored separately on servers and storage units;
the server utilizes ISCSI to connect to storage; for the system backup mechanism, two DBMS servers
utilizes high data availability mechanisms to toggle one on active and the other on standby. For the data
backup mechanisms, the two storage units are separated as primary and secondary storage with both
systems using DRBD mirroring mechanism to achieve data synchronization; in other words, whenever
DBMS writes data into primary storage, DRBD synchronizes the data into secondary storage. The further
details for the proposed design is shown in Fig. 1.

192.168.1.X

= HA
o - [
et Keep-alive
.66 [ E e eeeas . | .es
w=1 & & w=0
5as2) (5a32)
SA sB
(LLs) (DRMS)
— ISCSI_— DRED I1SCSI
LUNA B ittt > LUNB
(Primary) (Secondary)

Figure. :1 Database System and Network Structure

MA and MB are master servers while SA and SB are salve servers; the slave is the DBMS server responsible
accessing and computing of database. One of the masters (i.e. MA and MB) is active while the other is on
standby; the active master always dispatches the database service request to a highly weighted (w=1)
slave, and thus the low weighted (w=0) slave is always on standby. The default weight value of SA and SB
are 1 and 0 respectively, and when database services of the SA cannot be provided normally, the master
will change the weight of SB from 0 to 1 and dispatches the database service request to SB to ensure no
data is lost during the failover process. This study was implemented in the PostgreSQL and MySQL
database system using its disaster recovery mechanism WAL and Redo log to prevent data loss during
failovers. It records all write activities of PostgreSQL and MySQL by recording writing to ensure that the
time of WAL and Redo log doesn’t fall behind the database. The WAL and Redo log and database are
placed in storage together. Since the database cache memory cannot be shut off, DBMS writes data in the
memory into database when shutting down normally, aside from the periodic writing of data in the
memory into the database. This is used as a reference to write a control program in the masters
responsible for activating and shutting off DBMSs in order so that when a failover occurs, the control
program will link the database to a new highly weighted slave, say, SB after shutting off DBMS in the other
slave, say, SA. If DBMS cannot be shut off, SA will be forced to shut down for flushing the database cache
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memory. After shutdown is confirmed, the program activates SB’s DBMS to connect to the database and
perform the unwritten log in WAL and Redo log to avoid the loss of data in memory having not yet to be

written into the database.

The storage DRBD used in this paper adopts the single master mode, which refers to any resource at any
specific time. There is only one master node in this two-node cluster. Therefore, the DRBD has two states:
Primary and Secondary. As shown in Figure 2, Users’ requests will generally be handled by the Primary.
The Secondary node is in the Standby state and is responsible as a real-time backup for the Primary. When
a hardware failure occurs in the Primary, there is an immediate backup of the data in the Secondary that

can be restored.

DRBD Status
Figure. 2: DRBD status display

In order to achieve High Availability (HA), the cluster monitoring software Keepalive in this study detects
the database’s udp port. When the SA cannot provide services, the master will trigger the control of
weight values through the utility “notify_down” as shown in Figure 3.

HA Service instance Failover set up

Figure. 3: Keepalived Failover set up

Figure 3 shows the Keepalived profile with control settings of connections and weights. Set the SB weight
value from 0 to 1, then the connections are directed to SB, which continues to provide the database
service for users. If the SA database returns to normal, with “notify_up” trigger to set the SB weight value
from 1 to 0, then connections will then be directed back.

In this study, the architecture integrates multiple open source software and database services
(PostgreSQL and MySQL). Usually every project here uses memory (cache). To avoid data loss caused by
Failover when the data is in memory, the ISCIS cache has been closed. By changing parameters in the ISCSI
Target profile, set the IOMode to wt to change the data writing mode as shown in Figure 4.

Copyright © Society for Science and Education, United Kingdom “
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Figure. 4: Data Access Mode Settings in an ISCSI Profile

IOMode is set to wt so that data will not pass through the memory, but will be directly written to the hard
disk. Some software including the operating system can not close the cache, such as PostgreSQL and
MySQL. PostgreSQL and MySQL does not read and write directly to the hard disk. Instead, it puts the data
in the hard disk into the Shared Buffers (cache), and uses the LRU (Least Recently Use) algorithm to make
the data access complete in memory to improve the performance. Data will then be flushed to the hard
disk at regular intervals.

4 Experiment and Verification
The purpose of this study is to ensure the high reliability and the status of the data transferred to the
database. There will be three cases in which a failover will be caused by powering off the virtual machines,
and the consistency of the data will be compared. The content and principles of each case will be explained
below:

Case 1 : Failover data consistency

Figures 5 verify the consistency of the data before and after failover. A dataset is transmitted continuously
every second, and the serial number and time recorded in the data is used to verify whether the data is
consistent. During the data transmission, the physical machine forces the virtual machine to power off via
the command “virsh destroy” to cause a Failover. Data in the user end and the database end are compared
for consistency.

Output - arrytest (run) = times
DI> =T text
1 mlSE[BEZGE T893 1 |2015_:E03_5:2E-E 22247223
P P 2 20sEEH26R 224724 2 2018035265 22:4T7:24
2 201sEcH26E 22:47:25 3 (201855035265 22:47:25
22 4 201SEGEH26E 22:47:26 4 |20185F03/5268 22:47:26
(a) User end (PostgreSQL) (b) Database end

[#{ Problems @ Javadoc |&L Declaration | & Console I3
<terminated > introd [Java Application] C\java'jre1.8.0_17 10}
2019F01516H 13:23:
2019F01516H 13:23:
2019F01516H 13:23:

2019F01H16H 13:23:
2019F01H16H 13:23:

(b) User end (MysQL) (b) Database end

Figure. :5 (a), (b) Comparison of user-end and database-end’s data after a failover

It can be confirmed from Figure 5 that even if an unexpected accident (power outage) occurs, the data
can still remain consistent. The key to maintaining consistency is the WAL and Redo log, which records in
advance the dataset transmitted by the user into the database. Even if the data is lost in the memory,
data can still be recovered through the records in the WAL and Redo log. In order to verify the function of
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the WAL and Redo log, this study uses the file system monitoring software Inotifywait [12] to monitor the
directory where the WAL and Redo log are located as shown in Figure 6.

} ']

d el pd
[l

(MysQL)
Figure. :6 Inotifywait WAL and Redo log record screen

It can be confirmed from Figure 6 that when the user transmits a dataset, a modification record will be
recorded in the WAL and Redo log file. Therefore, although the data has not been stored in the hard disk,
when a Failover occurs, master will connect the database to SB. SB can also recover data through WAL
and Redo log.

Case 2: Failover data recovery verification

In Case 1, during continuous data transfer, the virtual machine is powered off to cause a Failover and the
data consistency is verified, so as to confirm that a data loss can be recovered by WAL and Redo log.
However, in Case 2, only PostgreSQL can be tested because MySQL writes memory data back to its
database with an interval not bigger than 1 second. Before transferring the data, copy WAL to the
temporary folder first. The WAL saved in this folder has not recorded the data transferred yet. Then 10
datasets are transferred to the database. At this time, because there is a record in WAL about the 10
datasets just transferred, even after the failover, the data will remain consistent. Therefore, after the data
is transferred, copy the WAL in the temporary folder to overwrite the WAL in PostgreSQL. Then the virtual
machine is powered off to cause a Failover. Afterwards, verify again the state of the data on the user end
and database end as shown in Figure 7.

Copyright © Society for Science and Education, United Kingdom
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e

Debugger Console gg | arotest (run) s L

41 |2018&E058095 11:55:05
42 |20182E055095 11:55:06

in:

1 201aFE0sHOo9H 11:57:31

2 oisE0sHOeE 115732 43 (20185054095 11:55:07
7 eEosHO9E 11:57:33 44 |2018E055095 11:55:08
4 oaEFE0sHOoH 11:57:34 45 EUIBEEDE_quE 11*55=09
5 201sFE0sHO9H 11:57:35 46 201835'35_3'395 11:55:10
6 2013FE0sHO9H 11:57:36 —

7 o1sE0sHOeE 11:57:37 47 |2018505H095 11:55:11
& misFEosH09R 11: 5738 483 |Z2013=058505%3 11:55:12
9 1sFE0sHO0eA 11:57:39 49 |2018=0585095 11:55:13

10 201aF05H09H 11:37:40
BIILD AKIESFAIL (total time: 10 seoon

50 |20184E055095 11:55:14

(a) User end (b) Database end
Figure. :7 (a), (b) Comparison of user-end and database-end data after a Failover

It can be seen from Figure 7 that after the failover, the data in the database-end is inconsistent with the
user-end. The reason is that when the data is transferred to the database, the system will store the
frequently used data in the memory for access without directly storing it into the database, and copy the
WAL that has not recorded the incoming data to overwrite the WAL in PostgreSQL. At this time, if Failover
occurs, since the data is not stored into the database, nor has WAL recorded the incoming data, a data
loss will be caused. After verifying a Failover by replacing WAL, PostgreSQL uses WAL to recover lost data
in memory.

Case 3 : Checkpoint function data is written to the hard disk for verification

Checkpoint [13] is one of PostgreSQL's and MySQL's checkpoints for writing data back to the hard disk. It
will write the data in the memory back to the hard disk at intervals, based on the time set by the user. The
PostgreSQL default is every five minutes, while the MySQL default is every second. Since the MySQL
setting is forced to one second, MySQL is hard to be verified in Case2. After the data is written back to the
hard disk, the checkpoint record will be written to the WAL and Redo log. After the database service is
restarted, the latest checkpoint will be loaded, and the write operations after this checkpoint will be re-
executed to ensure that the data will not be lost. While the data before this point has been written back
from the memory to the hard disk by Checkpoint, therefore no action is required.
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This is a recovery mechanism that PostgreSQL and MySQL does to avoid data loss. In order to verify that
the data is actually written to the hard disk after the checkpoint, the verification steps is as below. The
software Inotifywait monitors the folder where the WAL and Redo log are located to observe its status.
Before the data is transferred, copy the WAL and Redo log to the temporary folder, and then transfer 10
datasets to the database. Wait for five minutes until Checkpoint is executed. After that, the execution
record is written into the WAL and Redo log as shown in Figure 8.

Jebugger Console g | artytest (n)
' There 1510 datasets
are transferred to
the database

1 0M#FOSH19E 16:58:38
2 D16FE05A198 155632
3 DISEDSALIR 15:58:33
4 NHEOSALIR 18:58:34
5 DIGF0SH1IE 18:38:35
6 2016F05H 198 18:58:36
T MEEOSALIE 18:58:37
& NSEOSHI9F 18:56:38
9 01BF05H 198 18:56:39
10 M1E0SH19H 18:58:40
BUILD BUTESAL (total time:

(PostgreSQl)

et ; opt/mysdata/ib logiileU-13/Uo/1U-Uk:3 There are all 20 data in
Redo log, In the other

word, each incoming data
has a checkpoint record to

the Redo log

(MysaL)

Figure. :8 Inotifywait Checkpoint record screen

For PostgreSQL, it can be observed from Figure 8 that there is a modification record in the WAL after five
minutes. This modification is to record the data in the memory being written back to the WAL after the
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Checkpoint execution is completed. In order to verify that the data in the memory has been written back

to the hard disk by Checkpoint, again, use the WAL which has not yet recorded the transferred data to
overwrite the WAL in PostgreSQL. Power off the virtual machine to cause a Failover. Afterwards, the
master will direct the database connection to SB to reconfirm the status of the data at user-end and the
database-end as shown in Figure 9.

For MySQL, it can be observed that there are twenty modified records in the Redo log, ten of which are
incoming data, and the other ten are completed by Checkpoint. The data in the memory is written back
to the hard disk and recorded to the Redo log. In order to verify that the data in the memory has been
written back to the hard disk by Checkpoint. Use the Redo log which has not yet recorded the transferred
data to overwrite the Redo log in MySQL. Power off the virtual machine to cause a Failover. Afterwards,
the master will direct the database connection to SB to reconfirm the status of the data at user-end and
the database-end as shown in Figure 9
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Figure. :9 (a),(b) Comparison of user-end and database-end data after a failover

From Figure 9 it can be observed that the data on the user-end and on the database-end is consistent.
PostgreSQL compared with Case 2, there is 5 minutes more waiting time for Checkpoint to complete and
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to record the time in the WAL. No matter is PostgreSQL or MySQL. The result data of this experiment is
consistent.

Data still exists in memory and is not yet saved to the hard drive. Also, use the WAL before the data is
entered to overwrite the WAL in PostgreSQL; use the Redo log before the data is entered to overwrite the
Redo log in MySQL. Therefore, WAL and Redo log did not record the data entry. The data was lost in the
memory and WAL and Redo log did not record the written data. The data could not be recovered via the
WAL and Redo log. However, after the Failover, it was observed that the data still existed. This can prove
that Checkpoint writes data from the memory into the hard disk, and SB can display the ten datasets that
the user just entered after the failover.

5 Conclusions

This study proposes a high-availability database management system architecture. For the universality of
this research, two databases, MySQL and PostgreSQL, are used to increase the chances of combining with
various systems. In order to achieve the capabilities of data backup and system backup at the same time,
there are three system operating mechanisms proposed. First, the architecture combines the WAL and
Redo log mechanism of the database to implement a database disaster recovery mechanism. Next, this
study can control the WAL and Redo log mechanism of the database, so that the correctness of the data
is maintained even during a database failover. Finally, this study can analyze and control the timing when
the database system writes cached data to the hard disk, and to verify with three experimental cases that
the operation of the above three mentioned mechanisms are feasible. Based on the above three
mechanisms, this study designs a failover process to avoid data loss in the cache memory due to a failover,
so as to achieve a high availability database management system architecture.
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ABSTRACT

This paper stands on customer’s view of point to discuss the usage on Internet of Things(loT). A purchase
behavior model of 10T is constructed based on ChaCha model to explore the impact factors that influence
customer’s adoption of loT. The characteristics of 10T itself and customer individual characteristics are
also included. Then a survey data will be conducted to estimate the parameters of the proposed model.
These empirical data are also used to make model calibration. Finally, the application of 10T in marketing
management will be present in the conclusion.

Keywords: Internet-of-Things(loT), purchase behavior, ChaCha model

1 Introduction

The Internet of Things (IoT) promises a new technological paradigm(Luet al.,2018), when everyday objects
can be augmented with RFID tags and intelligent sensors to become ICCs, real-time data flow can be
automatically produced. This trend can improve marketing research into new broad areas (Ngand
Wakenshaw, 2017).

Previously physical product consumption would occur in consumers' private spaces, an era of loT would
user in a substantial amount of quantitative data on consumption and experience (Ngand Wakenshaw,
2017). This would create a dimension of visibility where none had previously existed, particularly with
information on consumption quantity and depletion for particular contexts, interactions between things
and between people and things, and information about the environment (Parry et al., 2016).

loT offers products with various functions and target scope. In the business literature, these
characteristics have a significant impact on consumer purchase intention and good-practice principles in
product design. Therefore, the purpose of this paper is to explore the 10T adoption or purchase intention
of customers and the relationships of its impact factors. This research will construct a model to use these
factors to predict the probability of customers’ IoT purchase intention (adoption).

2 10T and Customers’ Purchase behavior
There are other researches (Bao et al., 2014; Gao and Bai, 2014; Chang et al.2014;Rau et al., 2015) find
that the customers ‘experience is the mediator variable which can mediate the effect between loT
characteristics and purchase intention.
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Customers’ experiments of 10T can be divided into functional experience and emotional experience. The
marketing activities such loT promotion, product design and management can focus on these experiences
to facilitate customers’ purchase intention. Thus, this paper combines the characteristics of 10T itself and
customer individual characteristics to formulate a model to predict the purchase intention that customer’s
adoption of loT.

The paper is constructed into four parts. Firstly, we make a literature review to demonstrate the purchase
intention model of customer’s adoption of loT. In this part, the ChaCha model (Wang,2014) and its
literature is introduced. The previous researches of impact factors on customer’s adoption of loT which
include characteristics of loT and customer individual characteristics are also reviewed. Secondly, the
empirical data is used to make parameters estimation and model calibration. In this part, the method of
data collection and analysis are present. The theory background of questionnaires is introduced. Thirdly,
the results of parameters estimation and model calibration are shown. Finally, the conclusion is made.

3 The theory background of Model

In this research, we based on the concept of ChaCha model (Wang,2014) which combinesthe motivated
media processing and selective exposure behavior to discuss the TV viewing experiment and channel
choice behavior. In the literature review, we can find that the impact factors of customers’ loT adoption
or purchase can be attributed to their motivation. ChaCha model includes the audience’s motivation value
and motivation strength to forecast viewing behavior. Thus, we use the framework of ChaCha model to
portray the customer’s loT purchase behavior.

Based on Wang (2014), we propose that the customers’ purchase intention of 10T(p) is a random variable
which is following the Wald distribution(inverse Gaussian) with its probability density function(pdf),

1
o) e [0 w

o) =(

4 Motivation

Acoording to Chang et al.(2014), Lu et al.(2018), Rau et al.(2015), Kim and Kim, (2016), we can divide the
motivation of customers’ purchase intention of 10T into the characteristics of loT itself and customer
individual characteristics.

5 Customer individual characteristics

We use a as the customer individual characteristics such as demographic variables orperceived usefulness
and perceived ease of use. Thus, a is shown in equation (1) with 8 =a/t'=atando isthe shape of the Wald
distribution (Luce, 1986).

o= Bo+61a’ 14620 4630 3+... 46,0’y (2)
in which 8;...8, is the coefficient of n individual characteristics.

T is motivational strength, t(h) = exp[m(h)] , loT motivational values, which can range from negative
(aversive motivational) to positive (appetitive motivational), are transformed by exponential
transformation(Wang, 2014).Motivation strength will decay when time passing.

6 Characteristics of IoT

We propose y is the characteristics of l1oT which can attract customers to adopt are a linear equation as
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m(h) = m(h-1) + a1y1+ azy2+ asys+...+ ayk (3)

in which m(h) as the motivational value of IoT, which is the motivational value used to predict the hth
purchase after viewing all the previous h— 1 occasions. There are k characteristics of loT.

7 Empirical data

The empirical survey data are used to estimate the parameters of present model and make model
calibration. We use survey ethod to collect the empirical data. The duration of survey is from 1 September
to 31 October in 2019. There are 2416 sample sizes.

The questionnaire design is based on the previous theory background. For the loT factors, based on Chang
et al.(2014) and Lu et al.(2018), there are six characteristics of loT which can influence the customers’
purchase intention. They are (1) loT Convenience is “the degree to which consumers save time and effort
in the process of planning, purchasing, and using a product”.(2) loT Security is “damage avoidance when
it comes to any vulnerable and valuable assets”.(3) loT Telepresence is “the subjective feelings of
customers about the extent to which media represent the physical and social environment”.(4) loT
Intelligence is“ intricate and accurate recognition functions, correct thinking and judgment capabilities”.
(5) loT Connectivity is “the degree to which things are interconnected”.(6) loT Interactivity is “the
customers' feeling that occurs when information communication is bidirectional and response is timely”.
These items are measured by Likert five scales.

For customers’ characteristics, the most used is technology acceptance model(Kim and Kim, 2016) in
which perceived usefulness and perceived ease of use(Bao et al., 2014; Gao and Bai, 2014)to predict loT
adoption. Lu et al.(2018) also mention that the customers’ experience is the mediator variable which can
mediate the effect between loT characteristics and purchase intention. And fun and enjoyment are
obtaind in 10T function. Thus, we include perceived usefulness, perceived ease of use and customers’
experience (fun and enjoyment) as three individual factors to influence the customers’ loT purchase
behavior. These items are also measured by Likert five scales.

8 The Parameters estimation

We divide the 2416empirical data randomly into two parts. One(1408 sample size) is for parameters
estimation, another is for model calibration. For the questionnaires design, some parameters in model
such as ni ndividual characteristics are n=4(there are four impact factors of individual characteristics in
guestionnaires design), k=6there are four impact factors of 10T characteristics in questionnaires design)
and h=4(There are four duration of observing customer purchase occasions which are from 1September
to 15September, from 16 September to September 30, from 1 October to 150ctober, from 160ctober
toOctober). The results of parameters estimations are shown in table 1.

Table 1 The results of parameters estimations

6o 8; 8, 83 84 V1 V2 2 Va4 Vs Ve (o)
2.417 | 0.591 | 0.355 | 0.677 | 0.412 | 3.424 | 0.268 | 0.359 | 0.821 | 0.664 | 0.565 | 0.2

The root-mean-square deviation(RMSD)( Busch et al., 2014) is used as model calibrationto calculate the
real data and the data which is stimulated from using the results of parametersestimations. We denote
rqis the real data, s. is the simulation data. To use the 2416 total sample sizes, we divide the whole samples
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into two parts. Thus, d=1408 and c=1408. We calculate the average distance between rq and s.. The result

is shown as

1408
Zd:1,c:1 V(ra—sc)?

1408

= 0.673.

The result of RMSD is 67.3% which is smaller than 70%. It means the distance between real data and
simulation data is not far. Therefore, the goodness of fit of the proposed model is acceptable.

9 Conclusion and Discussion

This paper proposes a probability model to predict customers purchase intention of 1oT. To merge the
motivation concept into model construction, the author bases onthe business literature of 10T to include
the characteristics of both individual and loT to make the proposed model more useful. For marketing,
managers can find which factors will have great impact on the customer’s purchase behavior or what
marketing strategies can be controlled to contribute customers to loT adoption. This proposed model
combines the loT theory background such as technology acceptance model and probability calculation to
make the theory more concert and more operational.

In the future, researchers can try to use other individual factors such as customers’ demographic data to
forecast the loT adoption behavior. Beside the survey method, other research method such as experiment
method also can be conduct to collect customers’ psychological variables and find more customers’ inside
factors to approach loT use.

For the company side, the traits of 10T such as different functions can be included into the model to
provide the reference for loT product design and make model more application.
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ABSTRACT

This paper describes a study in which the pattern of distribution of the number of friends among users of
the Vkontakte social network among residents of eight large cities of the CIS (Moscow, St. Petersburg,
Almaty, Novosibirsk, Tashkent, Kiev, Yekaterinburg, Pavlodar) was studied. Experimental data show that
this distribution is of a similar nature for all selected cities. A semi-empirical model was built, on the basis
of which an explicit form of theoretical dependence was obtained, describing the nature of the
distribution of the number of mutual contacts (“friends”) of users of social online networks. It is shown
that this theoretical dependence agrees with satisfactory accuracy with experimental data for a
sufficiently large sample of cities. It is established that the Dunbar number, which is included in the
dependencies considered as a control parameter, is a characteristic of the communication environment
of each specific city and correlates with the population of the city.

Keywords: Online social networks, Dunbar number, City communication environment.

1 Introduction

The study of the communication space formed by the rapid development of telecommunication
technologies is of considerable interest in several aspects.

Thus, a significant part of campaigns to promote products on the market is currently conducted in online
social networks [1-5], and such networks are already used not as an auxiliary means of campaigning, but
as the main one.

Social online networks connecting a large number of people are an ideal platform for conducting various
informational influences of a mass nature, including in the framework of information wars [6-11].

At the same time, modern telecommunication technologies make it possible to receive education online,
which creates a number of advantages (access to educational courses of universities around the world,
saving travel time, convenience for people with advanced requirements) [12-16]. Massive open online
courses (MOOCs) are beginning to gain great popularity [17-21].

The consistent use of social online networks for various purposes requires their adequate theoretical
description on a quantitative level.
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In this paper, we analyze the distribution of users of social online networks by the number of friends
(mutual contacts) and propose a model that describes this distribution.

2 Research method

The data used in the work was collected on the basis of direct collection of information regarding the
number of friends of users of social online networks VKontakte.

A random sample of users living in the following cities was created: Almaty, Moscow, Novosibirsk, Kiev,
Pavlodar, Yekaterinburg, St. Petersburg, Tashkent. The number of friends each user has was counted.
Based on these data, the dependencies presented in Fig. 1 - 8 (dots). The abscissa axis shows the numbers
n falling at the center of the intervals on which the axis is divided. The partition scale is selected uneven.
The ordinates show the ratio of the total number of users, whose number of friends falls within this
interval, to the length of this interval. Such a construction approximately corresponds to the density of
distribution of users by the number of friends.

It can be seen that the curves obtained for various cities in which the Runet is actively exploited have a
similar character.

In general, the distribution of the number of users by the number of friends can be found on the basis of
the following equation:

dnj nj
o = -1 YizoWj—1,il — N Xj—o WjiN; — . (1)

nj —the number of users whose friends are j, w;; — the frequency of the formation of a new relationship
between people with j and i friends, T - network user lifetime (actual time of using the resource).
Assuming that the functions under consideration with a change in the number j change slowly, we can

proceed to the continuous form of writing equation (1). Replacing the discrete numbers j and i with
continuous variables x and y, we can write

d
En(x) =n(x — Ax) [ w(x — Ax, y)n(y)dy — n(x) [ w(x, y)n(y)dy — @ (2)
Applying the Taylor series expansion up to quadratic terms, we have
dn@ _ _ oyl _dn _1n®
o = @ [w y)n()dy — -~ [ wx, yIn()dy — - (3)
Whence we get that for the stationary case
af _
o = FOK () (@)
where
a 1
—W(x, dy—=
KGo) = [azw ey f ) dy-1] )

Jwey)f»dy

It is essential that the functions included in the factor for the function f (x) in expression (4) are determined
by the entire profile of the distribution under consideration.

Expression (4) allows us to interpret the establishment of an equilibrium distribution of users by the
number of friends through a stream directed towards their increase. This, in particular, allows us to use
heuristic considerations in finding the function K (x).
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These considerations are as follows. The literature currently uses the Dunbar number [22-25], which
represents the maximum number of constant social contacts (ties) that one person can support. Initially,
this number was obtained by studying the influence of the size and development of the neocortex on the
size of a flock of monkeys [22-23], but now it is increasingly used to describe the communication space
[26-29].

It can be assumed that the Dunbar number describes the potential causing the flow in a positive direction
along the x axis in the model under consideration. If the number of friends of this user is less than the
Dunbar number, then we can expect that the derivative in formula (4) will have a positive sign (and vice
versa).

The simplest record satisfying this requirement has the form

L= (@-x0re (6)

where the factor o takes into account the fractal nature of the communication space.
This nature of the communication space follows from visual considerations. The formation of a
relationship between two persons is facilitated if they have a common friend, i.e. there is a certain chain

linking them. The inclusion of such chains leads to a power-law dependence in formula (6) and the fractal
nature of the communication space as a whole.

Equation (6) is of the first order and is easily integrated; we have

—~Al-a)f'"*=(@-x?*+C (7)
where Cis the integration constant.
From here
A
f= ((a—x)2+C)B (&)

where the normalization factor A is entered in the record,

1 1
B_E’a_l-l_ﬁ (9)

A comparison of the experimental results with theoretical calculations based on the proposed model is
presented in Fig. 1-8.

The theoretical curves (solid lines) in these figures were obtained based on the model described above. It
is seen that there is good agreement between the experimental and theoretical data.

The control parameters defining the theoretical curve were determined on the basis of experimental data
using the least squares method. The obtained numerical values, using which theoretical curves are
plotted, shown in Fig. 1 to 8 are summarized in Table 1.

It can be seen that analogues of the Dunbar number obtained on the basis of the analysis of the presented
dependencies fit into the range (100-230) indicated in the literature [22-25]. It is also seen that the
analogue of the Dunbar number for Moscow is noticeably higher than for Almaty and Novosibirsk, which
could be expected from general considerations.
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This means that the analogue of the Dunbar number included in the dependencies used as a parameter
can be considered as a characteristic of the communication space for each specific city.

The most significant result is that the fractal dimension of the communication space is the same for all
eight cities, and the value is 2/3 with high accuracy. It can be assumed that this value reflects some
fundamental features of the formation of the communication space.

Table 1. Empirically determined constant formulas (8) for various settlements and the population of cities.

Population,
City A C a B thousand people
Al 820 5500 95 0,654 1806,6
maty
M 1290 43000 300 0,657 12506,5
0SCOW
- 1120 14000 95 0,651 1612,8
Novosibirsk
Ki 1100 20000 130 0,656 2934,5
iev
800 3000 110 0.648 334,9
Pavlodar
Yekaterinburg 800 9800 120 0,.649 1468,8
St. Petersburg 716 9350 205 0.65 5351,9
Tashkent 200 1500 140 0.654 2424,1

It should be noted that the obtained values of the Dunbar number (considered as parameters of the
theoretical dependence) correlate with the population of the city (Fig. 9).

This figure shows that the Dunbar number is not an absolute indicator, but significantly depends on the
characteristics of the communication environment, mainly the population of the city.

This circumstance cannot be surprising - the larger the city, the greater the number of communications a
particular person is involved. He, on average, is better informed, more sociable, etc. Of course, these
factors are not the only ones, but we can speak with all certainty about the influence of the nature of the
communication environment on the value of the Dunbar number.

3 Conclusion
In conclusion, we note that based on heuristic considerations and literature data on the nature of the
Dunbar number, we can propose a simple semi-empirical model that adequately describes the
experimental distributions of users of social online networks by the number of friends.

This model is based on the assumption of the fractal nature of the communication space. This assumption
seems to be justified also because the fractal dimension obtained for various cities in which the Runet is
actively used remains constant with high accuracy
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