
Volume 6 No. 6,  December 2018 



TABLE OF CONTENTS 

EDITORIAL ADVISORY BOARD 
DISCLAIMER  

I 
II 

Quality Analysis of Streaming Audio over Mobile Networks 
Sikha Bagui, Amitabh Mishra, John Compo, Debarghya Nandi and Subhash Bagui 

1 

Mitigation of Terrain Effects using Beamforming Antennas in Ad Hoc Networks 

  Vinay B. Ramakrishnaiah, Robert F. Kubichek, and Suresh S. Muknahallipatna 
15 

Forwarding with Prediction over Machine Learning based Nodes in Wireless Mesh 
Networks 

   Jianjun Yang, Ju Shen, Mengyi Ying 

33 

SDN/NFV Based Internet of Things for Multi-Tenant Networks 

  Do Sinh, Luong-Vy Le, Bao-Shuh Paul Lin, Li-Ping Tung 
40 

Simulation on Collective Panic Behavior Based on PI 
   Wen ZHENG, Da ZHU 

57 

Research and Implementation of Bluetooth Indoor Auto-Tracking System 
   Yen-Jen Chen, Kai-Wen Zheng 

76 

Data Fusion in Wireless Communication Network Node Positioning 
  Ya Luo, Xiaoyang Liu, Chao Liu 

87 



Editor In Chief 
Dr Patrick J Durand 

Ulster University, United Kingdom 

EDITORIAL ADVISORY BOARD 

Professor Simon X. Yang 
The University of Guelph 

Canada 

Professor Shahram Latifi 
Dept. of Electrical & Computer Engineering University of 

Nevada, Las Vegas 
United States 

Professor Farouk Yalaoui 
University of Technology of Troyes 

France 

Professor Julia Johnson 
Laurentian University, Sudbury, Ontario 

Canada 

Professor Hong Zhou 
Naval Postgraduate School Monterey, California 

United States 

Professor Boris Verkhovsky 
New Jersey Institute of Technology, New Jersey 

United States 

Professor Jai N Singh 
Barry University, Miami Shores, Florida 

United States 

Professor Don Liu 
Louisiana Tech University, Ruston 

United States 

Dr Steve S. H. Ling 
University of Technology, Sydney 

Australia 

Dr Yuriy Polyakov 
New Jersey Institute of Technology, Newark 

United States 

Dr Lei Cao 
Department of Electrical Engineering, University of 

Mississippi 
United States 

Dr Kalina Bontcheva 
Dept. of Computer Science 

University of Sheffield, United Kingdom 

Dr Bruce J. MacLennan 
University of Tennessee, Knoxville, Tennessee 

United States 

Dr Panayiotis G. Georgiou 
USC university of Southern California, Los Angeles 

United States 

Dr Armando Bennet Barreto 
Dept. Of Electrical and Computer Engineering 

Florida International University 
United States  

Dr Christine Lisetti 
School of Computing and Information Sciences 

Dr Youlian Pan 
Information and Communications Technologies 

National Research Council Canada 

Dr Xuewen Lu 
Dept. of Mathematics and Statistics 

University of Calgary 
Canada 

Dr Sabine Coquillart 
Laboratory of Informatics of Grenoble 

France 

Dr Claude Godart 
University of Lorraine 

France 

Dr Paul Lukowicz 
German Research Centre for Artificial Intelligence 

Germany 

Dr Andriani Daskalaki 
Max Planck Institute for Molecular Genetics 

MOLGEN  
Germany 

Dr Jianyi Lin 
Department of Computer Science 

University of Milan, Italy 

Dr Hiroyuki SATO 
Information Technology Centre 

The University of Tokyo 
Japan 

Dr Christian Cachin 
IBM Research – Zurich 

Switzerland 

Dr W. D. Patterson 
School of Computing, Ulster University 

United Kingdom 

Dr Alia I. Abdelmoty 
Cardiff University, Wales 

United Kingdom 

Dr Sebastien Lahaie 
Market Algorithms Group, Google 

United States  

Dr Jenn Wortman Vaughan 
Microsoft 

United States  

Dr Jianfeng Gao 
Microsoft 

United States  

Dr Silviu-Petru Cucerzan 
Machine Learning Department, Microsoft 

United States  

Dr Ofer Dekel 
Machine Learning and Optimization Group, Microsoft 

Israel 



 

 

 

 

Florida International University 
United States  

Dr K. Ty Bae 
Department of Radiology 
University of Pittsburgh 

United States 

Dr Jiang Hsieh 
Illinois Institute of Technology 

University of Wisconsin-Madison 
United States 

Dr David Bulger 
Department of Statistics 
MACQUARIE University 

Australia 

Dr YanXia Lin 
School of Mathematics and Applied Statistics 

University of Wollongong 
Australia 

Dr Marek Reformat 
Department of Electrical and Computer Engineering 

University of Alberta 
Canada 

Dr Wilson Wang 
Department of Mechanical Engineering 

Lake head University 
Canada 

Dr Joel Ratsaby 
Department of Electrical Engineering and Electronics 

Ariel University 
Israel 

Dr Naoyuki Kubota 
Department of Mechanical Engineering Tokyo 

Metropolitan University 
Japan 

Dr Kazuo Iwama 
Department of Electrical Engineering 

Koyoto University 
Japan 

Dr Stefanka Chukova 
School of Mathematics and Statistics 

Victoria University of Wellington 
New Zealand 

Dr Ning Xiong 
Department of Intelligent Future Technologies 

Malardalen University 
Sweden 

Dr Khosrow Moshirvaziri 
Department of Information systems 

California State University Long Beach 
United States 

Dr Kechen Zhang 
Department of Biomedical Engineering 

Johns Hopkins University 
United States 

Dr. Jun Xu 
Sun Yat-Sen University , Guangzhou 

China 

 

Dr Dinie Florancio 
Multimedia Interaction and Collaboration Group 

Microsoft 
United States  

Dr Jay Stokes 
Department of Security and Privacy, Microsoft 

United States  

Dr Tom Burr 
Computer, Computational, and Statistical Sciences Division 

Los Alamos National Laboratory 
United States  

Dr Philip S. Yu 
Department of Computer Science 

University of Illinois at Chicago 
United States 

Dr David B. Leake 
Department of Computer Science 

Indiana University 
United States  

Dr Hengda Cheng 
Department of Computer Science 

Utah State University 
United States  

Dr. Steve Sai Ho Ling 
Department of Biomedical Engineering 

University of Technology Sydney 
Australia 

Dr. Igor I. Baskin 
Lomonosov Moscow State University,  

Moscow 
Russian Federation 

Dr. Konstantinos Blekas 
Department of Computer Science & Engineering,  

University of Ioannina 
Greece 

Dr. Valentina Dagiene 
Vilnius University 

Lithuania 

Dr. Francisco Javier Falcone Lanas 
Department of Electrical Engineering,  
Universidad Publica de Navarra, UPNA 

Spain 

Dr. Feng Lin 
School of Computer Engineering 

Nanyang Technological University 
Singapore 

Dr. Remo Pareschi 
Department of Bioscience and Territory 

University of Molise 
Italy 

Dr. Hans-Jörg Schulz 
Department of Computer Science 

University of Rostock 
Germany 

Dr. Alexandre Varnek 
University of Strasbourg 

France 
 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

DISCLAIMER 

 

All the contributions are published in good faith and intentions to promote and 
encourage research activities around the globe. The contributions are property of 
their respective authors/owners and the journal is not responsible for any content 
that hurts someone’s views or feelings etc. 

 





 

DOI: 10.14738/tnc.66.5526 
Publication Date: 25th November 2018 
URL: http://dx.doi.org/10.14738/tnc.66.5526 

 

 

VOLUME 6, NO. 6 
ISSN: 2054 -7420 
 

SOCIETY FOR SCIENCE AND EDUCATION 
UNITED KINGDOM 

TR A N S A C T I O N S O N 
NE T W O R K S A N D CO M M U N I C A T I O N S 
 

TNC 
Quality Analysis of Streaming Audio over Mobile Networks 

Sikha Bagui1, Amitabh Mishra1, John Compo1, Debarghya Nandi1 and Subhash Bagui2 
1Department of Computer Science,  

2Department of Mathematics and Statistics, The University of West Florida, Pensacola, FL 32514 
bagui@uwf.edu; amishra@uwf.edu; johncompo@gmail.com, dnandi4@uic.edu 

 

ABSTRACT 

This paper utilizes open source software to analyze the quality of audio streamed over mobile cellular 
networks. Industry conventions have been developed to assess audio quality such as the Mean Opinion 
Score or MOS scale described in the International Telecommunications Union ITU P.800.1 document.  The 
MOS scale is a subjective assessment based on the listener’s experience. To eliminate the use of a trained 
audio listener we automate an estimated MOS calculation by measuring the packet loss, average latency 
and jitter over the network transport path. The network under test is a pilot network to replace the 
dedicated analog circuit from the broadcast center to a radio transmitter. We intend to automate the 
logging of an objective quality assessment using MOS, cellular router and decoder measurements with 
confirmation using automatically generated visual representations of sample audio received. These visual 
representations will aid in manual confirmation of poor MOS scores with audio samples available for more 
in-depth review.  

Keywords: Audio Quality, Mean Opinion Score, Streaming Audio, Mobile Networks, Outages 

1 Introduction 
The production broadcast system text database stores safety and public information messages derived 
from weather forecast products. The broadcast center creates a broadcast script from these messages 
and sets up a play schedule. Text to speech software is used to convert these messages into a synthetic, 
digital voice message. The voice message is converted to an analog signal by a digital to analog audio 
converter that supplies radio transmitters via a dedicated analog circuit from the broadcast center. In 
addition to the broadcast voice, various frequency tones can be inserted into the message. Specific Area 
Message Encoding (SAME) tones are used to send an alert to receivers in a specific geographical location 
such as a county. Additional tones are used to remotely switch the transmitter from the primary to the 
secondary transmitter. The dedicated circuit is analogous to an audio cable from a personal computer to 
a set of speakers. The audio remains an analog signal from the broadcast center to the transmitter. Figure 
1 presents a legacy broadcast center to transmitter configuration. In figure 1 we see the text to speech 
engine pulling text products from the text product database. Once the text is converted to an audio signal, 
it is transmitting over the analog circuit to the radio transmitter for broadcast.  
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Figure 1. Legacy broadcast center to transmitter configuration - dedicated circuit (Analog). 

Telephone communications continue to evolve from analog copper-wire circuits carrying analog signals 
between fixed geographical points to newer digital circuits using signals that can reach multiple 
geographical areas and locations through the Internet or private networks. This evolution is continuing, 
and analog circuits are becoming rarer and more expensive than digital circuits. In some markets these 
legacy analog circuits are no longer available. 

The pilot system being tested uses cellular network technology commonly used with smart phones and 
smart devices. Within this cellular network, a Virtual Private Network (VPN) is created between the 
broadcast center and the radio transmitter to isolate the broadcast stream from the public internet. In 
Figure 2 the setup is like the previous analog circuit with the exception of the transport method between 
the broadcast center and transmitter boundaries. The analog audio is now encoded into a digital signal by 
an audio encoder once the signal is digital, the encoding router sends the Real Time Protocol (RTP) packets 
via 4G networks to the decoding router. Once received, the audio decoder converts the RTP packets back 
to an audio signal to supply the radio transmitter.   

 
Figure 2. Pilot broadcast center to transmitter configuration - 4G mobile network with VPN (Digital). 

The broadcast is a one-way audio stream and is transmitted over the VPN using the Real Time Protocol 
(RTP) G.711 codec as expressed in the document ITU [4] G.711. One distinct challenge with dedicated 
analog circuits and RTP is automating the objective assessment of audio quality. Transmitters that are 
close to the broadcast center can be monitored on a weather radio. Transmitters further away cannot be 
monitored for audio quality without dialing in to the transmitter and listening to a short sample. The 
broadcast center relies upon members of the public to report audio problems or outages. Their audio 
assessment may be subjective based on their experience, receiver setup, terrain blockage and the 
distance from the transmitter. Any prolonged interruption to streaming audio is noticed immediately by 
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the intended listener as silence or distortion. Silence could be caused by many factors, most likely an audio 
or network outage along the transmission path. Poor audio or strange noises such as echoes, or warbling 
tones would most likely be attributed to network jitter. In this paper we propose a setup using open source 
software to both automate the calculation of an estimated MOS along with detailed analysis about the 
audio quality. Our setup also provides automated visual references and sample audio for manual 
confirmation of poor MOS scores.  

The information from the broadcast center to the radio transmitter includes current weather forecasts, 
watches, warnings, public information statements and emergency messages. Due to the critical nature of 
such information, a high level of service availability is required. These broadcasts don’t have the dynamic 
range or fidelity requirements of an FM radio station; however, these transmissions should be clear, with 
limited noise and minimal outages. The transmitters broadcast on narrow band Frequency Modulation 
(FM). The designed area of coverage is 40 miles from the transmitter. This range should allow a received 
signal more than -89dBm which is more than adequate for the voice broadcast and more importantly high 
enough to trigger the receiver when SAME tones are sent.  

In this work, we intend to automate the initial analysis of received audio. By using network statistics and 
software and tools at the radio transmitter received audio. We attempt to automate quality analysis and 
capture outages. The automated methods should correlate to waveform and spectrograph analysis to 
assure they are accurate. These visual representations will aid in manual confirmation of poor MOS scores 
with audio samples available for more in-depth review.  

The rest of the paper is organized as follows. Section 2 presents the related works; section 3 presents the 
pilot setup; section 4 presents the methods used to assess audio quality; section 5 presents the data 
analysis; section 6 presents the predictions that can be made and finally section 7 presents the conclusions 
and findings. 

2 Related works 
[2] used structural similarity index to compare transmitted and received frequency structures. From this 
they derived a correlation coefficient. Their work was mainly with musical instruments sources and the 
dynamic range of their signals is much greater than our vocal and tone requirements.  

To measure the quality of video streaming, [7] used correlation as well. While the title of their article was 
video streaming, portions of their setup are applicable to audio streaming as a component of that video. 
Their work is impacted by round trip time (RTT) and other elements prone to limitations of the TCP/IP 
protocol suite. One of the major impacts to their results was due to the TCP/IP retransmission or sliding 
windows flow where the transmit side delays the transmission to assure that the packets are in order. 
This would cause a serious effect on the quality of streaming audio. In our setup, the encoders and 
decoders communicate with each other using User Datagram Protocol over IP (UDP) which does not 
involve the complex handshaking used in TCP. In our application we continuously send audio regardless 
of packet losses, and there is no re-transmission.  

The approach [10] used jitter distortion as a method for assessing audio quality.  The focus of their paper 
was the delivery via cell phone, but they used a listener to provide a subjective assessment of the quality. 
Moreover, their application focused on sporadic burst transmission. On the contrary, our broadcast 
stream is continuous and employing a listener over extended periods of time is not feasible.  
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Authors for [6] specifically identified issues related to audio transmission over “lossy” networks such as 
the Internet. Their work focused on the comparison of quality to packet loss rates of the decoded signal. 
They encoded and decoded the audio with different rates to evaluate the quality. However, our system is 
a live system and our goal is to assess and improve the audio.  

3 Setup 
The pilot test setup consists of two live broadcast links and a test broadcast link. The live links can revert 
to their coexisting dedicated analog paths during intrusive testing. Intrusive testing involves transmitting 
one of the two known audio files over the link. Without switching the site back to the legacy dedicated 
circuit, the radio transmitter broadcasts the test message. Since tones are included in the test messages, 
there is an additional risk of causing false alerts on the receivers.  

The first pilot 4G link is from a broadcast center in Texas to a simulated transmitter in Vermont, this link 
is approximately 1,800 miles. This simulated transmitter is the logging PC which also records the audio. 
The second pilot link is a broadcast from the Vermont broadcast center to a transmitter in Vermont 
approximately 16 miles away. A third local test setup 4G pilot link for comparison uses collocated routers. 
This local setup has the two routers separated by a short distance of 25 feet. All three links use mobile 
network 4G LTE as the primary network technology. The links are named T1800V, V16V and V0V to denote 
the origin, distance and destination.  All three links use commercially available audio encoders and audio 
decoders in pairs. In addition to the encoders and decoders, single board computers (SBCs) are used at 
the origin and destination. The originating SBC is used to inject a known audio signal into the encoder 
during intrusive testing. This audio is either a 30 second loop of a 440 hertz concert A (A4) sine wave tone 
or a known one-minute loop of synthetic voice reciting the Harvard Sentences [3] List # 11 with some 
400Hz and 1 kHz tones. Examples of the transmitted waveform and spectrographs viewed in Audacity [1] 
are presented in figures 3 to 5.  

 
Figure 3. Waveform 440 Hz 

 

 
Figure 4. Spectrograph 440 Hz 

 

 
Figure 5. Harvard Sentences List 11 and tones. 

 

 
Figure 6. Spectrograph - Harvard Sentences List 11 and tones. 
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In Figure 6 we see a spectrograph representation of the test audio file. The test audio file was constructed 
using the Harvard Sentences [3] #11 and a 440Hz at specific locations as marker. This file is of a fixed 
duration and content will aid in the quality analysis of the received signal. The voice and tone loop or 
constant tone provide a reference waveform to compare against the received audio. These known audio 
signals help in detailed manual analysis of the received audio if necessary. The live broadcast varies greatly 
and is difficult to discern the quality visually. At the receive end an SBC is used to record the audio from 
the decoder as well as perform the network tests to estimate a MOS Score.  

The system setup we designed produces this estimated MOS score based on the network packet loss, 
average latency and jitter from the decoder to the encoder. A poor estimated MOS provides a timestamp 
to check in cases where further analysis is required. Our system also logs the encoding and decoding 
router and decoder data. It records 15 second samples of audio 2-3 times per minute. From this audio, 
our system automatically logs the audio sample’s statistics and automatically generates the waveform, 
FFT and spectrograph plots using the Matlibplot [5] library in Python [8].  

4 Methods 
To assess the audio quality one can simply listen to the audio stream and determine if it can be clearly 
heard and with ease. To establish a scale of that quality, the Mean Opinion Score (MOS) was developed 
by the International Telecommunication Union (ITU) [4]. The MOS scale is subjective; the listener should 
be a trained audio professional. Employing a human listener for a continuous MOS scale assessment is 
not always practical. Table 1 presents the scales used by the ITU [4] and G.711. Table 1 shows the MOS 
scale ranging from a listener’s estimated experience ranging from bad to excellent. 

Table 1: MOS scale published by International Telecommunication Union (ITU) for G.711 CODEC. 

 
   
The codec used for our testing is the G.711 Real Time Protocol (RTP) codec defined in ITU-T [4] 
Recommendation [2, 3] G.711. It is a commonly used codec for Audio over IP (AoIP) applications, available 
for free. The audio encoding for the encoder and decoder uses µ-law 8-bit Pulse Code Modulation (PCM). 
One of the benefits of the µ-law is the dynamic range available and reduced bandwidth.  It should be 
noted that a maximum MOS score for the G.711 codec is expressed as 4.4 in the MOS scale table. This 
maximum theoretical MOS score varies from 4.1 - 4.5 depending on the reference source. Any value above 
4.0 is acceptable as the signal is in the good range or satisfied level of quality depending on the chart 
selection. A subjective good or satisfied MOS threshold can be identified by listening to the received audio 
and cross referencing against the estimated MOS to establish an acceptable baseline for audio quality if 
necessary. MOS subsets are defined as MOS-LQE, MOS-LQO and MOS-LQS, where L=listening, Q=quality 
and E=estimated. O=Objective and S=Subjective were not used.  
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To test the three AoIP links, we have used a passive approach for the live broadcasts including the 
estimated MOS, detailed logging as previously mentioned and audio recording. For the intrusive test we 
inject one of our known audio files into the broadcast stream. For the pure tone injection, we additionally 
have an automated audio metric log which logs amplitude, norms and deltas of that audio signal. 

The broadcast center to radio transmitter sites and distances are identified in table 2. 

Table 2: Site to site locations and payload type. 

# Transmit Receive Distance 
(mi) 

Type Payload MOS Type 

1 Texas Vermont 1,800 Encoder to Decoder Audio and/or Tones MOS-LQS/LQO 
2 Vermont Vermont 16 Encoder to Decoder Audio and/or Tones MOS-LQS/LQO 
3 Vermont Vermont 0 Encoder to Decoder Audio and/or Tones MOS-LQS/LQO 

 
There are many factors that contribute to the audio quality of the broadcast. The audio encoding quality 
was assumed to be good and constant since we injected a known reference audio signal into all three 
encoders. We compared this audio file directly against the received audio samples.  

There are several possible causes for audio degradation during transmission. The encoder, encoding 
router (transmit), decoding router (receive), decoder could be suspect. The routers could suffer from poor 
signal strength or signal to noise ratio. If the routers do not have a strong signal, the attachment to the 
mobile network will be prone to errors. The audio encoder and decoder pair could have problem 
exasperated by the network connection/conditions between them. These could cause problems with RTP 
latency, drops, duplicates and errors. In addition, the audio encoder decoder pair has to sync with each 
other, this takes approximately 2-3 seconds. Any network disconnects are amplified by this additional 
time to come back online and sync.  

Network transport is another common cause of audio degradation. The situation with network transport 
is analogous to two tin cans and a string where the string is slack or over-tight or is struck with an object 
during transmission. Two of the important measurements that should be logged for judging the mobile 
network connection quality are Received Signal Strength Indicator (RSSI) and the Signal to Interference 
Noise Ratio (SINR). In our setup, whenever SINR on the router was not available for logging, we logged 
the Received Signal Received Quality (RSRQ) values.  

There are additional parameters related to the decoders that we logged - the most informative of these 
are the Real Time Protocol attributes for latency, loss, drops duplicates. The decoder buffer, soft errors 
and reconnects are also logged.  

In addition to recording the above data, we used a raw socket Python [8] ping to determine decoder to 
encoder packet loss, average latency and jitter to calculate an estimated MOS for the transmissions. We 
also captured 15 second audio samples approximately two to three times per minute. From these samples 
we plotted the first few cycles of the 440 Hz tone to analyze the sine wave. We also plotted the spectrum 
of the broadcast a constant tone can be analyzed quickly with a Fast Fourier Transform (FFT). Any 
frequency deviation of the constant tone can be easily identified. In the image below, the transmitted or 
reference audio signal is plotted together with the received audio signal. It may be noted that the 
waveform plot and FFT are plotted for a small fraction of the 15 second sample in figure 7. 
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Figure 7: Waveform and FFT plot. 

In the above waveform diagram, we analyze the sine wave characteristics of a sample; the phase 
difference varies based on the transmission delay. The FFT plot shows if the reference and received signals 
are on same frequency, or if there is a drift. The amplitudes of the transmitted and the received signals 
are plotted to check just for deviation and may not necessarily be relative to each other. Volume 
adjustments on the encoder, decoder and SBC can also be the reasons for changes in the amplitude. In 
the two waveform samples, it is evident that there was signal loss or fade. The entire 15-second sample 
can be opened in Audacity [1] for detailed information on the complete waveform or to listen to the 
sample.  

The complete 15 second sample is plotted below with a spectrograph. The outages and deviations from 
the primary frequency are more easily discerned in the spectrograph output as shown in Figure 8.  

 
Figure 8: Spectrograph of constant frequency tone. 

From figure 8, we can see that, in the first quarter there appears to be no signal in the spectrograph 
output. The dark blue, highest amplitude component in the plot is the received 440 Hz signal. The signal 
returns to 440 Hz just before the 3.76 second mark. Once again, we can view the entire 15 second 
waveform with a tool like Audacity and listen to the audio.  

The estimated MOS score and the decoder RTP attributes are the main indices to research further into 
the spectrographs and recorded audio samples.  

5 Data Analysis 
Our setup and the experimental process to find bad or missing audio were used at all three sites T1800V, 
V16V and V0V. The MOS, encoding router, decoding router and decoder log values were plotted to look 
for trends. Of interest were the MOS scores, routers’ signal levels and the decoder buffer, and RTP latency, 
drops, loss and duplicates.  
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In all three sites, the encoding and decoding router had a strong received signal and good signal to noise 
values. The 15 second audio sample log was also plotted to look for trends. From the experiment results, 
we found that of importance in this log are the root mean squared amplitude and the amplitude mean 
norm values. The spectrograph and waveform plots were compared against low MOS scores and low 
values in the root mean squared amplitude and the amplitude mean norm.  

The MOS score below is of a live broadcast voice from the Texas site to Vermont T1800V. The MOS score 
is estimated continuously for all the broadcasts.  The MOS score below is 1.93 which is in the ‘Poor’ 
category on the ITU [4] MOS scale. In Figure 9 we can see the variance ranging from Poor to Good MOS 
scores. 

 
Figure 9: Automated MOS score example Texas to Vermont T1800V link. 

Using this low MOS score as the date time reference we selected the correct spectrograph for this audio 
sample. It may be noted that the darker the shade of blue the higher the amplitude of the signal. Figure 
10 is small sample spectrograph of the audio associated with the Poor MOS score in Figure 9. 

 

 
Figure 10: Spectrograph of 15 second sample correlating to MOS score in Figure 9. 

 
The complete 15 second sample of the audio was viewed and listened to in Audacity [1] (figure 10). When 
we loaded the waveform, the wave signature matched the spectrograph. When we listened to the sample 
audio, it was confirmed that the audio was missing.  

 
Figure 11: Suspect audio waveform, same sample as figure 10. 

The sample below is the voice tone loop injected into the encoder at the Vermont to Vermont site V16V. 
This site MOS scores ranged from 3.2 “Fair” to 4.29 “Good” on the ITU [4] MOS scale for the total sample 
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period. The MOS score for this sample was 3.5 which is between “Fair” and “Good” on the ITU [4] MOS 
scale. We can infer from the plot below that the MOS score was dropping prior to this low value. The score 
in question is circled in red on figure 12. 

 
Figure12: Automated MOS score example Vermont to Vermont V16V link. 

When we referenced the spectrograph using the time and date from the log we found that the signal was 
missing and then faded back in. One of the embedded test tones can be seen to the right of the 
spectrograph represented by the dark horizontal line.  

 
Figure 13: Spectrograph of 15 second sample correlating to MOS score in Figure 12. 

From the spectrograph above in Figure 13 it appeared the signal was missing and then faded in. We 
confirmed this with the aid of waveform representation of the audio in Figure 14 and by listening to the 
sample.  
 

 
Figure 14: Suspect audio waveform, same sample as figure 13. 

The previous samples were from a live broadcast or the test voice and tone loop. Another technique we 
used to test for audio quality was to inject a constant 440 Hz tone loop into the encoder. The following 
are examples of audio problems discovered using the MOS method referenced above. In addition, since 
we are using a constant tone, we can now use audio statistics of the recorded 15 second audio as a 
reference as well.  The reference audio file was tested with the same SoX [9] utility used to generate the 
logged values as a baseline. The statistics for the test 440 Hz file are below. We expected the log audio 
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statistics to be different based on audio volume adjustments throughout the audio link; however, the 
relationships should be similar. In Table 3, we can see the statistics of the 440Hz tone.   

Table 3: Sound Exchange Utility (SoX) audio statistics. 
 

Maximum amplitude: 0.692017 
Minimum amplitude: -0.691986 
Midline amplitude: 0.000015 
Mean    norm: 0.44042 
Mean    amplitude: 0 
RMS     amplitude: 0.489183 
Maximum delta: 0.043854 
Minimum delta: 0 
Mean    delta: 0.027605 
RMS     delta: 0.030662 

 

Shown below in Figure 15 is a plot of the MOS scores from the T1800V site with an injected tone. Of 
interest is the negative spike well below 2.5 circled in red (as shown in figure 15).  

 
 

Figure 15: Automated MOS score example Texas to Vermont T1800V link, constant 440Hz tone. 

Figure 16 is an example of how the audio statistics can now be used to indicate an outage. The negative 
spikes seen in the plot below are of special interest. We had high success in correlating these negative 
spikes to audio problems. For example, the spike circled in red matches the date time of the MOS score 
negative spike above.   

 
Figure 16: SoX audio statistics correlate with MOS score to indicate an outage. 

The outage is clearly seen in the spectrograph below (figure 17) as well as in the waveform image that 
follows (figure 18). 
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Figure 17: Spectrograph of 15 second sample correlating to MOS score in Figure 15 and SoX audio statistics in 

Figure 16.  

 
Figure 18: Waveform of 15 second sample correlating to MOS score in Figure 15 and SoX audio statistics in 

Figure 16. 

In the next example, we bypass the MOS score as a reference and utilize the audio statistics alone to find 
bad audio. Note how defined the audio statistics plot is, each negative spike was correlated to an audio 
problem. While the MOS score is a useful parameter in rating audio quality, it doesn’t always catch all the 
problems due to the decoder’s’ buffer. This buffer helps smoothen out network variances in latency and 
jitter, but the smoothing is not always successful as we observed that bad audio correlated to a low MOS 
score as well. The buffers effectiveness degrades with lower MOS scores.  The audio statistic plot below 
shows an audio outage which is further represented by the spectrograph, waveform and confirmed by 
listening to the sample.  

 
Figure 19: SoX audio statistics as a stand-alone indicator of audio quality problems (constant tone).  

 
Figure 20: Spectrograph of 15 second audio sample from Figure 19. 

 
Figure 21: Waveform of 15 second audio sample from Figure 19 
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6 Data Prediction 
Using the data collected, we were able to rate audio quality. The MOS score remains the best indicator in 
our configuration, and we could safely rely upon it to forecast future performance. The audio quality 
statistics worked well for a constant tone but not for the variable frequency voice of the live broadcast of 
the voice and tone test loop. We counted the number of MOS scores over a 24-hour period to establish 
how many were “Good”, “Fair”, “Poor”, “Bad” or “Unusable”. The data was compared using the ITU-T 
rating scale [4] for MOS, and tables 4 to 6 present the results. 

Table 4: T1800V 

Total Events 5279 100%  
4.0-4.5 2935 56% Good 
3.0-3.9 2215 42% Fair 
2.0-2.9 128 2% Poor 
1.0-1.9 1 0% Bad 

<1.0 0 0% Unusable 

Table 5: V16V 

Total Events 5012 100%  
4.0-4.5 4664 93% Good 
3.0-3.9 342 7% Fair 
2.0-2.9 0 0% Poor 
1.0-1.9 0 0% Bad 

<1.0 0 0% Unusable 

Table 6: V0V 

Total Events 5402 100%  
4.0-4.5 5238 97% Good 
3.0-3.9 149 3% Fair 
2.0-2.9 0 0% Poor 
1.0-1.9 0 0% Bad 

<1.0 0 0% Unusable 
 
The T1800V audio link was found to be the link with the poorest quality. Only 56% of the time did it provide 
“Good” audio. Nearly half the time, 44% it provided “Fair” to “Poor” audio. The V16V and V0V audio links 
met our goal of “Good” audio 93% and 97% respectively. As the other data received and analyzed by us 
showed similar, corroborating characteristics, there is no reason to assume the T1800V audio link will 
improve or the V16V and V0V will degrade below their current levels. 

7 Conclusion and Findings 
The MOS scores provided the expected date time indicator with variances to research further into the 
audio outages. The network latency and jitter were negated to some degree by the buffer in the decoder. 
The buffer helped reduce the impact of a poor MOS score on audio quality to a degree. The T1800V audio 
link was “Fair” for nearly half the time. As a listener, we found it unacceptable and difficult to listen to. 
The link had frequent drops of varying durations evident in the spectrographs. This was true for the live 
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broadcast audio as well as the voice and tone and constant tone loop files. The V16V and V0V links were 
“Good” most of the time confirmed by the spectrographs and listening to samples.  

In our tests it was easiest to locate an audio problem using the audio statistics log for the 440 Hz tone 
signal. With the constant signal and constant frequency, we were able to use the audio statistics as a 
further indicator of where to look at the audio. The root mean squared amplitude and mean norm 
amplitude provided excellent results most of the time. The audio statistics logging was only useful for the 
tone loop, it didn’t perform well with the live broadcast or voice and tone loop.  The MOS scores however 
applied to all audio sources.  

To improve on our technique, the SoX [9] statistics could be set up to monitor the live broadcast audio. 
This may help to provide a baseline for the live broadcast or test voice and tone audio. We could compare 
this baseline to the live broadcast audio stream. If successful, this would provide a high frequency of audio 
problem detection, like the results we achieved with the constant tone loop. The logging for the MOS, 
encoding router, decoding router and decoder could be combined with the audio statistics so that the 
date times are more in sync. These methods could be refined and applied to live broadcast audio to further 
automate the process for continuous monitoring of streamed audio to radio broadcast transmitters.  
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ABSTRACT   

Wireless communication is sensitive to ambient noise as well as interference due to the use of a shared 
medium. The link quality is significantly affected by the surrounding terrain including buildings, hills, 
foliage, etc. Terrain changes also pose a problem for communication and localization in mobile ad-hoc 
networks and in the deployment of Internet of Things (IoT). Many of these problems can be addressed 
through careful antenna design, but these can be challenging as they require complex hardware and 
software. We propose a new approach called virtual terrain leveling (VTL), which acts as a trade-off 
between the complex antenna design approaches and the simple omni-directional antennas. VTL virtually 
nullifies the effects of the terrain using phased array antennas to compensate for the path losses. Convex 
optimization and the Nelder-Mead simplex method are used to compute the antenna array weights that 
minimize the error between the ideal and achieved beam patterns. Simulations are performed in the 
presence of different terrains and the received power at varying distances from the transmitter is 
analyzed. The results show improved received power up to a specified distance from the transmitter and 
then power decays rapidly with increasing distance, indicating interference reduction. 

Keywords: Terrain nullification, Phased arrays, Convex optimization, Nelder-Mead optimization. 

1 Introduction  
Unlike wired communication, wireless communication is sensitive to ambient noise as well as interference 
due to the use of a shared medium. Wireless spectrum is a scarce resource, which makes it impractical for 
large wireless ad hoc networks to carry out simultaneous transmissions using only frequency division 
techniques. Therefore, the signal transmissions are separated in space, time, and encoding to facilitate 
increased simultaneous transmissions. These interference avoidance techniques usually require a-priori 
planning and centralized control. Increase in the number of nodes exacerbates the interference issue and 
makes the design of centralized control more difficult. 

Signal quality in wireless networks is significantly affected by the surrounding terrain including buildings, 
hills, foliage, etc. Terrain features pose difficult challenges to implementation of mobile ad hoc networks 
(MANETs). The performance of MANETs and how they are influenced by their ability to cope with topology 
changes arising from node mobility under the influence of terrain is analyzed in [1]. They find that the 
probability of two connected nodes remaining connected falls rapidly as the line-of-sight (LOS) probability 
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decreases. Also, most of the routing protocols are designed based on the assumption of omni-directional 
transmissions, which is unlikely to hold for terrain encountered in most practical applications. 

Beamforming antennas can effectively address the interference issue, even without a central control, 
acting as a spatial filter by directing the beam in certain directions. They create radiation patterns by 
adding the signals constructively in desired directions and destructively in others. The antenna beam 
synthesis techniques are marginally addressed for fixed infrastructure networks in previous literature. [2] 
uses a simplified sector model for antenna beams to approximate azimuth beams. [2] [3] use a simplified 
cellular model by neglecting the topography. In [4] a coverage goal is defined, and the amount of power 
radiated outside the cell is compared with the amount of power radiated within the cell. But they use the 
same approximation as in [2], which does not consider the topography. Smart antenna solutions including 
switched beam antennas, adaptive beam arrays, and Multiple-Input Multiple-Output (MIMO) systems [5] 
usually require a separate transceiver behind every antenna element. This is problematic for large 
antenna array systems as they are expensive and also because of the requirement of high speed Analog-
to-Digital / Digital-to-Analog converters to accommodate the necessary bandwidth. Several signal 
processing techniques like randomization and cancellation are used to reduce inter-cell interference. 
These techniques try to average the interference across the system bandwidth and null out certain 
directions. The required processing power and complexity of these advanced techniques limit their use in 
wireless ad hoc networks.  

[6] [7] [8] describe phase-only antenna arrays that achieve optimal beam patterns with maximum average 
network signal-to-noise ratio (SNR). They use a hybrid analog/digital beamformer to steer the antenna 
beams using a single transceiver, power splitter/combiner, and electronically controlled analog phase 
shifters. These solutions are independent of the path loss models, therefore, making it easy to incorporate 
any terrain or traffic information. However, they are computationally complex requiring a centralized 
computer to pre-compute the antenna weights. A second order cone programming and semi-definite 
programming based approach to solve the array synthesis problem in non-uniform array with constraints 
on the magnitude is presented in [9]. They also address the robust array pattern synthesis in the presence 
of gain and phase uncertainties. 

In [10], we presented a preliminary analysis of Virtual Terrain Leveling (VTL) that acts as a trade-off 
between the complex antenna design approaches and the simple omni-directional antennas. VTL uses the 
hybrid analog/digital beam forming technique to limit the radiated power and validates the free space 
assumption by nullifying the effects of terrain up to a specified range from the transmitter. In other words, 
phased array antennas are used that provide gain inversely proportional to the path loss. In this paper, 
we extend our analysis to include active array antennas, and also study different array sizes and 
geometries. The antenna beams are synthesized using two different approaches, i.e., convex optimization 
[11] and the Nelder-Mead simplex method [12]. The idea behind VTL relies on efficiently pre-computing 
the radio propagation maps using a suitable path loss model and using this information to find the antenna 
array weights at the transmitter. Approximation methods such as the ones presented in [13] [14] can be 
used to get a low complexity representation of radio propagation maps for VTL implementation. We show 
that VTL can mitigate issues by providing near omni-directional propagation in the presence of terrain 
with the use of directional antennas and limiting the range of the radiated signal to reduce interference 
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and to increase frequency reuse. With the use of pre-computed radio propagation maps, VTL can avoid 
deafness in MANETs as they will be able to hear their neighboring nodes from all directions. 

This paper is organized as follows: Section 2 explains the VTL methodology and the goals of this research. 
In Section 3, background theory on phased array antennas, the array gain, and the optimization methods 
used to obtain array gain patterns is discussed. The simulations and analysis of results of the proposed 
VTL approach is presented in Section 4. Section 5 provides a summary of this research work and concludes 
the paper. 

2 VTL Methodology 
In many antenna applications, the problem of antenna pattern synthesis is of extreme importance and 
therefore it has been studied for decades. However, most of the existing literature assumes the 
knowledge of the optimal beam pattern and uses some kind of optimization algorithm to solve for system 
parameters. For example, the authors of [15] assume a desired, synthetic complex array amplitude vector, 
comprised of ones and zeros, where 1s correspond to the directions of interest, and compute the 
amplitude weights that minimize the error between the realized beam pattern and the synthetic complex 
array amplitude vector. Similarly, [16] uses genetic algorithm to search for complex roots that provide 
nulls in the desired directions. Particle-swarm optimization is used in [17] to search for the optimal array 
geometry that can realize the main beam with the desired beam width, providing unity gain in the 
directions of interest. Through VTL, we provide an analytical approach for computing the antenna gain 
patterns that minimizes the effects of path loss. The analytical approach eliminates the need for 
speculative beam patterns based on the synthetic complex array amplitude vectors. 

VTL virtually nullifies the effects of terrain at a desired distance from the transmitter by increasing the 
gain in the directions of increased path loss. Typically, the transmitter power is set to provide radio 
coverage up to a certain virtual radius (VR) based on receiver sensitivity. The idea is to reduce the 
transmitter power and use an antenna array with a gain distributed in such a way that it compensates for 
the lower received power. To illustrate the concept, consider a simple wireless network without adaptive 
power control, whose network protocol assumes homogeneous terrain with equal propagation in all 
directions. Unfortunately, real-world terrain causes significant variation in propagation distance 
depending on direction, which impairs network efficiency. In this example, assume the desired “cell 
radius” is 1 km and that transmitter power 𝑃𝑃𝑡𝑡 has been adjusted so that all locations in the cell are within 
range of the base station as shown in the cartoon of Figure. 1 (a).  By satisfying the worst-case direction 
of 200°, we see excessive range of over 2 km in other directions, likely causing interference in adjacent 
cells. VTL uses a passive antenna beam pattern that is inversely related to range, using less gain in some 
directions in order to provide higher gain in others, as shown in Figure. 1 (b). Figure. 1 (c) shows the range 
map after VTL is applied. The reason the corrected range map is not an ideal flat line is because a practical 
antenna array cannot perfectly remove all effects of loss-vs-direction. After VTL is applied, it is clear that 
the resulting system has excess range, and transmitter power can be reduced while maintaining the 
desired 1 km cell radius, as shown in Figure. 1 (d). VTL thus gives better power efficiency, reduced adjacent 
cell interference, and improved frequency reuse. 
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Figure. 1: VTL cartoon showing (a) Range vs. angle, minimum range = 1 km. (b) Antenna gain pattern (not to 
scale). (c) Range with VTL. (d) Range after VTL, reduced transmitter power. 

We make use of the Cost 231 Walfisch-Ikegami model (WIM) [18] [19] to demonstrate the concept of VTL. 
The WIM provides a theoretical model for urban communication systems. In this model, the rows or blocks 
of buildings are viewed as diffracting cylinders. Buildings are treated as absorbing screens, which reduces 
the propagation process to multiple forward diffractions past a series of screens. Diffraction is 
contemplated right from rooftops down to street level, which provides path loss predictions close to 
average measurement path loss. 

For an omnidirectional antenna, if a free line-of-sight (LOS) exists in an urban canyon, the path loss in 
decibels is given by  

𝐿𝐿WIM = 42.6 + 20 log𝑓𝑓 + 26 log𝑅𝑅, 

where the frequency 𝑓𝑓 is given in MHz and 𝑅𝑅 is the range in km. If there is no LOS path between the 
transmitter and receiver, the path loss is defined as 

𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊 = �
𝐿𝐿𝐹𝐹𝐹𝐹 + 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚                                               
𝐿𝐿𝐹𝐹𝐹𝐹,                                  𝑖𝑖𝑖𝑖 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 < 0, 

where 𝐿𝐿𝐹𝐹𝐹𝐹 is the free-space path loss. The coupling of the wave propagating along the multi-screen path 
into the receiver located in the street is defined as the rooftop-to-street diffraction and scatter loss, 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 
given by 

(a) (b) 

(c) (d) 
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𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 = �
−16.9− 10 log𝑤𝑤 + 10 log𝑓𝑓 + 20 log∆ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜, 𝑖𝑖𝑖𝑖 ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 > ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

0, 𝑖𝑖𝑖𝑖 𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟 < 0  

where 𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜  is the street orientation loss defined as 

𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜 = �
−10 + 0.354ψ             𝑓𝑓𝑓𝑓𝑓𝑓 0 ≤ 𝜓𝜓 < 35

2.5 + 0.075(𝜓𝜓 − 35)         𝑓𝑓𝑓𝑓𝑓𝑓 35 ≤ 𝜓𝜓 < 55
4 − 0.114(𝜓𝜓 − 55)          𝑓𝑓𝑓𝑓𝑓𝑓 55 ≤ 𝜓𝜓 ≤ 90

. 

Here, 𝜓𝜓 is the angle in degrees between the base station and the road. The multiscreen diffraction loss 
𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 is given by 

𝐿𝐿𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐿𝐿𝑏𝑏𝑏𝑏ℎ + 𝑘𝑘𝑎𝑎 + 𝑘𝑘𝑑𝑑 log𝑅𝑅 + 𝑘𝑘𝑓𝑓 log𝑓𝑓 − 9 log𝑏𝑏, 

where 

𝐿𝐿𝑏𝑏𝑏𝑏ℎ = �
−18 log(1 + ∆ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏)      𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 > ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

0                      𝑓𝑓𝑜𝑜𝑜𝑜 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≤ ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
, 

 

𝑘𝑘𝑑𝑑 = �
18                      𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 > ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

18 − 15
∆ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

           𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≤ ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
, 

 

𝑘𝑘𝑎𝑎 = �
54            𝑓𝑓𝑓𝑓𝑓𝑓 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 > ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

54 − 0.8∆ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏    𝑓𝑓𝑓𝑓𝑓𝑓 𝑅𝑅 ≥ 0.5 𝑘𝑘𝑘𝑘 𝑎𝑎𝑎𝑎𝑎𝑎 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≤ ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓
54 − 1.6∆ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑅𝑅  𝑓𝑓𝑓𝑓𝑓𝑓 𝑅𝑅 < 0.5 𝑘𝑘𝑘𝑘 𝑎𝑎𝑎𝑎𝑎𝑎 ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≤ ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

, 

and 

𝑘𝑘𝑓𝑓 = −4 + �
0.7 �

𝑓𝑓
925

− 1�     𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

1.5 �
𝑓𝑓

925
− 1�        𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

. 

The predicted power received at a receiver can be computed using the WIM as 

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝜃𝜃) =
𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡(𝜃𝜃)𝐺𝐺𝑟𝑟(𝜃𝜃)
𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊(𝜃𝜃) , 

where 𝑃𝑃 is the power, 𝐺𝐺(𝜃𝜃) is the antenna gain, 𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊(𝜃𝜃) is the path loss, and the subscripts indicate the 
association of the quantities with either the transmitter or the receiver. This compares with the predicted 
loss in a free-space environment 

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝜃𝜃) =
𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡(𝜃𝜃)𝐺𝐺𝑟𝑟(𝜃𝜃)

𝐿𝐿𝐹𝐹𝐹𝐹𝐹𝐹
, 

where 𝐿𝐿𝐹𝐹𝐹𝐹𝐹𝐹 = �4𝜋𝜋𝜋𝜋
𝜆𝜆
�
2

. Here, 𝜆𝜆 is the wavelength, and 𝑅𝑅 is the distance from the transmitter in meters. 

Using omni-directional antennas for both the transmitter and receiver, the power received can be written 

as 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝜃𝜃) = 𝑃𝑃𝑡𝑡
𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊(𝜃𝜃), and 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑃𝑃𝑡𝑡

𝐿𝐿𝐹𝐹𝐹𝐹𝐹𝐹
. 
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VTL tries to find the transmitter antenna gain such that 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝜃𝜃) = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟, i.e.,  

𝑃𝑃𝑡𝑡𝐺𝐺𝑡𝑡(𝜃𝜃)
𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊(𝜃𝜃)

=
𝑃𝑃𝑡𝑡
𝐿𝐿𝐹𝐹𝐹𝐹𝐹𝐹

 

or 

 𝐺𝐺𝑡𝑡(𝜃𝜃) =
𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊(𝜃𝜃)
𝐿𝐿𝐹𝐹𝐹𝐹𝐹𝐹

, 
(1) 

where 𝐿𝐿𝐹𝐹𝐹𝐹𝐹𝐹 is the free space path loss. Equation (1) provides an analytical solution for finding the gain 
pattern that compensates for the propagation path losses. The solution works regardless of the path loss 
model used. Also, it is important to notice that the antenna gain obtained using equation (1) is the power 
gain of the antenna. Therefore, the antennas/antenna arrays have to be designed such that they closely 
match this desired power pattern subject to the design constraints like system power, degrees of freedom, 
etc. In case of very high path losses, it is beneficial to include the condition 𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊 =
min (𝐿𝐿𝑊𝑊𝑊𝑊𝑊𝑊,𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀_𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿_𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜) to prevent futile gain in the directions of very high path loss. 

3 Background Theory 

3.1 Antenna Arrays 
Antenna arrays are effective in providing a flexible and efficient way to synthesize antenna gain patterns. 
The power radiated or received by the antenna is enhanced in certain directions and diminished in others 
by addition and cancellation of power. For VTL, a low complexity hybrid analog/digital beamforming 
antenna described in [6] is used. This system uses a single transceiver along with digitally controlled phase 
shifters and step attenuators/amplifiers as shown in Figure. 2. 

 

Figure. 2: Low complexity hybrid analog/digital beamformer. 

In the hybrid system, the complex antenna weights, 𝑤𝑤𝑘𝑘 are applied by a computer to the receiver outputs 
to form the desired antenna beams. For a generic system, the antenna weights 𝑤𝑤𝑘𝑘 = 𝑐𝑐𝑘𝑘𝑒𝑒𝑗𝑗𝜙𝜙𝑘𝑘 , have both 
magnitude and phase. The complexity of the antenna system can be further reduced by eliminating the 
step attenuator/amplifier, which will constrain the weights to be phase-only (𝑤𝑤𝑘𝑘 = 𝑒𝑒𝑗𝑗𝜙𝜙𝑘𝑘). 
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The transmitted signal can be represented as 𝑟𝑟(𝑡𝑡) = 2𝑠𝑠(𝑡𝑡) cos(𝜔𝜔0𝑡𝑡) = 𝑠𝑠(𝑡𝑡)𝑒𝑒𝑗𝑗𝜔𝜔0𝑡𝑡 + 𝑠𝑠(𝑡𝑡)𝑒𝑒−𝑗𝑗𝜔𝜔0𝑡𝑡, where 
𝜔𝜔0 = 2𝜋𝜋𝑓𝑓0 is the angular frequency. The block diagram of the receiver is shown in Figure. 3. 

 

Figure. 3: Block diagram of the receiver. 

The mixer output signal 𝑢𝑢(𝑡𝑡) = 𝑠𝑠(𝑡𝑡)𝑒𝑒−2𝑗𝑗𝜔𝜔0𝑡𝑡 + 𝑠𝑠(𝑡𝑡)𝑒𝑒0, but the high frequency component is removed by 
the low pass filter giving 𝑤𝑤(𝑡𝑡) = 𝑠𝑠(𝑡𝑡). Therefore, we can safely assume the transmitter signal to be 𝑟𝑟(𝑡𝑡) =
𝑠𝑠(𝑡𝑡)𝑒𝑒𝑗𝑗𝜔𝜔0𝑡𝑡 to avoid unnecessary calculations. 

 

Figure. 4: M-element uniform linear array. 

A uniform linear array consisting of 𝑀𝑀 antenna elements is shown in Figure. 4. Consider a single instant of 
time 𝑡𝑡, giving a snapshot of the wavefront for a signal arriving from direction 𝜃𝜃. By looking at Figure. 4, it 
is evident that wave 𝐵𝐵 touches antenna #1 before it touches antenna #0. Let the wavefront at antenna #0 
be 𝑠𝑠0(𝑡𝑡) = 𝑠𝑠(𝑡𝑡)𝑒𝑒𝑗𝑗𝜔𝜔0𝑡𝑡, then the wavefront at antenna #1 is 𝑠𝑠1(𝑡𝑡) = 𝑠𝑠0(𝑡𝑡 + ∆𝑡𝑡). We assume a “low-pass 

narrow-band” signal 𝑠𝑠(𝑡𝑡) with bandwidth << 𝑓𝑓0. Therefore, 𝑠𝑠(𝑡𝑡 + ∆𝑡𝑡) ≈ 𝑠𝑠(𝑡𝑡), where ∆𝑡𝑡 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑐𝑐

 and 𝑐𝑐 =

𝜆𝜆𝑓𝑓0 . Therefore ∆𝑡𝑡 = 2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋
𝜔𝜔0𝜆𝜆

. The signal received at the receiver for antenna 𝑚𝑚  is given as 𝑟𝑟𝑚𝑚 ≃

𝑠𝑠(𝑡𝑡)𝑒𝑒𝑗𝑗𝜔𝜔0(𝑡𝑡+𝑚𝑚∆𝑡𝑡) = 𝑠𝑠(𝑡𝑡)𝑒𝑒𝑗𝑗𝜔𝜔0�𝑡𝑡+
2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋

𝜔𝜔0𝜆𝜆
� . For the entire array, the received signal will be 𝒓𝒓(𝑡𝑡) =

𝑠𝑠(𝑡𝑡)𝑒𝑒𝑗𝑗𝜔𝜔0𝑡𝑡�1, 𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗, 𝑒𝑒𝑗𝑗2𝑘𝑘𝑘𝑘𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, … �
𝑇𝑇

, where 𝑘𝑘 = 2𝜋𝜋
𝜆𝜆

 is the wavenumber.  

The received signal is represented as 𝑟𝑟(𝑡𝑡) = 𝑠𝑠(𝑡𝑡) cos(𝜔𝜔0𝑡𝑡) + 𝑣𝑣(𝑡𝑡), where 𝑠𝑠(𝑡𝑡) is a narrow band message 
signal and 𝑣𝑣(𝑡𝑡) is the white noise. The receiver down-converts the signal resulting in a complex base-band 
signal 𝒚𝒚(𝑡𝑡). For example, the result for a uniform linear array is 

𝒚𝒚(𝑡𝑡) = �
1

𝑒𝑒𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
⋮

𝑒𝑒𝑗𝑗(𝑀𝑀−1)𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘

� 𝑠𝑠(𝑡𝑡) + �
𝑣𝑣0(𝑡𝑡)
⋮

𝑣𝑣𝑀𝑀−1(𝑡𝑡)
� 

 

or 𝒚𝒚(𝑡𝑡) = 𝒉𝒉(𝜃𝜃)𝑠𝑠(𝑡𝑡) + 𝑽𝑽 , where 𝑘𝑘 , 𝑑𝑑 , and 𝜃𝜃  are the wavenumber, antenna element separation, and 
direction of arrival (DOA), respectively, and 𝒉𝒉(𝜃𝜃) is called the steering vector. Note that 𝒉𝒉(𝜃𝜃) must be 

LPF𝑓𝑓(𝑡𝑡) 𝑠𝑠(𝑡𝑡) 𝑤𝑤(𝑡𝑡)

𝑎𝑎𝑀𝑀𝑝𝑝(−𝑠𝑠ω𝑜𝑜𝑡𝑡)
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modified for each specific antenna array geometry to give proper delay characteristics in the direction 𝜃𝜃. 
It is possible to find a filter 𝑲𝑲 that amplifies the signals in certain directions. Therefore, in case of antenna 
arrays the term 𝑲𝑲∗𝒉𝒉(𝜃𝜃) represents the array gain. 

3.2 Power Gain of Antenna Arrays 
Antenna arrays act as directional amplifiers, with a voltage amplification factor of 𝑲𝑲∗𝒉𝒉(𝜃𝜃), also known as 
the Array Factor (AF), which is a function of 𝜃𝜃 (assuming 2D patterns). The coefficients of the filter 𝑲𝑲 are 
the antenna weights 𝒘𝒘 = [𝑤𝑤0,𝑤𝑤𝟏𝟏, … ,𝑤𝑤𝑀𝑀−1]𝑇𝑇, therefore, 𝐴𝐴𝐴𝐴 = 𝒘𝒘𝑇𝑇𝒉𝒉(𝜃𝜃). Most of the literature like [6] 
[11] [15] [20] [21] considers the antenna array gain to be equal to either the array factor or the power 
gain, 𝐺𝐺𝑝𝑝(𝜃𝜃,𝜙𝜙) = |𝐴𝐴𝐴𝐴(𝜃𝜃,𝜙𝜙)|2𝐺𝐺(𝜃𝜃,𝜙𝜙), where 𝐺𝐺(𝜃𝜃,𝜙𝜙) is the power gain of a single element of the array. 
These representations of the antenna gain provide accurate directional characteristics and signal-to-noise 
ratios (SNRs) but fail to preserve the actual power amplification provided by the antenna. The array factor 
provides the complex amplitude gain for an array and does not directly relate to the power gain. The 
solution to this problem is addressed in [22]. They show that the power gain of an antenna array is 

 
𝐺𝐺𝑝𝑝(𝜃𝜃) = 2π

|𝐴𝐴𝐴𝐴(𝜃𝜃)|2

∫ |𝐴𝐴𝐴𝐴(𝜃𝜃)|22𝜋𝜋
0 𝑑𝑑𝑑𝑑

𝑃𝑃𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 . 
      (2) 

where 𝑃𝑃𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 1
𝑀𝑀
∑ |𝑤𝑤𝑗𝑗|𝑀𝑀−1
𝑗𝑗=0 , and M is the number of antennas in the array. 

In order to synthesize the antenna array beam pattern, the two parameters that can be modified are the 
antenna weights, 𝒘𝒘  and the steering vector, 𝒉𝒉(𝜃𝜃) . As shown in section 3-A, the steering vector is 
dependent on the antenna array geometry and is fixed for a given antenna array. The flexibility of antenna 
arrays lies within the fact that complex antenna weights can be modified to obtain the desired beam 
pattern. 

There are several ways to find the weight vector, 𝒘𝒘. For example, it is possible to find 𝒘𝒘 that minimizes 
the output noise power while holding unit gain in the signal direction. This is called the “Minimum 
Variance Distortion-less Response” filter. Numerous other beam synthesis techniques like the Schelkunoff 
polynomial method [23], Fourier transform method [24], Woodward-Lawson method [25] [26], etc. have 
been extensively studied over the years. The problem with most of the methods is that there is no 
absolute guarantee the solution is globally optimal unless the problem is convex [27] [28], and they also 
assume the knowledge of the noise covariance matrix, which requires complex and expensive hardware 
for realization. 

In this paper, we use the convex optimization [11] technique for synthesizing beam patterns for design 
problems that are convex. However, the problem of computing phase-only weights is non-convex; 
therefore, the Nelder-Mead simplex search [12] is also used for minimizing the desired fitness function in 
such cases. 

3.3 Convex Optimization 
A set, 𝐶𝐶 is convex [11] if and only if for any two points 𝑥𝑥1,𝑥𝑥2 ∊ 𝐶𝐶 and any 𝜃𝜃 where 0 ≤ 𝜃𝜃 ≤ 1, the point 
𝜃𝜃𝑥𝑥1 + (1 − 𝜃𝜃)𝑥𝑥2 also is an element of 𝐶𝐶. In other words, this means that a set is convex if the direct path 
between any two points in the set is entirely included in the set. For a function 𝑓𝑓, if the line segment 
between (𝑥𝑥,𝑓𝑓(𝑥𝑥)) and (𝑦𝑦,𝑓𝑓(𝑦𝑦)), which is a chord from 𝑥𝑥  to 𝑦𝑦 , lies above the graph of 𝑓𝑓 , then the 
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function is defined to be convex. Mathematically, a function 𝑓𝑓 is convex on a convex domain if for all 
𝑥𝑥,𝑦𝑦 ∊ 𝐝𝐝𝐝𝐝𝐝𝐝 𝑓𝑓, and 𝜃𝜃 with 0 ≤ 𝜃𝜃 ≤ 1, the following inequality holds: 

 𝑓𝑓(𝜃𝜃𝜃𝜃 + (1 − 𝜃𝜃)𝑦𝑦) ≤ 𝜃𝜃𝜃𝜃(𝑥𝑥) + (1 − 𝜃𝜃)𝑓𝑓(𝑦𝑦). (3) 

The convex optimization problem involves minimizing the convex function over its domain, which is a 
convex set. The convex optimization problem is defined using the following notation, which is often 
referred to as disciplined convex programming [29] [30]: 

 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑓𝑓0(𝑥𝑥) 

                                      𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡 𝑓𝑓𝑖𝑖(𝑥𝑥) ≤ 0,      𝑖𝑖 = 1, … ,𝑚𝑚 

                                                         ℎ𝑖𝑖(𝑥𝑥) = 0,      𝑖𝑖 = 1, … , 𝑝𝑝 

(4) 

and the objective is to find the value 𝑥𝑥 that minimizes 𝑓𝑓0(𝑥𝑥) satisfying 𝑓𝑓𝑖𝑖(𝑥𝑥) ≤ 0, 𝑖𝑖 = 1, … ,𝑚𝑚, and ℎ(𝑥𝑥) =
0, 𝑖𝑖 = 1, … ,𝑝𝑝. It is always possible to find the global minima of convex functions as the local minima itself 
is the global minima as per the definition of convex functions. Many optimization problems like least 
squares techniques, linear programming, conic optimization, etc., fall into the category of convex 
optimization, and computing the weights of an antenna array can be treated as a convex problem by 
relaxing the constraints. 

3.4 Nelder-Mead Simplex Method 
While the convex optimization approach of computing the optimal antenna weights finds solutions with 
relaxed constraints, it requires using step attenuators or amplifiers that increases the hardware cost and 
complexity of the antenna system. Therefore, it is sometimes desirable to find antenna weights that are 
phase-only, so that the system could be realized using only the phase shifters. However, constraining the 
weights to have unit magnitude makes the optimization problem to be non-convex as discussed 
previously. Hence, we make use of the Nelder-Mead algorithm to perform an unconstrained search for 
phase-only weights. 

The Nelder-Mead (NM) algorithm [12] is one of the most widely used methods for non-linear 
unconstrained optimization. The Nelder-Mead method attempts to minimize a scalar valued non-linear 
function of 𝑛𝑛 variables using only the function values without any derivative information. This algorithm 
uses a simplex of 𝑛𝑛-dimensional vectors 𝒙𝒙. Let 𝑥𝑥𝑖𝑖, denote the list of points in the current simplex, with 𝑖𝑖 =
1, … ,𝑛𝑛 + 1. Our objective is to minimize the function 𝑓𝑓such that 𝒙𝒙 ∊ ℂ𝒏𝒏 is the domain of 𝑓𝑓, therefore, 𝑥𝑥𝑖𝑖 
is referred to as the best point, and 𝑥𝑥𝑛𝑛+1  as the worst point. Four scalar parameters 
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (𝜌𝜌), 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝜒𝜒), 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝛾𝛾),  and 𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (𝜎𝜎)  are specified for Nelder-Mead 
method. 

The following indicates one iteration of the Nelder-Mead algorithm [31]: 

• The 𝑛𝑛 + 1 vertices are ordered such that 𝑓𝑓(𝑥𝑥1) ≤ 𝑓𝑓(𝑥𝑥2) ≤ ⋯ ≤ 𝑓𝑓(𝑥𝑥𝑛𝑛+1). 

• The reflection point, 𝑥𝑥𝑟𝑟 is computed as 𝑥𝑥𝑟𝑟 = 𝑥̅𝑥 + 𝜌𝜌(𝑥̅𝑥 − 𝑥𝑥𝑛𝑛+1) = (1 − 𝜌𝜌)𝑥̅𝑥 − 𝜌𝜌𝑥𝑥𝑛𝑛+1, where 𝑥̅𝑥 =
∑ 𝑥𝑥𝑖𝑖

𝑛𝑛
𝑛𝑛
𝑖𝑖=1 . Evaluate 𝑓𝑓𝑟𝑟 = 𝑓𝑓(𝑥𝑥𝑟𝑟). If the value 𝑓𝑓1 ≤ 𝑓𝑓𝑟𝑟 ≤ 𝑓𝑓𝑛𝑛, the reflection point 𝑥𝑥𝑟𝑟 is accepted and the 

iteration terminates. 
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• The expansion point is computed as 𝑥𝑥𝑒𝑒 = 𝑥̅𝑥 + 𝜒𝜒(𝑥𝑥𝑟𝑟 − 𝑥̅𝑥) = 𝑥̅𝑥 + 𝜌𝜌𝜌𝜌(𝑥̅𝑥 − 𝑥𝑥𝑛𝑛+1) = (1 + 𝜌𝜌𝜌𝜌)𝑥̅𝑥 −
𝜌𝜌𝜌𝜌𝑥𝑥𝑛𝑛+1, if 𝑓𝑓𝑟𝑟 < 𝑓𝑓1 and the value of the function 𝑓𝑓𝑒𝑒 at 𝑥𝑥𝑒𝑒 is evaluated. The iteration is terminated 
after retaining either 𝑥𝑥𝑒𝑒 (𝑓𝑓𝑒𝑒 < 𝑓𝑓𝑟𝑟) or 𝑥𝑥𝑟𝑟 (𝑓𝑓𝑒𝑒 > 𝑓𝑓𝑟𝑟). 

• Contraction is performed by computing the contracted point 𝑥𝑥𝑐𝑐 = 𝑥̅𝑥 + 𝛾𝛾(𝑥𝑥𝑟𝑟 − 𝑥̅𝑥). A new simplex 
is obtained by using the contracted point, 𝑥𝑥𝑐𝑐, if it is better than the worst point. 

• The function is evaluated by replacing all the points by 𝑣𝑣𝑖𝑖 = 𝑥𝑥1 + 𝜎𝜎(𝑥𝑥𝑖𝑖 − 𝑥𝑥1), 𝑖𝑖 = 2, … ,𝑛𝑛 + 1, 
except for the best point. The new vertices 𝑥𝑥1,𝑣𝑣2, … , 𝑣𝑣𝑛𝑛+1  are used for update in the next 
iteration. 

4 Simulation Results and Analysis 
The simulations were performed in Matlab with the following system parameters. The WIM was used to 
compute the path losses with a base station height of 50 m, receiver height of 3 m, and the frequency of 
operation was set to 900 MHz. The building heights and street widths were varied according to the desired 
terrain. Different antenna array geometries were tested, and the antenna weights computed using convex 
optimization and NM simplex method were compared. 

The optimal antenna weights can be found by minimizing the squared error between the gain pattern that 
compensates for the path losses as given by equation (1) and the estimate of the gain obtained using the 
antenna with limited degrees of freedom. The constraint on the weights, 𝒘𝒘 determines the requirement 
of amplifiers or attenuators in the system. For example, if the magnitude of the weights is constrained to 
be less than or equal to 1, then the system could be realized using only phase shifters and attenuators 
without the need for amplifiers. On the other hand, having fixed constraints for magnitudes (phase-only 
weights) makes the optimization problem to be non-convex. The optimization problem for finding the 
optimal antenna weights using convex optimization was set up as follows: 

 𝜉𝜉(𝜃𝜃) = 𝒘𝒘𝑇𝑇𝒉𝒉(𝜃𝜃)−�𝐺𝐺𝑡𝑡(𝜃𝜃) 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ‖𝝃𝝃‖2 

                                      𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡 |𝑤𝑤𝑖𝑖| ≤ 1,      𝑖𝑖 = 0, … ,𝑀𝑀 − 1 

(5) 

In our simulations, a 2-norm penalty function is used to penalize the errors. If the function 𝑓𝑓 is a norm 
function and 0 ≤ 𝜃𝜃 ≤ 1 , then from triangle inequality, ‖𝜃𝜃𝜃𝜃 + (1 − 𝜃𝜃)𝑦𝑦‖ ≤ ‖𝜃𝜃𝜃𝜃‖+ ‖(1− 𝜃𝜃)𝑦𝑦‖ =
𝜃𝜃‖𝑥𝑥‖+ (1 − 𝜃𝜃)‖𝑦𝑦‖ is true, where the equality follows from homogeneity of a norm. Therefore, the norm 
function satisfies equation (1) and is convex by definition. Hence, we can solve for the antenna weights 
using standard convex optimization solvers. 

The solutions developed in this paper uses CVX [32] [33], which is a Matlab based modelling system for 
convex optimization. CVX supports disciplined convex programming [29] [30], where the objective 
functions and constraints are identified as convex from the outset of the problem and can be specified as 
standard Matlab expressions. 

To enforce the phase-only constraint, the NM simplex method was used to find the optimal value of the 
weights that minimizes the absolute value of error between the desired gain obtained using equation (1) 
and the achieved gain. The problem was set up as follows – the phase-only weights of the antenna array 
are given by 
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 𝒘𝒘 = 𝑒𝑒𝑗𝑗𝝓𝝓, (6) 

where 𝝓𝝓 = [𝜙𝜙1,𝜙𝜙2, … ] are the individual antenna phases. The estimate of the gain with limited degrees 
of freedom is computed as 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒(𝜃𝜃) = |𝒘𝒘𝑇𝑇𝒉𝒉(𝜃𝜃)|2, and the objective function is defined as  

 
𝜉𝜉 =

1
𝑛𝑛
�|𝐺𝐺𝑡𝑡(𝜃𝜃𝑖𝑖) − 𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒(𝜃𝜃𝑖𝑖)|
𝑛𝑛

𝑖𝑖=1

. 
(7) 

The error function 𝑓𝑓 = 𝜉𝜉  is minimized using the NM algorithm to find the optimal value of antenna 
weights. The antenna weights will be constrained to be phase-only due to the way in which the weights 
are defined in equation (6), i.e., setting the magnitude to be unity. The results in this paper are developed 
using Matlab’s implementation of the NM algorithm utilized through the 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓ℎ() function. 

Using the suburban terrain setting, a circular antenna array with 36 elements was used and the achieved 
gain pattern was compared with the ideal desired pattern. Figure. 5 shows the ideal and the achieved gain 
patterns using the convex optimization and the NM simplex approach. The ideal gain pattern computed 
using equation (1) is used to compensate for path losses and makes the terrain apparently flat for radio 
communication at the VR. However, the ideal gain requires very high power for realization (Figure. 5: 
1
2𝜋𝜋
⨯(Area under the blue curve in Watts)), and therefore, is not practical. Hence, the achieved gain 

pattern of a passive array can only achieve the desired directivity (shape), but does not meet the power 
amplification level as shown in Figure. 5. The achieved gain pattern shows increased directivity in the 
desired directions while conserving the total power of the system to be equal to the transmitter power 
(passive antenna gain). We can see from Figure. 5 that the convex optimization approach provides a 
smooth pattern compared to the NM approach that tries to enforce the phase-only constraint at the 
optimization stage. 

 

Figure. 5: Ideal and achieved beam patterns. 

The power received using the achieved gain pattern in the suburban setting at a distance of 1 km from 
the transmitter is shown in Figure. 6, and is compared with the received power using an omni-directional 
antenna for transmission. A 10 W transmitter is used, and the WIM to compute the path losses. Figure. 6 
shows that VTL tries to provide a flat response by directing the gain towards increased path losses. Also, 
the power received with the CVX optimized array has a lower but smoother response due to the relaxed 
optimization constraints compared to the NM optimized array that constrains the weights to be phase-
only. The convex optimization approach constrains the weights to be less than or equal to one. In other 
words, the weights are realized using step attenuators in hardware. That is why the power received from 
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the CVX optimized array is lower than the power received from the phase-only NM array, which does not 
use any attenuators. 

 

Figure. 6: Received power at a distance of 1 km from the transmitter. 

As a measure of performance, the percentage of look-angles above the threshold of -95 dBW is plotted 
as a function of distance and is shown in Figure. 7. The threshold of -95 dBW was arbitrarily chosen to 
represent the sensitivity of modern receivers. VTL tries to increase the power received up to the VR from 
the transmitter. In our simulations, the VTL power gain was computed to achieve a uniform response up 
to a distance of 1 km from the transmitter. It can be seen from Figure. 7 that the received power with VTL 
is higher than the received power with omni-directional antennas up to 1.05 km. The power rapidly drops 
with increasing distances, which is a desirable behavior to avoid interference and for better frequency 
reuse in wireless networks. Therefore, with VTL, fixed infrastructures like cell-phone base stations will be 
able to provide increased reception within the cell, at the same time reducing interference to the 
neighboring cells. 

 

Figure. 7: Percentage of look angles above the threshold of -95 dBW for arrays optimized using different 
techniques as the distance from the transmitter varies. 

Further, the variation of the percentage of look-angles as a function of total power was examined and is 
shown in Figure. 8. The performance of the VTL antenna system with weights computed using either the 
CVX or NM approach is evaluated using the power injected into antenna system and the corresponding 
signal power delivered to the receiver. With very low transmitter powers (less than 6 W), the percentage 
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of angles below the threshold with VTL is less than the percentage of angles below the threshold with 
omni-directional transmission. This is because, VTL tries to provide a flat gain pattern rather than 
increasing the coverage of signals above the desired threshold. As the transmitter power increases, the 
response with VTL gets significantly better. We can also see that the relaxed constraint system using 
convex optimization for finding the weights provide slightly better response than the NM optimized arrays 
with fixed constraints. 

 

Figure. 8: Percentage of look-angles above the threshold of -95 dBW for arrays optimized using different 
techniques measured at a distance of 1 km from the transmitter. 

As previously discussed, the antenna gain is dependent upon the antenna weights and the steering vector, 
which in turn depends on the antenna array geometry and the number of antenna elements in the array. 
In order to see the influence of varying the steering vector on VTL performance, the number of antenna 
elements and the array geometry were varied, and the weights were computed using the CVX and NM 
techniques for each case. Different array geometries of linear, square, and circular antenna arrays were 
investigated. Figure. 9 shows the comparison of various antenna array geometries with 36 antennas and 
weights computed using different techniques. The CVX optimized array with the relaxed constraint shows 
more variation with changing geometries compared to the NM optimized array. Also, the arrays 
symmetric with respect to 2D axes like square and circular arrays perform better than linear arrays that 
are symmetric with respect to only one axis and this is clearly reflected in Figure. 9.  

  

(a) (b) 

Figure. 9: Antenna gain patterns for varying array geometries containing 36 elements estimated using (a) 
convex optimization (b) NM simplex method. 

Increasing the number of elements in the array increases the degrees of freedom of an antenna array, 
thereby, providing an estimate that closely matches the ideal antenna gain. With increasing number of 
array elements, the maximum directivity of an array in a particular direction also increases. Figure. 10 
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shows the ideal and the achieved beam patterns of a circular antenna array with varying array elements 
computed using different optimization methods. It is clear from Figure. 10 that increasing the number of 
array elements provides a better estimate of the gain pattern. 

 
 

(a) (b) 
Figure. 10: Antenna gain patterns of a circular array geometry for varying number of array elements 

estimated using (a) convex optimization (b) NM simplex method. 

As an objective measure of performance, and to complement the graphs in Figure. 9 and Figure. 10, Table 
1 and Table 2 show the percentage of look-angles above the threshold of -95 dBW measured at a distance 
of 1 km from the transmitter with power, 𝑃𝑃𝑡𝑡 = 10 𝑊𝑊 for varying antenna array geometries and array 
elements, respectively. 

Table 1.  Percentage of look-angles above -95 dBW with varying antenna array geometry (# of antenna 
elements = 36 

Array Geometry CVX NM 

Linear 46.53 67.36 
Square Grid 74.24 83.05 
Circular 92.99 79.58 

Table 2.  Percentage of look-angles above -95 dBW with varying number of antenna elements. 

Number of Antenna 
Elements CVX NM 

4 56.81 52.53 
16 72.64 62.98 
36 92.99 79.58 

 

VTL does not perform well with rapidly varying terrain. The passive antenna arrays will not be able to 
provide variable gain in different directions with abrupt or large changes in terrain. Using active antenna 
arrays with power amplifiers in the system can improve the response. Figure. 11 shows the comparison 
of the active antenna gain patterns with the ideal and passive gain patterns. The active antenna weight 
computation was set up using convex optimization by having the constraint on the weights to be |𝑤𝑤𝑖𝑖| ≤
𝑘𝑘, where 𝑘𝑘 ≥ 1. The power used by the amplifiers is proportional to |𝑤𝑤𝑖𝑖|2. Simulations were conducted 
for the cases when 𝑘𝑘 = 1, 2, 3 and the results are shown in Figure. 11. It can be seen that with increasing 
power, the computed gain patterns move closer to the ideal gain pattern that makes the terrain 
apparently flat for radio communication. 

http://dx.doi.org/10.14738/tnc.66.5481


Transact ions on  Networks and Communications;  Volume 6,  No.  6,  Dec  2018 
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion,  Uni ted  Kingdom 29 
 

 

 

Figure. 11: Antenna gain patterns for increasing amplitude of weights. 

5 Conclusion 
The novel approach of VTL is proposed that uses phased array antennas to virtually nullify the effects of 
terrain. The terrain is approximately flattened for radio communication up to the VR from the transmitter. 
VTL compensates for the communication path losses using antenna array gain. The WIM was used in our 
simulations for computing the path losses. A hybrid low complexity digital/analog beamforming approach 
was used for implementing VTL that reduces the hardware cost and complexity of implementation. Two 
different optimization approaches of using convex optimization and the NM simplex method were 
employed for estimating the desired beam pattern. The convex optimization approach uses a relaxed 
constraint to maintain convexity of the problem, whereas, the NM simplex method performs an 
unconstrained search to find the phase-only weights for the antenna array. The benefits of these two 
methods can be compared based on the trade-off between increased hardware complexity using convex 
optimized results, and lower hardware complexity but heavier computational burden of NM. 

The power gain of the antenna array was used instead of the normalized array factor to compute the 
actual received power at a given distance from the transmitter. The gain plots show that the achieved 
beam patterns try to closely match the ideal beam patterns. The performance of the VTL system was 
analyzed using the total power injected into the system and the corresponding received power. The 
percentage of look-angles above the threshold at the receiver was investigated with and without VTL by 
varying the total power injected into the system and also by increasing the transmitter-receiver 
separation. VTL shows significant improvement in the percentage of look-angles above the threshold up 
to the specified VR from the transmitter, and the percentage drops quickly as distance increases. This 
shows that VTL can potentially mitigate issues like interference in mobile ad hoc networks. 

Simulations were conducted to study the benefits of increasing the number of antennas in the array and 
it was evident from the results that increasing the number of antennas increases the number of degrees 
of freedom, thereby, providing a better estimate of gain patterns. Various antenna array geometries were 
also tested and arrays that are symmetric with respect to the 2D axes provided better response compared 
to linear arrays. One of the limitations of VTL is that it does not perform well in the presence of rapidly 
varying terrain. Active arrays were also tested and were shown to provide better results in high loss 
scenarios. 
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ABSTRACT   

As part of the next generation Internet, Wireless Mesh Networks have emerged as a key technology  to 
deliver Internet broadband access, wireless local area network coverage and network connectivity at low 
costs. The capacity of a wireless mesh network is improved by equipping mesh nodes with multi-radios 
tuned to non-overlapping channels. Hence the data forwarding between two nodes has multiple 
selections of links and the bandwidth between the pair of nodes varies dynamically. The new technology 
makes mesh nodes cognitive, thus a mesh node is able to adopt machine learning mechanisms to choose 
the possible best next hop which has maximum bandwidth when it intends to forward data. In this paper, 
we present a new forwarding algorithm by which a forwarding node dynamically select its next hop with 
highest potential bandwidth capacity to resume communication based on learning algorithm.  The 
efficiency of this approach is that a node only maintains three past status, and then it is able to learn and 
predict the potential bandwidth capacities of its links. Then, the node selects the next hop with potential 
maximal link bandwidth. Additionally, a geometrical based algorithm is developed to let the forwarding 
node figure out the best forwarding region in order to avoid flooding. Simulations demonstrate that our 
approach significantly outperforms peer algorithms. 

Keywords: mesh networks, machine learning, forwarding, highest bandwidth capacity, geometrical 
routing.  

1 Introduction  
Wireless mesh networks(WMNs) have emerged as one of the key technologies for wireless 
communications. They are undergoing rapid development and have inspired numerous applications 
because of their advantages over other wireless technologies. The networks, such as WiFi, 802.15, 802.16 
and sensor networks, can be integrated into the WMN through gateways and mesh routers. Mesh clients, 
either stationary or mobile, can form client mesh networks among themselves and with mesh routers. 
WMNs are anticipated to significantly improve the performance of ad hoc networks, wireless local area 
networks (WLANs), wireless personal area networks (WPANs), and wireless metropolitan area networks 
(WMANs).  
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In wireless networks, devices (nodes) remain connected to the network through wireless links. The critical 
issue is to provide high bandwidths for nodes to communicate with each other. A wireless mesh network 
(WMN) is a communication network made up of nodes organized in a mesh topology[1]. WMNs are 
capable to connect diverse network nodes such as desktops, laptops, iPads, and smart phones.  Mesh 
routers and client devices are self-organized and self-configured to form wireless mesh networks(WMNs) 
[1]. A device is called a node in WMNs. Each node is equipped with multiple radios to improve the whole 
capacities in WMNs [5]. The radios in WMNs are cognitive radios, by which the radio devices are capable 
of learning from their environment and adapting to the environment[2]. Cognitive radio is also called 
programmable radio because such radio has the ability of self-programming[3], learning and reasoning 
[2]. 

Machine learning has been studied for many years. It evolved from simple artificial intelligence to a wide 
variety of applications in image processing, vision, networking, and pattern recognition. In this paper, we 
propose a learning algorithm for a forwarding node to find one of its links with possibly maximal 
bandwidth, and then choose next forwarding node and then forward the message to that node. Each node 
only saves the last three changed bandwidth status of its links. Then the forwarding node learns the three 
status and predict the potential bandwidth of its links. So the forwarding node is able to find the neighbor 
with highest link bandwidth as its next hop. We further devise an algorithm to let the source node figure 
out the forwarding region in order to avoid flooding. 

The rest of the paper is organized as follows. Section 2 discusses the related research on this topic. Section 
3 proposes our novel forwarding method that selects the best next hop. We evaluate the proposed 
schemes via simulations and describe the performance results in Section 4. Section 5 concludes the paper. 

2 The Existing Ranking Methods 
Scholars have conducted research on machine learning, wireless forwarding and related 
work[6][7][8][9][10][11].   Wang Y. et al. [12] proposed a machine learning based mechanism that was 
used to supervise given input and output. The input includes the factors of memory utilization, channel 
loading evaluation, and signal strength. The output includes the transmissions on the channels where the 
packet is received. The authors created a machine learning based algorithm to automatically find out the 
relationship between input and output, making a new routing protocol with high efficiency. Further, they 
implemented their mechanism as MetricMap, which adopted knowledge acquired from a training phase. 

Sawhney A. et al. [13] presented a machine learning algorithm to handle congestion controlling in wireless 
networks. Their approach learns many factors that have impact to congestion controlling, and then uses 
the parameters in a fuzzy logic to generate better result when congestion takes place. The efficiency is 
assessed with machine learning tools. 

3 The Mechanism of Learning Based Forwarding with Prediction 

3.1 The Forwarding Problem 
In wireless mesh networks(WMNs), the communications are over links. Link bandwidth is critical for 
transmission speed. Since each node may be equipped with multiple network interfaces with different 
radios and the radios are switchable, the bandwidth over two neighbor nodes may vary from time to time. 
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The radios in WMNs are cognitive radios and then the nodes are able to learn the changes of past 
bandwidths and can further predict and select the desired link with potential highest bandwidth. 

Fig. 1 shows an example of WMN, the dotted lines illustrate that there could be multiple possible channels 
to be assigned to a node, thus a node may have multiple choices for next step with different bandwidth 
in forwarding process. 

 

Figure. 1.  An example of Wireless Mesh Network 

As shown in Fig. 2, assuming a source node 𝑠𝑠  intends to send data to a destination node 𝑑𝑑 , many 
traditional routing algorithms set up the forwarding path by simply selecting the shortest route. For 
example, 𝑠𝑠 − 𝑐𝑐 − 𝑔𝑔 − ℎ − 𝑑𝑑 is the forwarding path in Fig. 2. However, it may not be the best path in 
WMNs. In WMNs, the bandwidth over two nodes changes frequently. The bandwidth of the link 𝑠𝑠𝑠𝑠 is 
possibly much lower than that of 𝑠𝑠𝑠𝑠. Or the past bandwidth of 𝑠𝑠𝑠𝑠 is higher than 𝑠𝑠𝑠𝑠 but too much traffic is 
over 𝑠𝑠𝑠𝑠 now so the available bandwidth of 𝑠𝑠𝑠𝑠 is going down while that of 𝑠𝑠𝑠𝑠 is going up. 

 

Figure. 2. Topology of Wireless Mesh Networks 

Our goal is to let each forwarding node select the link for next hop with the highest potential bandwidth. 
In our approach, each node learns its links’ past bandwidths and then predict their potential bandwidths. 
Then the forwarding node figures out its next hop with highest potential bandwidth. 

3.2 Prediction for Future Bandwidth 
Suppose node 𝑖𝑖 saves the bandwidth changes of its links of the last three times 𝑡𝑡0, 𝑡𝑡1,  and 𝑡𝑡2. Then for 
any of its neighbor𝑗𝑗, 𝑖𝑖 predicts the potential bandwidth of link𝑖𝑖𝑖𝑖. By computational method[14], we define 
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𝛼𝛼𝑖𝑖,𝑗𝑗,𝑘𝑘=∑ 𝐵𝐵𝑖𝑖,𝑗𝑗,𝑚𝑚

∏ (𝑡𝑡𝑚𝑚−𝑡𝑡𝑛𝑛)𝑘𝑘
𝑛𝑛=0

𝑘𝑘
𝑚𝑚=0                                                                           (1) 

at time 𝑡𝑡𝑘𝑘, where 𝐵𝐵𝑖𝑖,𝑗𝑗,𝑚𝑚 is the bandwidth between node 𝑖𝑖 and node 𝑗𝑗 at time 𝑚𝑚. Then the bandwidth of 
link 𝑖𝑖𝑖𝑖 at future time 𝑝𝑝 can be calculated and predicated as: 

𝐵𝐵𝑖𝑖,𝑗𝑗,𝑝𝑝 = 𝛼𝛼𝑖𝑖,𝑗𝑗,0+𝛼𝛼𝑖𝑖,𝑗𝑗,1�𝑡𝑡𝑝𝑝 − 𝑡𝑡0� + 𝛼𝛼𝑖𝑖,𝑗𝑗,2(𝑡𝑡𝑝𝑝 − 𝑡𝑡1)(𝑡𝑡𝑝𝑝 − 𝑡𝑡2)                                         (2) 

 

Algorithm 1 describes node 𝑖𝑖 learns the bandwidth of link 𝑖𝑖𝑖𝑖 in the last three changes and then it predicts 
the bandwidth of next time𝑝𝑝. 

Algorithm 1: Prediction for future bandwidth of link 𝒊𝒊𝒊𝒊 

Step 1: Learn and keep the bandwidth changes of link 𝑖𝑖𝑖𝑖 at the last three times 0,1, and 2.  

Step 2: Calculate 𝛼𝛼𝑖𝑖,𝑗𝑗,𝑘𝑘 with equation (1) 

Step 3: Calculate the predicted bandwidth of link 𝑖𝑖𝑖𝑖 of time 𝑝𝑝 with equation (2) 

3.3 Forwarding Region 
When a node 𝑠𝑠 intends to send data to node 𝑑𝑑, it selects the neighbor node with highest potential link 
bandwidth as its next hop and then same metric continues to select the best next forwarding node . 
Apparently, 𝑠𝑠 will not select any nodes in the opposite direction from 𝑠𝑠 to 𝑑𝑑. How is node 𝑠𝑠 aware of the 
region where the next hop falls? In current WMNs, each device is equipped with GPS and hence it knows 
its location. We assume that the sender knows its own location and the location of the receiver. The 
assumption is very common in geographic routing[6]. Fig. 3 shows the scenario. Suppose node 𝑠𝑠 intends 
to send data to node 𝑑𝑑, it figures out the forwarding region as algorithm 2. 

Algorithm 2:  Figure out the region for next hop 

Step 1: 𝑠𝑠 connects 𝑑𝑑. 

Step 2: 𝑠𝑠𝑑𝑑 makes 45𝑜𝑜 anticlockwise rotation, the ray is 𝑙𝑙′. 

Step 3: sd makes 45𝑜𝑜 degrees clockwise rotation, the ray is 𝑙𝑙′′. 

Step 4: The intersection region with 𝑙𝑙′  and  𝑙𝑙′′  will be the forwarding area.   

Suppose the coordinates of nodes 𝑠𝑠 and 𝑑𝑑  are 𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠) and d(𝑥𝑥𝑑𝑑 ,𝑦𝑦𝑑𝑑), respectively. Then line 𝑠𝑠𝑠𝑠, say 𝑙𝑙  
can be described as the following equation. 

𝑦𝑦 − 𝑦𝑦𝑠𝑠
𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑠𝑠

=
𝑥𝑥 − 𝑥𝑥𝑠𝑠
𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑠𝑠

 

It can be written as: 

   (𝑦𝑦𝑑𝑑 − 𝑦𝑦𝑠𝑠)𝑥𝑥 − (𝑥𝑥𝑑𝑑 − 𝑥𝑥𝑠𝑠)𝑦𝑦 + (𝑥𝑥𝑑𝑑𝑦𝑦𝑠𝑠 − 𝑥𝑥𝑠𝑠𝑦𝑦𝑑𝑑) = 0      (3) 

When (3) makes 45𝑜𝑜 anticlockwise rotation, the line, say 𝑙𝑙′ is represented as the equation:  

(𝑥𝑥𝑑𝑑 + 𝑦𝑦𝑑𝑑 − 𝑥𝑥𝑠𝑠 − 𝑦𝑦𝑠𝑠)𝑥𝑥 − (𝑥𝑥𝑑𝑑 − 𝑦𝑦𝑑𝑑 − 𝑥𝑥𝑠𝑠 + 𝑦𝑦𝑠𝑠)𝑦𝑦 +
√2
2

(𝑥𝑥𝑑𝑑 − 𝑦𝑦𝑑𝑑)(𝑥𝑥𝑠𝑠 + 𝑦𝑦𝑠𝑠) 

−√2
2

(𝑥𝑥𝑠𝑠 − 𝑦𝑦𝑠𝑠)(𝑥𝑥𝑑𝑑 + 𝑦𝑦𝑑𝑑) = 0                (4) 
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When (3) makes 450 clockwise rotation, the line, say 𝑙𝑙′′  is represented as the equation:  

(𝑥𝑥𝑑𝑑 − 𝑦𝑦𝑑𝑑 − 𝑥𝑥𝑠𝑠 + 𝑦𝑦𝑠𝑠)𝑥𝑥 − (𝑥𝑥𝑑𝑑 + 𝑦𝑦𝑑𝑑 − 𝑥𝑥𝑠𝑠 − 𝑦𝑦𝑠𝑠)𝑦𝑦 +
√2
2

(𝑥𝑥𝑑𝑑 + 𝑦𝑦𝑑𝑑)(𝑥𝑥𝑠𝑠 − 𝑦𝑦𝑠𝑠) 

−√2
2

(𝑥𝑥𝑠𝑠 + 𝑦𝑦𝑠𝑠)(𝑥𝑥𝑑𝑑 − 𝑦𝑦𝑑𝑑) = 0                   (5) 

Hence the forwarding region of the intersection area with 𝑙𝑙′  and  𝑙𝑙′′   can be simply figured out by (4) 
and (5). However, if no such a node qualified for next step in the forwarding area, the forwarding will be 
changed to traditional GPSR[15].   

 

Figure. 3. Forwarding Region 
 

3.4 Forwarding algorithm 
Suppose each node in a Wireless Mesh Network regularly maintains the last three changes of bandwidths 
of all its links that connect its neighbors. When node 𝑠𝑠  intends to send data to node 𝑑𝑑 , 𝑠𝑠  first uses 
algorithm 2 to figure out the region where the forwarding will be performed. Then 𝑠𝑠 calls algorithm 1 to 
find the node with potential highest bandwidth among all its neighbors as next hope. When the selected 
node relays the forwarding, it only considers its neighbors in the forwarding region as forwarding 
candidates, and it calls algorithm 1 to forward the data to next hop with potential highest bandwidth. The 
forwarding resumes until the packets arrive destination node 𝑑𝑑. 

Algorithm 3: Forwarding algorithm 

Step 1: 𝑠𝑠 calls algorithm 2 to figure out the forwarding region. 

Step 2. if no node exists in such region, change to traditional GPSR and go to step 4; otherwise go to step 
3. 

Step 3: 𝑠𝑠 calls algorithm 1 to find the node 𝑛𝑛 with potential highest bandwidth of link 𝑠𝑠𝑛𝑛 as next hope, 
where 𝑛𝑛 is in the forwarding region. 

Step 4: if 𝑛𝑛 is 𝑑𝑑, end the algorithm; otherwise 𝑠𝑠 = 𝑛𝑛, go to step 2. 
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4 Experiments and Analysis 
We evaluated our mechanism in a simulated noiseless radio network environment by MATLAB. We create 
a topology that consists of a number of randomly distributed nodes. We compare our approach (ML 
Forwarding) with two other algorithms. One is congestion control and fuzzy logic with machine learning 
for wireless communications, say Fuzzy Logic. The other one is supervised learning approach for routing 
optimization in wireless networks, say Supervised Learning. The compared metrics are transmission delay 
(Milliseconds) and transmission speed (MBs/Millisecond). We performed a sequence of experiments in 
which the number of nodes varies from 100 to 300 in increments of 25 over an area of 100x100 meters in 
the reference network. For each number of mobile users, we conduct our experiments 10 times and 
present the average value. 

Fig. 4 shows that our approach results in the least delay. It is because our approach selects the link with 
potential maximum bandwidth of each hop. Fig. 5 shows that with the same reason, our approach 
generates the maximal transmission speed among the three approaches. 

  

Figure. 4. Transmission Delay of the Three 
Algorithms 

Figure. 5. Transmission Speed of the Three 
Algorithms 

 

5 Conclusion 
We present a machine learning based forwarding algorithm with cognitive radios in in wireless mesh 
networks in this paper. In this algorithm, each mobile device keeps the last three  bandwidth changes of 
its links that connect its neighbors. Then when a node intends to forward data, the node learns the 
historical changes of bandwidth and then predicts the possible future bandwidths of the links with 
neighbor nodes. Hence the forwarding node is able to select the next hop with highest bandwidth. We 
also designed a geometrical algorithm to let the source node figure out the forwarding region in order to 
avoid unnecessary flooding. Simulation results demonstrate that our approach outperforms peer 
approaches. 
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ABSTRACT 

The Internet of Things (IoT) refers to variety of smart devices such as smartphones, tablets, and 
sensors that can interact and exchange of data among devices through the Internet. The diversity of 
IoT devices and their services have posed a larger range requirements of availability, throughput, 
latency, and performance in heterogeneous connectivity environments. Meanwhile, the existing 
networks often struggle with such of limitations in complex control protocols and difficulty in 
internetworking with billions of smart devices with different requirements such as latency and 
bandwidth allocations. These obstacles become substantial barriers to deploy services, as well as 
isolate between multiple co-existing tenants on the same physical network, deploy simultaneous 
protocols in the network, be stable to maintain the bandwidth and latency according to predefined 
QoS demands. These obstacles have recently been facilitated by Software Defined Network (SDN) and 
Network Function Virtualization (NFV) technologies that enable the programming and monitoring 
in data plane. In this study, firstly, the authors investigate and propose a SDN/NFV based 
architecture for multi-tenant networks with plenty of network slices working in a shared physical 
infrastructure. Secondly, P4 and ONOS Controller are used to implement a deep programming in 
BMv2 devices to efficiently maintain the network motoring in order to guarantee the E2E latency of 
communicating channels. Finally, the VXLAN technologies are exploited to for network slicing with 
different purposes and applications, and Inband Network Telemetry (INT) is used to monitor 
network latency. 

Keywords: Software Defined Network (SDN); Software Defined Mobile Network (SDMN), Network 
Function Virtualization (NFV); Internet of Things (IoT); Wireless Sensor Network (WSN); P4; 
PSA(Portable Switch Architecture); ONOS. 

1 Introduction 
Recently, SDN[1] and NFV[2] are considered as key technology and promising enablers for 
network deployment, operation, and management with the full capacity of advanced 
programmability, flexibility, and elasticity. Therefore, they are expected to address different 
challenges in the next generation network (5G) and the Internet of Things[3][4][5][6]. 
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SDN is a new paradigm for network processing, it decouples the data and control planes to simplify 
network configuration and encourage evolution. It provides a new model for network providers to 
program the control plane for managing data plane devices and optimizing network resources 
automatically. OpenFlow[7] is a popular API network protocol for SDN to control data plane 
devices that bring significant benefits for future network deployment such as reduce OPEX 
(Operating Expense) and CAPEX (Capital Expense). Moreover, P4[8] is a domain-specific language 
(DSL), multi-platform, protocol, target independent, and re-configurable which is designed to 
allow the programming of data plane devices with different targets such as software switches, 
FPGA-based NICs (Field-Programmable Gate Array based Network Interface Cards) or switches 
based on reconfigurable ASICs (Application-Specific Integrated Circuit)[9]. Therefore, it provides an 
efficient way to configure the packet processing pipelines to improved network programming in 
both data and control planes that can achieve such benefit from network performance and 
encourage high speed network innovation. 

NFV (Network Function Virtualization) is an approach to virtualize network element that mean 
billions of complex dedicated network appliances such as middleware boxes, firewalls, and even 
routers, switches, etc., are replaced by software running on commodity hardware. As a result, 
NFV has important roles in reducing the deployment cost and power consumption, and increasing 
network scalability, network efficiency, and services deployments. 

 

Figure 1.  Full-SDMN Architecture  

On the other hand, the Internet of Thing has been growing rapidly in the number of IoT devices, 
applications, and data collection. With billions of heterogeneous IoT devices connected to 
networks  for exchanging data with different protocols can cause many challenges about  the 
system management and orchestration. Fortunately, SDN/NFV can be exploited as a promising 
and effective solution to handle the concern. For example, they allow various E2E (End-to-End) 
communication with different technologies in term of a protocol-independent to interconnect 
simultaneously through a controller’s application that is used to control and manage underlying 
devices such as P4. The SDN/NFV architecture for 5G and IoT called Full-SDMN (Full-Software 
Defined Mobile Network) shown in Fig.1 was proposed and described in our previous study[4], in 
that SDN/NFV were applied for 5G network and served as a tool for deploying IoT applications. 

In this paper, firstly, we propose the Full-SDMN architecture for 5G and IoT, and illustrate how 
an IoT application can be deployed as an SDN controller application on top of SDN network under 
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the synergy of NFV orchestration, Full-SDMN orchestration, and SDN controller. Secondly, a 
framework integrating state-of-the-art SDN/NFV components for monitoring IoT applications of 
multiple tenants with diversity requirements on the same physical network is proposed. In this 
architecture, the PSA[10] and BMv2[11] P4-based switches are exploited in the data plane to 
perform multiple protocols services, that mean packets of each path of a service are processed 
according to its predefined requirements , such as throughput and E2E latency. Moreover, 
VXLAN (Virtual eXtensible Local Area Network) and VXLAN GPE (Generic Protocol Extension for 
VXLAN)[12], which have been recently explored by network developers, are considered as key 
technologies for extending network slicing services to tackle the limitation number of the current 
VLAN (Virtual Local Area Network). They allow end devices communicate without being limited by 
distance. In this study, VXLAN and INT[13][14] are chosen as a new integrated solution to monitoring 
the E2E latency of different services. Finally, several experiments are implemented in the new 
environment P4-BMv2 target and ONOS Controller[15] to evaluate framework performances. 

The remainder of the paper is organized as follows: Section 2 presents the related work; Section 3 
proposes and describes the Full-SDMN architecture for the multi-tenant networks; Section 4 
implements experiments and performance analysis; Section 5 addresses challenges of the model 
and discusses the future works; Section 6 concludes the present study. 

2 Related Work 
SDN/NFV architecture for IoT has recently attracted a lot attention from academia, for example, 
research [16] proposed a general SDN/NFV-based framework for IoT, in which various IoT devices 
were connected through SDN/NFV-based gateways, and a framework over wireless sensor 
networks (WSN) were introduced in study [17] introduced; for more detail, research [18] 
developed a three-level hierarchical fog architecture applying for smart grids, vehicular networks, 
and WSN, and research [19] described how SDN-based sensor nodes operate in SDN networks; 
[20] introduced SDN/NFV-based architecture for supporting network slicing applications. [21] 
proposed an architecture that can co-operate between SDN and NFV, and they also defined E2E 
logical network slicing running on a common underlying network. On the other hand, many studies 
focused on analyzing and deploying the quality of service (QoS) demands for the wide range 
requirements of diversity E2E slices using SDN/NFV approaches [22][23][24][25][26][27]. However, 
there are several challenges still need more concentrated effort to overcome: i) a comprehensive 
IoT framework with a deep programmable data plane to easily implement independent protocols 
for diversity of IoT devices and services. ii) E2E network virtualization and isolation network or 
E2E network slicing for multi-tenant applications working under the same physical infrastructure. 
iii) Effective methods for resource monitoring and optimizing in IoT networks with a huge number 
of smart devices and connections and complicated service requirements. INT, a new approach 
based the handshaking between data and control planes, is used to control the E2E latency. iv) 
Practical models based on SDN/NFV and SDN controller applications to prove the effectiveness of 
state-of-the- art SDN technologies in providing managing and programing the data plane to 
supporting different policies on requested IoT services such as multi-tenant services. 

To deal with these issues, the Full-SDMN architecture shown in Fig.1 can be considered as a 
suitable solution supporting independent protocols and less hardware dependent. Especially, the 
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recent integration of P4 based BMv2 switches to the architecture is an essential innovation to 
overcome the complexity in pipeline of the existing OF- (OpenFlow Data Plane Abstraction)[28] and 
OpenFlow-based switches. The reprogrammable pipeline is a crucial step motivating service 
providers to define new protocols so that network programming, controlling, and DPA 
management become more flexible by using SDN applications with the co-operation of the NFV 
orchestrations, SDN controllers, and Full-SDMN orchestration. Based on the application, the Full-
SDMN orchestration creates original policies to manage and control network elements and 
services such as MVNOs (Mobile Virtual Network Operators), and IoT applications, and then it 
generates flows to program the elements to create virtual network slices. Meanwhile, the 
management of NFV orchestration ensures those element are created and operated normally 
underlying network. Finally, SDN controller application controls physical components and 
network function 

3 Proposed SDN/NFV Based Internet of Things Architecture for Multi-
Tenant Networks 

Fig.2 illustrates our proposed SDN/NFV-based IoT architecture for multi-tenant networks, which 
comprises three main planes: Data plane, Control plane, and Management plane. 

3.1 Data plane 

WSNs comprise billions of devices/sensors with different types and abilities of computing, sensing, and 
communicating for various types of applications such as smart-home, e-healthcare, and autonomous cars. 
In this scenario, the HomeGWs (Home Gateways), which reside at edge network have significant roles 
connecting the IoT devices, WSNs, and the core network. the HomeGWs work as the gateway supporting 
for different type of edge networks such as 3GPP RAN (Radio Access Network) and non-3GPP RAN. 
Therefore, they must satisfy such capacity of flexibility, and scalability for hosting various applications. 
They are also responsible for 

 

Fig. 2. SDN/NFV Based IoT Architecture for Multi-Tenant networks 
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Fig. 3. Multi-protocols and SDN-enabled HomeGWs 

processing data generated by WSNs to the Internet. As a result, a huge amount of data generated by 
IoT devices is pre-processed at each HomeGW so that the data processing at the core network will 
be significantly reduced. Hence, the HomeGW must be powerful enough to satisfy these 
requirements. Fig.3 shows our proposed HomeGW architecture based on SDN technology and 
describes how to process and modify packets of various services in HomeGWs. 

In this architecture, Portable Switch Architecture (PSA) model, which has six programmable P4 blocks 
and two fixed-function blocks with multiple-pipelines, Packet Buffer, and Buffer Queuing Engine 
are used for installing QoS policies at the data plane. Moreover, the separation of ingress and 
egress pipelines make the process, modify and management flow packets more flexible and 
efficient. This is an essential characteristics to support programming interfaces among IoT services 
regardless of various services with different requirements, that means a service request is 
independently allocated appropriate resources. For example, Fig.4 describes how to apply different 
IoT applications in a multi-tenant framework, here, each IoT application such as Automation Cars, 
Smart Home, and e-HealthCare only intercommunicate with its components (services and IoT 
devices). Each application usually expects a network performance guarantee like throughput and 
latency based on the characteristic of services. For example, the vehicular communication, cars 
need to communicate with one another (Vehicle to Vehicle or V2V), and with the network 
infrastructure (V2I) for supporting safety services 
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Fig. 4. An example for applying IoT Architecture for Multi-Tenants 

(i.e., real-time dangerous warning of on the road) and non-safety services (i.e., local traffic, road 
map, local weather, car parking areas, popular news)[29][30]. On the other hand, the servers of 
different applications are often allocated at different positions in the networks. For example, with 
safety services, their servers must be located at the edge network to reduce latency, while for 
non-safety services like entertainments, these servers are usually located On the Internet. 
Therefore, it is necessary to create some virtual RANs (VRAN) and virtual core network (VCN) with 
different VLAN ID under the data plane of access technologies and core networks such as v-3GGP, 
v-non3GPP, and v-Multi-RAT. Those VLAN are created and controlled by controller applications 
based on several methods such as MAC/VLAN tag, VXLAN and VXLAN GPE[12]. 

Similarly, Applying IoT for eHealth systems is complicated due to network communications, data 
collection and processing from a massive types of smart sensors and actuators (i.e., heartbeat 
sensors, body sensors, blood pressure devices, wearable smart medical sensor devices, wire or 
wireless medical instruments) [31]. Among the common access technologies or WSN for eHealth 
system, ZigBee, Bluetooth, and LPWAN (Low-Power Wide Area Network) are the most popular due 
to the fact that they are low energy and low-cost wireless networking standards. [32][33]. In 
eHealth networks, health data and patient information such as electronic health records and 
electronic medical records are collected and sent via HomeGWs to Remote Healthcare Center or 
Internet without caring about latency, while telehealth, telemedicine, and connected health 
services need a real-time communication [34]. 

The last IoT scenario discussed in this subsection is IoT for Smart Homes in which smart sensors 
are embedded in the smart home environment like central power, sight, heating devices, and even 
other multi-media systems such as background music, and smart appliances to bring more benefits, 
comfortable, and secure for household users [35][36]. Smart sensors communicate over IoT to 
systems and usually provide as web server- client modes. 
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Table 1. IoT applications and requirements 
 

 

ID 

Different Requirements of each IoT services in network 
 

Application domains 
 

Descriptions 
 

Data rate 
Tolerable 

delay 

 
1 

Automation car  and  safety 
services. 

real-time warning, roadside functionalities, real- 
time emergency respond 

high 
Low 

(milliseconds) 

 
2 

non-safety services for vehicles. local traffic,  road  conditions,  road  map,  local 
weather, car parking areas, popular news. 

normal 
Normal 

(seconds) 

3 e-Healthcare:alarm and 
emergency respond. 

AAL (ambient assisted living), remote diagnosis, 
disable assistance 

normal low 

 
4 

e-Healthcare: data collection 
and context information 

storage. 

Remote Healthcare Center or Internet for 
purposes of storing medical history and giving 

appropriate medical treatments later. 

 
normal 

 
normal 

 
5 

Smarthome: data collection, 
remote controlling, energy 

management 

Central AC, light, central heating, smart 
appliances, air control. 

low normal 

 
6 

Smarthome for 
Entertainments and 
comfortable living 

 
Video Intercom, smart Media, Background Music high normal 

7 Smarthome for safety 
security and video surveillances,, access 

managment 
high low 

 
Table 1 summarizes different requirements (throughput and latency) for typical IoT application 
domains; therefore, IoT platforms must provide the flexibility for the planners, designers, and 
implementers that they can employ emerging industrial IoT applications under suitable 
performance network slices. However, with the increase in IoT devices and services, the current 
methods for virtualizing network such as VLAN are no longer relevant and substituted by new 
approach such as QinQ and VXLAN. Moreover, a comprehensive IoT platform supporting a deep 
programming in the data plane is an essential requirement to implement network slicing and multi-
protocol IoT application such as VLAN tagging, VXLAN, and VXLAN GPE. 

3.1 Control Plane 
The control plane is described as in Fig.2, in which SDN controllers work as a distributed controlling 
system. They play three significant roles in the network: Program the data plane; manage flows across the 
network nodes; and provide the platform for hosting controller applications. They co-operate with one 
another to create on demand and monitor VRAN architectures, such as 3GPP, non-3GPP, and MutiRAT, 
using SDN controller applications without the need to alter the data plane components. Practical SDN 
controllers that can meet such wishing of providing the flexibility to easily build and deploy new dynamic 
IoT services with simplified programmatic interfaces are ONOS and OpenDayLight (ODL)[37]. For example, 
ONOS, a distributed control architecture, supports both configuration and real-time control of the data 
plane to deploy of new IoT software, hardware, and applications. In this study, the authors use ONOS 
controller to build VRAN as v-3GPP, non-3GPP, and v-MultiRAT applications in which the standards are 
defined by software or SDN applications. These applications modify and control packets though match 
and actions (parser, ingress, egress, and deparser) in the pipeline of OpenFlow Switch or slice network by 
using ACL, MAC/VLAN ID Tagging, VNI - VXLAN Network Identifier and VNI-VXLAN GPE). 

The first approach use ACL to program the data plane, this application is a built-in ONOS 
application including rules to allow or deny IP traffic at relevant devices. Through the Multi-
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Tenants application, SDN controller conducts real-time measurements over fast varying parameters 
such as the queues in BMv2 switches, links states. Moreover, it uses Round Robin, Kalman filter 
algorithm to control each slice to fulfill the services with respect to application characteristics. 
Thank for P4 - INT [13][38], a powerful network monitoring mechanism implemented in P4, can 
be injected to every packet to specify the type of metadata such as switch ID, ingress timestamp, 
hop latency, etc. 

The second approach is VLAN, which (Virtual Local Area Network) is an isolation approach to 
separate different classes of packets. Network providers use VLAN as a group identifier to apply 
different policies such as QoS to different groups. A VLAN-based slicing is deployed with VLAN IDs 
tagged to packets to represent for each tenant , [39]. Otherwise, a slice can be defined as a group 
of devices’ MAC addresses or IP addresses pre-defined in the IoT controller application. Moreover, 
QinQ is used to extend the VLAN numbers up to 4096 x 4096 to solve the limitation of number VLANs 
(4094 VLAN IDs). 

The last approach is VXLAN or VXLAN GPE, which is designed to provide layer 2 overlay network on 
top of the layer 3 network using MAC-in-UDP encapsulation, in which a 24-bit VNI field can be used 
to define the number of LAN segments (up to 16 million) to meet the demand on network scales. 

Another important component in control plane is the IoT Basic Registration controller application 
for providing query points to interconnect applications and  Multi-Tenants Monitor controller 
applications to monitor the network slices, which will be explored in the next section. 

3.2 Management plane 
The management is implemented in two main phases. The first phase aims to set up the virtual 
E2E transmissions between end users via HomeGWs, AGWs, and Full-Nodes. In this phase, IoT 
controller applications define the requirements physical resources such as E2E transmissions and 
its QoS (throughput, latency). Firstly, the requirements are sent to IoT Basic Registration 
Application to implement application 

 

Fig. 5. Application Registration and Monitoring QoS 
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authentication, modify Intents as shown in Fig.5, and then create network slices applied to 
Control and Programming Applications based on several methods such as ACL rules, MAC/VLAN, 
QinQ, and VXLAN. 

The second phase aim to maintain the QoS of E2E transmissions, in this phase the Basic 
Registration Application continuously check the current QoS of E2E transmission from a Multi-
Tenants Monitor Application, and optimize network efficiency by creating or modifying Intents that 
are related to QoS requirements based on the current system resources. 

In this architecture (Fig.5), different IoT applications include smart home, automation car, e-Health 
applications associate with their requirements and the authentication procedure for their end-
users. Moreover, their current E2E channel status are provided via notification of the Multi-Tenants 
Monitor Application to track their services deployed at data plane. 

The Multi-Tenants Application plays the main roles in collecting data from Tenants such as VFNs, 
HomeGW, AGW, Full-Node devices, links, topology events via SDN Controller. The notations are 
shifted to IoT applications through the Message Broker Systems. It also processes and stores data 
for QoS controlling purposes at the IoT Basic Registration Application. In this architecture, P4 INT 
mechanisms are applied for collecting and reporting network states by data plane without 
requiring intervention or work from the control plane. 

To clearly explore how a user can access and use services and network slicing according to its 
demand, 

Fig.6. shows an example of Automation Car User (UE) that want to access Automation Car Services 
stored in the Server. The process is explained bellows: 

Firstly, the UE sends a packet to its destination via RANs such as SDN based eNBs, or SDN based APs, 
or SDN based WSN nodes, etc.. And then RANs send a packet-in to SDN Controller (step 2) for 
authentication and virtual E2E channel establish. Here we assume that Automation Car Controller 
Application was accepted by IoT Basic Registration Application. Step 3, IoT application implements 
UE authentication and send back a message to IoT Basic Registration Application for creating or 
modifying intents of the virtual E2E channel (step 4). Here, if the IoT application does not have any 
QoS requirement, then the intents created at step 4 will be submitted to Control Application and 
Programming Application (in SDN Controller) to establish virtual E2E channel (step 5- 12). 

Otherwise, if the IoT application requires a QoS control, Multi-Tenants Monitor Application will 
implement data collection such as devices, links, topology via SDN Controller (step 13-15), then 
shifts notification to Automation Car Application (step 16) and IoT Basic Registration Application 
(step 17, 18). After receiving requirements of the IoT application (step 19), the IoT Basic Registration 
Application re-computes, modifies, and creates Intents for QoS requirements, and then submits it 
to the Control and Programming Applications to slice and control the virtual E2E channel based on-
demand services (step 20-24) 
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Fig. 6 An example for Automation Car Processing 

In summary, the proposed SDN/NFV-based Internet of Things architecture for Multi-Tenants satisfies the 
trend of 5G, and be completely suitable for multiple providers. 

4 Implementation and Evaluation 
In this section, we implement an experiment in the standard P4-BMv2 target environment for core 
networks to perform network slicing and isolating via VXLAN and inject INT for monitoring QoS of multiple 
E2E channels. The authors used  the open source P4 BMv2 switches model available at 
https://github.com/opennetworkinglab/routing/ and Mininet[40] to create each P4 BMv2 switches in the 
different trellis topologies to implement the experiments on different spine-and-leaf with the same 
number of Full-Nodes (spines) and AGWs (leaves). All tests were deployed on the off-the-shelf Dell 
PowerEdge 1950 III Server platform with two quad-core Intel Xeon 5400, CPU 3.16GHz, and 64GB memory 
running Linux 4.15, Mininet version 2.2.2, P4 Runtime package, and ONOS Controller version 1.13.2. 
Moreover, the INT over VXLAN GPE is suitable for virtualized data centers in building the Multi-Tenants 
Monitor application. Here, the VXLAN GPE (generic protocol extensions) is used to carry INT Headers 
between VXLAN GPE header and payload. The designed pipelines, INT  and VXLAN  GPE are used to  reduce 
the complexity in network performance and forward packets transparently over the whole network that 
be suitable for implementation in virtualized datacenters. Fig.7.a shows the concept of modified BMv2 for 
multiple pipelines, and the pipeline processing is shown in Fig.7.b. Fig.8. shows a standard packet 
framework that formats for L2 Frame crossing whole network including the detail explanation of VXLAN 
header and INT header as bellow: 

The modified VXLAN GPE Header is redefined within fields bellow: P bit (Next Protocol Bit) is set to indicate 
that the Next Protocol field is present; VXLAN Next Protocol bits defined values as 0x01 for next protocol 
is IPv4; 0x02 for IPv6; 0x03 for Ethernet; and 0x05 for In-band Network Telemetry Header (INT Header); 
O bit (OAM Flag Bit) is set to indicate that the packet is an OAM packet. In this case, this packet is sent to 
the ONOS Controller for controlling purposes; otherwise, it is a normal packet that must be forwarded. B 
bit is defined as BUM bit or a Flag bit. When B bit is set to 1, the packet is marked as a replicated-packet 
that need to be processed at the Packet Buffer and Replication Function for Multicast traffic purposes. 
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Instance bit (I bit) is set to indicate a valid VNI, which is a 24-bit field to identify the VXLAN overlay network 
and indicate that inner packets belonging to different VNIs cannot communicate with each other. 

INT header is defined as sub-fields, INT’s Type is an 8-bit field. Here, we reserve two types: hop-to-hop 
INT header and destination INT header type; INT Length is an 8-bit field indicating the actual INT data 
following the INT header ((0xFF – 4) * 32 bit); Max Hop Count is an 8-bit field indicating the maximum 
number of hops; Total Hop Count is an 8-bit field indicating the total number of hops that have added 
their metadata instances to the INT packet; Rep is a 2-bit field for replication requested; C is a 1-bit field 
indicating the packet that is a copy packet if C is set to 1. The sink HomeGW must be able to distinguish 
the original packets from replicas to process appropriately; E is a 1-bit flag to indicate that whether a 
device can prepend its own metadata due to reaching the Max Hop or not; Instruction Count is a 5-bit 
field indicating the number 1’s bit in the Instruction Bitmap; and Instruction Bitmap is a 16-bit INT 
Instruction field, each bit. Correspond to a specific standard metadata such as bit 0 indicating the Switch 
ID, bit 1- the Ingress port ID and Egress port ID, bit 2- Hop latency, bit 3 defines Queue Occupancy, bit 4- 
Ingress timestamp, bit 5- Egress timestamp, bit 6- Queue congestion status, bit 7- Egress port tx utilization, 
and the remaining bits are reserved. 

There are metadata fields defined by HomeGWs, AGWs, and Full-Nodes that enable the P4 program to 
specify where each packet arrived on, and control where it will go next. The P4 programmer defines 
objects in P4 that conforms to APIs, and the inputs and outputs of the programmable blocks such as 
Parser, Ingress, Egress, and Deparser based on user-defined headers and metadata. 

After parsed by the Parser, packets are fed to the Ingress block for forwarding step. In this context, the 
standard packet format and forwarding process are implemented as the main roles of the Ingress block. 
In the next step, the forwarding process, firstly, verifies the header of the packets to determine what kind 
of packets and their functionalities. After that, the forwarding process uses a basic forwarding match-
action table to find the egress port forwarding packets to destinations. This forwarding mechanism is 
supported on P4 programming and ONOS services, such as link layer discovery and reactive forwarding. 

After processed at two fixed functions: PBR (Packet Buffer and Replication) and BQE (Buffer Queuing 
Engine), packets are sent to the programmable Egress block for removing the INT header (at HomeGWs) 
or cloning packets to egress ports. At Egress pipeline, the header is updated and then sent out of Egress 
to Deparser. Finally, at the Deparser, the packets are serialized and sent out of relevant egress ports. 

In this test, the network consists of 16 nodes as shown in Fig.9. a). Fig.9. b) evaluate the latency of E2E 
communication in the UDP/VXLAN/INT test case, respectively; Fig.9.c), d) and e) show the test result of 
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Fig. 7. a) The Concept of Modified BMv2 and b) A modified BMv2 pipeline processing 

 

Fig. 8. A standard packet that format for L2 Frame crossing the whole network 

UDP/VXLAN/INT after adding latency at source AGWs and AGWs, and Full-Nodes, respectively. 

Next experiment, the Multi-Tenants Monitor implements QoS control for 8 different levels based on the 
3 bit-QoS priority field predefined from QoS_class0 to QoS_class7, in each class the latency is predefined 
according to the customer demands. Fig. 10 and 11 show the testing results of some classes with a 
duration of 20 minutes for each class (QoS_class0, QoS_class2, QoS_class5, and QoS_class7). In the 
Maximum QoS (QoS_class7) require sink AGWs have to process amount of bigger data than other QoS 
_classes. 

The last experiment, we choose different numbers of VNI-VXLAN at the highest variety of CDF of different 
cases to test the variable maximum QoS (QoS_class7) as shown in Fig 12. As can be seen, when the 
numbers of communicating VNIs channels increases, the processing load of the Full-Node also increases. 
Therefore, the latency at Full-Node is the main latency, result in the increase of E2E latency. Fig. 13. a) 
and b) show the testing results for 32 VNIs and for 64VNIs in the network, respectively. The E2E latencies 
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are stable until the last duration (n=64; p=0.7), where increase among of source, sink AGWs and Full-
Nodes caused by low performance of deploying in this demo. 

 

Fig. 9. a) A test case on a topology 16 nodes; b) 250 Byte-UDP/VXLAN/INT packets to test the latency at End 
to End host communication (10-3 ms); c) the latency at source AGWs; d) the latency at sink AGWs; e) the latency 

at source Full-Nodes. 

 

Fig. 10. A test case for QoS_Class0 and Qos_Class2. a) the latency at End to End host communication (10-3 ms); 
b) the latency at source AGWs; c) the latency at sink AGWs; d) the latency at Full-Nodes. 
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Fig. 11. A test case for QoS_Class5 and Qos_Class7. a) the End to End latency (10-3 ms) hosts communicating; 
b) the latency at source AGWs; c) the latency at sink AGWs; d) the latency at Full-Nodes 

 

Fig. 12. A test choosing for Qos_Class7 with different VNI cases 

5 Future Works 
Our future work focuses on investigating and deploying components in customers’ side and edge 
cloud, and integrating different IoT technologies to turn the HomeGWs into a multi-protocols 
gateway for plenty of IoT technologies and devices. On the other hand, we continue explore 
programmable data planes like Mobile CORD with P4 and various kinds of SPGW (Serving and 
Packet Gateway) and build applications on core networks such as traffic flow monitoring, traffic 
congestion control, QoS and QoE (Quality of Experience) control. Moreover, network slicing 
implemented at the Full-Nodes and AGWs different RANs is an essential technology for developing 
multiple protocols (both stateful and stateless protocols) in the network to meet diversity 
demands of applications in new scenarios. 

6 Conclusion 
A deep programmable data plane for deploying new network protocols, reprogramming 
pipelines and developing network services is crucial in opening new features for network 
innovation, availability, and scalability to satisfy the rapid increase in IoT devices and protocols. 
In this paper, the authors proposed a 
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Fig. 13.  A test case for QoS_Class7 with different VNIs.  a) the End to End latency (10-3 ms) in case 32 

VNIs deploying; b) in case 64 VNIs deploying 

network architecture that completely suitable for multi-tenant networks, in which SDN/NFV play 
important roles in orchestrating entire network via SDN controller applications, and then, based 
on this architecture, network slicing associated with QoS control and network monitoring were 
implemented. We also recognized that, VXLAN, a new technology supporting a huge number of slices 
(sixteen millions), is a perfect solution for network slicing in datacenters and metropolitan 
environments. In addition, INT is a powerful approach for monitoring QoS of channels in the data 
plane, and then, the controller application can give timely respond to modify the network. The 
development of open sources such as P4-BMv2, ONOS is considered as key element and solution for 
new protocols, QoS monitoring mechanism for multi-tenant networks. 
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ABSTRACT 

The collective panic behavior, which is caused by PI (Propagation Intensity), influences the welfare of 
citizens and the stability of the society (business). A well-known challenge is to understand the spreading 
mechanism of the panic behavior. In this work, the PI is classified as f  andg , defined in the coefficient 

f  (Promotion Intensity) and g  (Inhibition Intensity) in the probability. MAS (multi-agent-simulation) 
model/tool is used to construct the systematic structure composed of four types of the participants (the 
individuals, the mass media, the social leaders, and the supervisors).This tool stimulates the collective 
panic behavior from the initial coefficient f and g , showing the different results in the condition of the 
population size and the conformity. Through setting up the rules and the strategies in an emergency, the 
framework stimulates the interaction between the agents (e.g. between the individuals, between the 
individuals and the mass media, between the individuals and the social leaders, between the individuals 
and the supervisors). The results advocate that the current simulator might be an appropriate first step 
towards the simulation and analysis of the combination of rules and strategies in panic behavior. 

Keywords: Collective Panic Behavior, MAS(Multi-Agent-Simulation), PI(Propagation Intensity), NetLogo
Platform 

The project is funded by National Natural Science foundation, Code NO. 71473032. 

1 Introduction  
Nowadays, understanding the spreading mechanism of individual irrational behavior and the collective 
panic behaviors in an emergency is still an open challenge. China is a relation-society and the people in 
this country will share their feelings in an incredible way. When an emergency comes, a rumor is like a 
gem(seed). It can be spread heavily in a positive or negative way. It is absurd that many people rushed to 
buy the salt in China after the nuclear leakage accident in Fukushima (Japan)in case of the rumor" using 
iodized salt can prevent the harm of iodine -131" in 2011. The rumor (three days without daylight) leaded 
to the panic buying of the candles in some cities in China in 2012. What is the reason and the mechanism 
of the abnormal, large-scale panic behavior for some certain ordinary situations in an emergency? The 
current work presents an MAS tool, which aims at stimulating and analyzing the collective panic behavior 
in an emergency. The paper concludes four parts. First, we give the background of the study. Second, the 
framework of the CPBsim (Collective Panic Behavior Simulation) is given. Third, MAS model is constructed 
to explore the impact of the PI(Propagation Intensity). Last, it gives some discussions and conclusions. 
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2 Background 

2.1 Literature Review 
In the literature, the researches on the abnormal phenomena of panic behavior had been analyzed before 
this study(Chen et al, 2007; Dai et al, 2015; Kou et al, 2012).They can be classified among: (a) the ones, 
those proposed the practical cases for the panic behavior,(Thomas et al, 2002;Edward et al, 2005; Li et al, 
2009), and (b) the ones, those analyzed the different facets of the theoretical models in 
mathematics(Bergemann et al, 1996; Barabasi et al, 1999; Kirman et al, 2001;Yuan et al, 2005; Izquierdo 
et al, 2005), and (c) the studies based on the model of the simulation in individuals(Du et al, 2011; Zhang 
et al, 2011; Liu et al, 2014; Zhang et al, 2014;Zheng et al, 2016; Carlos et al, 2016). The practical cases are 
as following: after terrorist attacking in the "9.11", the purchase of gas masks in the shopping centers and 
the ciprofloxacin and other drugs in drug stores in United States increased rapidly(Thomas et al, 2002).The 
phenomenon of gasoline buying came after Hurricane Karina hit the United States(Edward et al, 2005). 
Some other theoretical researches in mathematics gave answers in, such as: establishing and solving the 
consumer decision-making behavior model to explain the phenomena of collective buying from the 
economic point of view(Yuan et al, 2005), and establishing the model and simulating the impact on the 
psychological expectations of panic behavior in context of an emergency (Sun et al,2006; Dai et al, 2015; 
Zhuang et al, 2013; Zhang et al, 2015; Kou et al, 2012; Liu et al, 2014; Chen et al, 2007; Qiang et al, 2014; 
Chang et al, 2011). The risk of the perceptions as the core of the intermediary variables would have a 
significant impact on people's mental state and the process of individual decision-making behaviors in the 
tsunami, the earthquake and other disasters (Li et al, 2009; Liu et al, 2013; Xu, 2003; Bi, 2007; Li, 2008).  
A three-level index evaluation system was established, pointing out the characteristics of the individual 
behaviors in an emergency and considering the external material environment and the individual's 
personality traits and other related factors(Zhao et al, 2010). The microscopic discrete dynamics concept 
model was deduced in the Internet surrounding in analyzing the interrelationship between Internet users' 
behaviors and the social dynamics factors. It can quantify the perceived information of the Internet 
users(He et al, 2010). Other researchers introduced the group behavior dynamics in constructing the 
dynamic theoretical model of the evolution of the collective behavior. (Wei et al, 2011; Xie et al, 2013; Lu 
et al, 2011). The modeling method was used in the microscopic perspective in constructing the simulation 
model of individual, revealing the behavior of individual and the interaction among them, as well as the 
whole situation of rumor propagation(Liu et al, 2014; Du et al, 2011; Zhang et al, 2016; Zhang et al, 2014; 
Zhang et al, 2011). Furthermore, the population model under the uncertain environment was done by 
proposing the fuzzy membership functions for the uncertainty movement of the microcosmic 
individuals(Chen et al, 2007).Based on the bounded trust rules, the conceptual model of noisy 
heterogeneous bounded trust was established(Zhao et al, 2015). With the method of Multi-Agent 
modeling, the public opinion evolution based on Internet were constructed(Du et al, 2015; Zhang et al, 
2011; Yang et al, 2010; Chen et al, 2015). 

The existing researches showed the collective panic behavior, which was caused by the rumors in context 
of an emergency. From the perspective of the systematic dynamics, the existing work explored the 
influence of the effective transmission intensity of rumors on the different amount of the participants in 
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the collective panic behavior. The paper is based on the NetLogo  platform on giving t the simulation 

results.  

2.2 Assumption 
1) In an emergency situation, individuals, who are in the initial population of the spatial range (Li et 
al,2014), are divided into two categories: the participants with the collective panic behavior or with no-
involving in it. The participants, who are in the collective behavior, are not only in joining in but also in 
affecting the surrounding neighbors. The participants at t time accounts for the Initial Population Size(IPS)

( )s t . The ones, who do not participate in the panic behavior at t time, account for the proportion of the 

initial population in1 ( )s t− . The potential degree, which will be affected by the collective panic behavior 

of the population size, is basically stable. The initial population size is W . 

2)The concentration of the population in the space is large and the spatial distribution is relatively uniform. 
The number of the neighbors of each individual is tiny, and at any time t , each participant of the panic 
behavior can communicate with the k  individuals in the initial population of the space. 

3) The collective panic behavior is affected by PI, which is cited as the positive one as the promotion 
intensity and the negative one as the inhibition intensity. And PI i expressed as the promotion intensity

),( erf and the inhibition intensity ),( lcg , respectively. Where r is the credibility of the rumor, e
indicates the degree of the negative impact of the panic event itself, c  represents the credibility of the 
government administration, and 1indicates the disposition of the government administration. ),( erf

and ),( lcg are monotonically increasing functions of r , e and c . (In scope of 1,,,0 ≤≤ lcer ，

1),(0 ≤≤ erf ， 1),(0 ≤≤ lcg ). 

4) Assuming that the probability of the initial group does not participate in the panic behavior(Yan et al, 
2010; Zheng et al, 2016). The participants are only related to the credibility of the rumors and the negative 
impact of the panic (Virginia et al, 2016) event itself. The value is the proportion of ),( erf . In the initial 
group, the probability of panic behavior participants become the withdrawal from the panic and the 
credibility of government administration, as well as the intensity of disposal of government departments, 
and its value is proportion of ),( lcg . 
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 Fig.1 Class diagram of the CPB/Panbeh-agents 

3  CPBsim/PanbehSim  
 CPBsim/PanbehSim is the simulation tool on the framework of the Collective Panic Behavior.  

3.1 The Agents 
3.1.1 Individual 

The value is within continuous range. 

1) Attitude tendency of the individual: )(tOi indicated the attitude of individual i  to panic behavior at 

moment t . Attitude tendency is divided into three kinds: negative, neutral, and positive. The value is in 
continuous range, and the initial attitude tends to uniform random distribution.  

2) Attitude persistence: )(tPi
indicates the persistence degree of the attitude of individual i  towards the 

panic at moment t . Attitude persistence is divided into three categories: lower, general, and higher. It is 
within the continuous range.  

3) The degree of irrationality: )(tRi
represents the degree of irrationality of the individual i  at time t . The 

value is in continuous range. 

4) The behavior state: )(tBi represents the behavior state of the individual i  at time t . Behavior states are 

divided into three types: ①it does not yet involve in the collective panic behavior;②it has involved in 
the collective panic behavior; ③it has withdrawn from the collective panic behavior.  

3.1.2 Mass Media 

The value is in the continuous ranges. 
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1) Attitude inclination of the mass media: )(tOm represents the attitude of the mass media j at the t  

moment to the information (the facts or the rumor), which is in contacted with. The value is in 
continuous intervals. 

2) Attitude persistence: )(tPm stands for the degree to which the mass media j  maintains its attitude 

toward the information (facts or rumor). The value is in the continuous intervals. 
3) Media Authority: )(tQm represents the authority size of the mass media j  at the t moment. The 

value is in the continuous range.  
4) Media influence: )(tIm represents the spatial range, which the mass media j  can influence the 

group at the t  moment.  

3.1.3 Social Leader 

1) Attitude inclination of the social leader: )(tOl stands for social leaders' attitudes towards their own 

exposure to information (facts or rumors) at t . The values are in the successive intervals. 
2) Opinion persistence: )(tPl  refers to the degree to which social leaders adhere to their information 

(facts or rumors) set at 1. 
3) Leadership of the authority: )(tQl  shows the authority size of the social leaders at the t moment in 

the continuous range of the values. 
4) Leader influence: )(tIl represents social leaders’ influence at the t  moment in the groups in the 

continuous range of the values. 

3.1.4 Supervisor 

1) Attitude orientation of the supervisor: )(tOg indicates the attitude of the supervisor to the 

information that they have at the t  moment. The government is positive in the process of the 
collective panic behavior.  

2) Attitude persistence: )(tPg stands for the degree to which government authorities adhere to the 

information they spread. 
3) Credibility of the government: )(tCg means that the confidence of the individual in the crowd to 

the government management will change with the management of the panic incident, and take 
the value in the continuous range. 

4) Supervisor’s efforts: )(tM g stands for the government's management of the negative information 

(rumors and related rumors) to deal with the intensity, in the continuous range of ]1,0[ . 

3.2 The Rules 

3.2.1 Rule 1 

{ }, , , , ,agent B C E F∈ Ω Ψ  , 

1) Ω ( { }Wagentagentagent ,,, 21 ⋅⋅⋅=Ω ) is the whole group space, which is composed of  a collection 

of all agents. 
2) B ( { })(),( 10 tbtbB = ) is the individual behavior strategy state space. (t)b0 indicates that the 

individual takes the panic behavior without taking part in at the t  moment. And (t)b1 stands for 
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the individual at the t moment to take part in the panic behavior. Three agents, which are 
indicated in colors of green, red, and gray on programs. Green indicates that the behavior of the 
agent is not yet involved. Red indicates that the behavior of the agent is participating. Grey 
indicates that the agent has withdrawn from the panic behavior. 

3) C ( { })2(),1( ccC = ) represents the possibility that individuals are infected by the other panic 

neighbors. Among them, )1(c is a rational type, and )2(c is an irrational type. 

4) E ( { }gfE ,= ) is the external environment function, where f ( 10 ≤≤ f ) is the promotion 

intensity, and g ( 10 ≤≤ g ) is the inhibition intensity. 

5) Ψ ( { }kΨ⋅⋅⋅ΨΨ=Ψ ,,, 21 ) is the space function of the agents and their neighbors.  
6) F ( ( ){ } )1()(,,: +→×→Ψ tBttBECF iiiii ) is the behavior state transition function. The behavior state 

of agent at t  = 1 is related to its own individual characteristics, surrounding neighbors, and 
external social environment at the t moment. 

7) t ( { }⋅⋅⋅= ,3,2,1t ) is the system time pointer. During the evolution of the simulation system, Ω  and 

Ψ  are fixed, and the parameters of B  are changed with the simulation system clock. C  and E
are the external adjustable parameters of the simulation system. And they are given before the 
simulation system is running. Because of the individual learning, the behavior strategy of the 
agent will take in the collective panic behavior under the circumstances of an emergency. The 
system is designed as a learning mechanism in updating rules, which take consideration the status 
of the individual, the neighborhood, and the external social environment. 

3.2.2 Rule 2 

The characteristics of the decision-making of the indifferent rationality and the herd irrational individual 

are recorded as ( ), ( 1, 2)c i i = , ),(~)2(),1( baUcc , and ordered as  )5.0,0(~)1( Uc , )1,5.0(~)2( Uc . 

The size of C reflects the size of individual conformity, which means the smaller value of C is, the less 
likely it is to learn from the surrounding individuals. The greater value of C  is, the more it is likely to learn 
from the surrounding individuals. 

3.2.3 Rule 3 

The trait of individual conformity is iq , and n  is the total number of neighbors of the individual iagent . 

And
∑
=

n

k
ikb

1

)0(

indicates the number of neighbors who do not participate in the panic behavior.  
Individual changes from the panic behavior to withdrawal from the panic behavior. The renewal 
probability is: 





≤
>

=+→
00
0

)}1()({
1

11
01 P

PP
tbtbP

                                                     (1) 

The update probability of the behavioral strategy of the individual who changes from the no-involving one in 
the panic behavior to the involving one is: 
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In (3) and (4), iq  stands for the subjective character of the individual to reflect the possibility of the 

individual conformity, which is affected by the panic infection.; ∑
=

n

k
ikb

n 1

)0(1 represents the proportion of 

neighbors in the neighborhood of iagent , who do not participate in the panic behavior strategy.

∑
=

n

k
ikb

n 1

)0(1 reflects the local spatial environment of the individual; fg − is the difference between the 

inhibition intensity and the promotion intensity, and reflects the external social environment. 

Simulation system in the initial state, according to the above rules to update the evolution, if most of the 
agent's behavior strategy tends to participate in panic behavior strategy, the collective panic behavior is 
formed. 

3.3 The Interactions among the Agents 

In simulation model of the Multi-Agent of collective panic behavior, individual behavior changes are 
influenced by attributes of their own, of the surrounding neighborhood individuals, of the mass media, of 
the government management, and of the social leaders. The propagation of a rumor or a truth is a process 
of a individual choice. It can continue to be convinced in the group. And the performance of the individual 
within the group take the action strategy to evolve in the panic behavior or exit the group(not following 
group’s strategy) . 

3.3.1 Interaction between individuals 

Referring to Coulomb's law, the degree of persistence of an individual's attitude toward collective panic 
behavior is analogous to the amount of charge in a vacuum neutral point charge, and the gap between 
individual attitudes is analogous to the distance between vacuum point charges, and the influence of 
individual attitudes is analogous to the interaction force between point charges, which reflects the change 
in attitudes towards panic behavior among individuals at the t  and 1+t moments. The influence function

'iS of individual j  on individual i  is set at the moment of t : 

                                                                       (5) 

Among them, iP is the attitude persistence degree of individual i , iP−1 is the attitude shift degree of 

individual i , iP is the attitude persistence degree of individual i , ijd is the attitude gap between 

individual i  and j , and N  is the number of neighbors that can be contacted by the peripheral area of 

individual i . When 0=ijd ,the attitude gap between individual i and individual j  is 0, that is individual 
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i andj have the same attitude towards collective panic behavior, while individual i still adheres to its 

original attitude, that is )()1( tOtO ii =+ . 

3.3.2 Interaction between individuals and the mass media 

1) The extent to which the individual is influenced by the mass media is related to the authority of the 
mass media and the influence of the mass media. The influence function MS ' of the mass media on the 

individual i  is: 

                                                 (6) 

Among them, )(tQm is the authority of mass media, )(tIm is the mass media influence, and s  is the number 
of mass media involved in collective panic behavior. The influence of mass media on individuals is directly 

proportional to the authority of the mass media and the influence of the mass media. 1c and 2c are the 

ratio coefficients, 121 =+ cc , which are set by weight. 

2) The attitude of the mass media at the 1+t moment tends to be influenced by the management of the 
sudden panic behaviors at the t moment, that is: 

)()()1( 21 tMftOftO gmm +=+                                                             (7) 

Among them, )(tM g is the disposal efforts of the government towards to the sudden panic behavior of 

the group at the moment of t , 1f and 2f for the scale factor, 121 =+ ff , and set by the weight. Because 

the mass media and individual belong to two different behavior subjects, the attitude gap between them 
is not taken into consideration. 

3.3.3 Interaction between individuals and social leaders 

The attitude of individual to collective panic behavior is influenced by the authority of leaders and the 

influence of leader, and the influence function LS ' of the social leader on individual i  is : 

))(1())()((1' 21
1

tPtIbtQb
n

S ill

n

l
L −•+=∑

=                                                        (8) 
Where )(tQl is the authority of the social leader at time t , n is the number of social leaders in the group, 

)(tIl is the influence of the social leader at time t , Leadership authority and leadership influence are 

invariable, 1b and 2b are proportional factors, 121 =+ bb , and are set by weight. Since social leaders and 
individuals belong to two different actors, the attitude gap between them is not taken into consideration. 

3.3.4 Interaction between individuals and government authorities 

1) The influence function GS ' of government management on the individual attitude is: 

))(1())()((' 21 tPtCatMaS iggG −•+=                                                         (9) 
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Among them, )(tM g is the disposing of the government at time t , )(tCg is the government credibility in 

the time of t , )(1 tPi− stands for the transfer of individual attitude on the moment of t , 1a and 2a are the 

proportional factors, 121 =+ aa . Because of the government departments and individuals belonging to two 

different subjects, therefore the gap between the two attitude will not be considered. 

2) The credibility of the government at the next moment is influenced by the credibility of the government 
at the moment and the government's supervision of sudden panic behavior, that is: 

)()()1( 21 tMetCetC ggg +=+                                                                (10) 

Among them, 1e and 2e are the ratio coefficient, 121 =+ ee . 

3.3.5 Interaction between the group attitude and the group behavior 

The theorem of Kinetic Energy is used to describe the transition of individual behavior during the evolution 
of panic behavior. The individual attitude is analogous to the quality of the subject, the irrational degree 
of the individual is analogous to the velocity of the moving object, and the individual's behavior state is 
analogous to the kinetic energy of the object: 

)())(1()( 2 tRtOtB iii •−=                                                                 (11) 

Among them, )(tBi
is the behavior state of the individuali at the moment of t , )(tOi is the attitude of 

individual i at the moment of t , and )(tRi is the irrational degree of the individual i  at the moment of 

t . 

4 MAS model in exploring PI’s Impact 
Take the individual conformity as the research variable, and consider the individual characteristics and 
the external social environment characteristics in order to establish Multi-Agents simulation model. The 
agent has the ability to learn and can make independent decision of the individual, with closed two-
dimensional grid community in infinite space (which can carry a agent) to represent the spatial 
environment of agent, each agent can move in any direction and randomly, and they can adopt two kinds 
of behavior strategies: take part in panic behavior and do not participate in panic behavior. Among them, 
do not participate in panic behavior should include all the time not involved in the panic behavior, but 
also has been involved in panic behavior but now opt out of panic behavior. The criterion of formation of 
collective panic behavior is that people with relatively stable scale take part in the panic behavior. 

There are four categories of subjects in the mimic system. These are: the individual, the mass media, the 
social leaders, the supervisor. In order to ensure the simulation effect of panic behavior, the Agents’ 
attributes are the constant value, and the other values of the Agents’ attributes are generated by the 
random number generator during the operation of the simulation. 

Based on the simulation platform, the simulation model of collective panic behavior caused by rumors in 
emergencies is established. The model stimulate the influence of the initial population size(IPS), the initial 
population conformity(IPC), the proportion of the social leader's influence(PSL). f is the promoted 
intensity, g is the suppressed intensity, ionparticipatinitial − is the initial participation rate of the panic 

behavior, and conformityinitial − is the proportion of non-rational individuals in the population.  
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4.1 The Influence of promotion Intensity and suppression Intensity 

The effect of the promoted intensityf  and the suppressed intensity g  on the number of participants in 
the group panic behavior is shown in Fig.2  

 
Fig. 2(a) Simulation results ( 25.0,5.0 == gf ) 

 
Fig. 2 (b) Simulation results ( 5.0,25.0 == gf ) 

when the behavioral strategies of the heterogeneous individuals in the population and the conformity of 
heterogeneous individuals are subject to the uniform distribution. When gf > , the number of the panic 

behavior in the crowd is greater than the number of the ones, who are not involved in the panic behavior, 
it indicates that the possibility of collective panic behavior is greater. When gf < , the number of panic 
behavior participant will reduce, interventions by government authorities have an inhibitory effect on the 
individual attitudes towards participating in the panic behavior. Part of the panic participants gradually 
withdraw. 

Figure 2(a,b) effectively illustrates the control of the formation of the panic group. It is necessary in the 
initial stage of group in panic behavior to effectively control the spreading of the rumors. Those strategies 
are, to reduce the value of f , or to improve the degree of the government information disclosure, the 
government credibility, the government disposal efforts. In one word, that is, to increase the value of g . 
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Fig. 3 The diagram of changing relationship in f, g, and participation rate  

Figure 3 is a surface map, which indicates the participation rate of the group panic behavior changes with 
the promoting intensity and the inhibiting intensity. The abscissa represents the suppressing intensity of 
the behavior. The ordinate represents the promoting intensity of the behavior. The vertical coordinate 
represents the participation rate of the collective panic behavior in a stable stage. As it can be seen from 
the figure, even if the 1,0 == gf , the participation rate of the group in the panic behavior is still 
greater than 0. The reasons are those, not only of the behavior to promote the intensity, but also of the 
panic behavior to suppress the intensity. The panic behavior is also subject to the individual's own state 
features and the impact of such factors. In addition, with the promoting the intensity of the behavior, the 
participation rate of the group panic will remain at a certain level. Even the power of the behavior, which 
leads to suppress the intensity, is close to 1. This is too tight in social structure because of the group in 
panic psychology leading to the whole. Although the intervention of the government management 
department controls intensity is too big, it cannot inhibit the formation of the collective  panic behavior. 

4.2 The Initial Size of the Population(ISP) 

When 5.0,5.0 == gf  is selected and the individual initial conformity characteristics obey the uniform 
distribution, the effects of initial panic behavior participation rate on the development trend of panic behavior 
are shown in Fig.4.  

  
Fig. 4 (a) Simulation results ( 5.0,5.0 == gf , 

IPS rate = 5%) 
Fig. 4 (b) Simulation results ( 5.0,5.0 == gf ,IPS 

rate= 10%) 

When the inhibitory strength of participants is changed for 25.0=g (Fig.6(a)) and 15.0=g (Fig.6(b)), 
the government intervention is not in time, resulting in the number of collective panic behavior of 
participants increased rapidly. Even much number of the agents don’t participant panic, it have an initial 
share advantage. 
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Fig. 5 (a) Simulation results ( 25.0,5.0 == gf , 
IPS rate= 5%) 

Fig. 5 (b) Simulation results ( 15.0,5.0 == gf , 
IPS rate = 5%) 

It shows that the expanding of panic behavior is affected by the participation rate of the initial participants 
in space in fig.6, and the impact of government intervention on panic behavior. Even if the scale of the 
initial participation of collective panic behavior is not very large, it will lead to the scale of panic behavior 
expanding rapidly. And more people will involve in, if the government does not intervene. 

 
Fig.6 simulation results (IPS rate=5% to 98%, 25.0,5.0 == gf ) 

4.3 The Initial Population Conformity(IPC) 
Simulation parameters 25.0,5.0 == gf , when the individual's initial behavior strategy is evenly distributed, 
the influence of individual conformity characteristics on the evolution results is revealed. 

  

Fig. 7 (a) Simulation results ( 25.0,5.0 == gf , 
IPC = 25%) 

Fig. 7(b) Simulation results 
( 25.0,5.0 == gf ,IPC=50%) 
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It can be seen from the figure that under the same conditions, the proportion of irrational individuals in 
the initial population is greater, when the panic behavior involves a strong herd. In addition, Figure 7 (b) 
and Figure 2 (a) are two results of the simulation parameters of the same, the initial population size under 
the different conditions. By contrast, initial population conformity expands the scale of the participates in 
panic behavior. This is because when there are more non-rational individuals in the space group, the 
individual behavior strategy choice is more inclined to dominate the behavior strategy of most people. In 
this simulation experiment, due to the strength of promoting the panic behavior less than the strength of 
inhibiting one. The collective panic behavior after the short-term evolution was more dominant, so the 
individuals, who has herd characteristics, are more likely to take part in the panic. 

4.4 The Proportion of Social Leaders(PSL) 
Simulation parameters 25.0,5.0 == gf , and when the individual's initial behavior strategy is distributed 
evenly, the influence of the proportion of social leaders in the group on the evolution results is considered. 
As the following Fig.8 show. 

  
Fig.8(a) Simulation results ( 25.0,5.0 == gf , 

PSL= 5%) 
Fig. 8(b) Simulation results ( 25.0,5.0 == gf , 

PSL=10%) 

It can be seen from the figure that under the same conditions, the proportion of social leader in the 
crowed is greater. When the leader was infected and transformed into the participants of panic behavior, 
due to its great social influence, more people around to spread rumors and related rumors. It results that 
more not involved are infected and turned into the panic participants. The expansion of the group panic 
is affected rapidly. And when social leaders are exposed to the truth and withdraw from the group panic 
behavior, because of its social influence, there will be more people around them will clarify the facts. The 
numbers of the collective panic behavior participants fall sharply and the panic behavior will gradually 
ease. 

5 Discussions and Conclusions 
The simulation results show the context of an accident. When the panic behavior occurred, which is 
caused by the rumors, the more the initial participation of collective panic behavior, the more conducive 
to induce the group spreading the rumors. The characteristics of the individual conformity can cause 
individuals, who have not yet participated in the panic behavior to support the dominant position of the 
party between promoting and suppressing the intensity of the panic behavior. If the proportion of social 
leaders in the crowed is great, the leader is infected and transformed into the participants of the panic 
behavior. Due to his(her) large social influence and wide network of connection, the more people around 
him are likely to spread the rumors, the more people are infected and transformed into the panic 
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participants. It leads to the scale of behavior in expanding the panic rapidly. Then the number of the panic 
behavior participants increased sharply. Furthermore, when the social leaders are exposed to the truth of 
the incidents and withdraw from the collective panic behavior, because of its social influence and wide 
social net connection, they will clarify the facts to more people. The rumors are self-defeated. The number 
of collective panic behavior participants declines sharply. Therefore, the collective panic behavior is 
gradually eased and subsided. 

),( erf and ),( lcg in the evolution model represent two different “powers”, which are the promotion 
and the suppression of the collective panic behavior. The regulation mechanism of the collective panic 
behavior caused by rumor can be considered in the following two aspects: 

1. In the early stages of panic behavior, it should effectively reduce the intensity of rumor 
dissemination to achieve the purpose of ),( erf . 

2. Because of the low degree of controllability of rumor transmission, it needs a lot of auxiliary 
management tools and measures. Therefore, in the actual macro- management, scheme 1 is often 
difficult to implement in practice. In order to truly advance the prevention and effective control 
of the collective panic behavior, it also can improve the government's credibility and coping with 
crisis disposal efforts. 
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APPENDIX 

turtles-own [ 
infected? ;;if true, the person is either a panic buyer or a recovered guy. 
  panicbuyer? ;; if true, the person is participating in the panic buying event. 
  socialleader? ;; if true ,the person is a social leader which means he has greater influence on others. 
  probability-to-infect ;; the probability of a normal guy to get infected 
  probability-to-recover ;; the probability of a abnormal guy to get recovered 
] 
;;; 
;;; SETUP PROCEDURES 
;;; 
to setup 
clear-all 
askpatches [ setpcolorblack ] 
set-default-shapeturtles"person" 
  setup-people 
;; the original source rumor infectors of the whole panic buying event 
askn-of ( round ( initial-participation /100* initial-people ) ) turtles [ 
set infected? true 
set panicbuyer? true 
    assign-color ] 
askn-of ( round ( proportion-of-social-leader /100* initial-people ) ) turtles [ 
set socialleader? true ] 
reset-ticks 
end 
to setup-people 
create-turtles initial-people 
  [ setxyrandom-xcorrandom-ycor 
set infected? false 
set panicbuyer? false 
set socialleader? false 
setsize1.5;; easier to see 
    assign-color 
set probability-to-infect 0 
set probability-to-recover 0 
  ] 
end 
to assign-color ;; turtle procedure 
ifelsenot infected? 
    [ setcolorgreen ] ;; it indicates that the person has not yet participated in panic buying event. 
    [ ifelse panicbuyer? 
      [ setcolorred ] ;; it indicates that the person is participating in panic buying event. 
      [ setcolorgray ] ] ;; it indicates that the person has recovered from the panic buying event. 
end 
;;; 
;;; GO PROCEDURES 
;;; 
to go 
askturtles [ move ] 
  getinvolved 
  government-interfere 
  getrecovered 
askturtles [ assign-color ] 
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tick 
;; if ticks = 100 [ stop ] ;; to get the temporary view and plot on the fly when ticks equal to one hundred. 
;; when the count of panicbuyer less than or equal to the 1% of initial-people, 
;; we can almost think the panic buying event is over. 
if ( ticks>= government-interfere-time ) and ( notany?turtleswith [ panicbuyer? =true ]  ) 
     [ stop ] 
end 
;; people move about at random 
 
to move  ;; turlte procedure 
rtrandom-float360 
ltrandom-float360 
fd1 
end 
to getinvolved 
;; because of touching rumor infectors,innocent guy have the probability1 to become a panic buyer 
askturtleswith [ infected? =false ] 
  [ 
ifrandom-float2< probability1 
    [ set infected? true 
set panicbuyer? true ] 
  ] 
end 
 
to government-interfere 
;; to research how to peace the panic buying behaviour,we start to consider this factor here 
if ( ispublicized ) and ( ticks= government-interfere-time ) 
  [ askn-of ( round ( government-credibility /100* initial-people ) ) turtleswith [ panicbuyer? =true ] 
    [ set panicbuyer? false ] 
  ] 
end 
 
to getrecovered 
;; because of touching truth,panic buyer starts to get recovered 
ifany?turtleswith [ infected? =trueand panicbuyer? =false ] [ 
askturtleswith [ panicbuyer? =true ] 
   [ 
ifrandom-float2< probability2 
    [ set infected? true 
set panicbuyer? false ] 
   ] 
  ] 
end 
 
;; the innocent guy has the probability1 to become a panic buyer 
 
to-report probability1 
askturtleswith [ infected? =false ] [ 
let number-a 0 
let number-b 0 
ifelse socialleader? =false 
      [ set number-a (  count ( turtles-onneighbors4 ) with [ panicbuyer? =true ] ) 
set number-b ( countturtles-onneighbors4 ) 
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ifelse number-b =0 
        [ set probability-to-infect 0 ] 
        [ set probability-to-infect ( initial-conformity /100 ) * ( ( number-a / number-b ) + (f /100 ) - ( g /100 ) ) ] 
      ] 
      [ set number-a (  count ( turtles-onneighbors ) with [ panicbuyer? =true ] ) 
set number-b ( countturtles-onneighbors ) 
ifelse number-b =0 
        [ set probability-to-infect 0 ] 
        [ set probability-to-infect ( initial-conformity /100 ) * ( ( number-a / number-b ) + ( f /100 ) - ( g /100 ) ) ] 
      ] 
  ] 
report probability-to-infect 
end 
 
;; the panic buyer has the probability2 to get recovered 
 
to-report probability2 
askturtleswith [ panicbuyer? =true ] [ 
let number-a 0 
let number-b 0 
ifelse socialleader? =false 
    [ set number-a ( count ( turtles-onneighbors4 ) with [ panicbuyer? =false ] ) 
set number-b ( countturtles-onneighbors4 ) 
ifelse number-b =0 
        [ set probability-to-recover 0 ] 
        [ set probability-to-recover ( initial-conformity /100 ) * ( ( number-a / number-b ) + ( g /100 ) - ( f /100 ) ) ] 
      ] 
      [ set number-a ( count ( turtles-onneighbors ) with [ panicbuyer? =false ] ) 
set number-b ( countturtles-onneighbors ) 
ifelse number-b =0 
        [ set probability-to-recover 0 ] 
        [ set probability-to-recover ( initial-conformity /100 ) * ( ( number-a / number-b ) + ( g /100 ) - ( f /100 ) ) ] 
    ] 
  ] 
report probability-to-recover 
end 
 
;; Copyright 2017 
;; Based on NetLogo platform 
;; Simulation model of panic buying behaviour 
;; By MMI. 
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ABSTRACT 

In recent years, outdoor positioning technology has been widely used and indoor positioning technology 
has gradually matured.  Relevant applications such as: Indoor Location Based Service, Ambient Assistant 
Living, Indoor Navigation, Location Based Advertising, and the like have begun to show up in daily life and 
bring people with diversity and rich service content. The proposed study focuses on the research of real-
time indoor dynamic positioning and dynamic tracking related mechanisms and algorithms, and uses the 
“microcontroller module” and “Bluetooth communication module” to actually detect the operational 
mechanism of the Bluetooth dynamic positioning system. This prototype system uses the smart phone as 
the locator of the traced person, named tracee (a new word created in this paper). The three-wheeled 
carrier acts as the tracer's body. On the locator, the processor is used to dynamically calculate the dynamic 
positioning of the tracee, and the calculated positioning result is transmitted to the tracer through the 
Bluetooth. The tracer calculates the distance and orientation, and then controls the axle motor so that 
the three-wheeled carrier closely follows the smart phone. Although many self-propelled vehicles have 
been sold on the market at present, and most of the follow-up signal uses infrared rays, ultrasonic waves, 
or Wi-Fi to complete the tracking action. However, the first two signals often require the tracee to carry 
an additional signal transmission device so as to assist in tracking. Due to the current popularity of mobile 
phones, although Wi-Fi and Bluetooth chips are already installed on the phone, yet the power 
consumption of Wi-Fi is still much higher than that of the Bluetooth. Therefore, in this study, Bluetooth 
was used to complete the indoor positioning system.  Bluetooth belongs to 2.4GHz wireless technology; 
when using the Bluetooth signal for tracking, the signal strength is likely to cause many noises due to 
shielding, signal diffraction, or reflection, resulting in a deviation between the calculated transmission 
distance and the actual distance. The purpose of this study is to design a prototype of an Indoor Automatic 
Tracking System (hereafter named IATS) and explorer how to reduce the Bluetooth signal strength 
deviation so as to improve the accuracy of positioning is the main object of this study. 

Keywords: Bluetooth, Auto-tracking System, RSSI, Indoor Location. 

1 Introduction 
Indoor positioning technology (IPT) [1] has gradually matured, with related applications such as: Indoor 
Location Based Service (ILBS)[2], Ambient Assistant Living (AAL) system[3], Indoor Navigation (IN)[4], 
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Location Based Advertising (LBA)[5] and the like  services began to show up in daily life, and in the 
meantime, brought up more diversified and rich services content. 

The origin of the present research is the observation of daily life such as: e-commerce shopping and 
warehouse management, home shopping for pre-school children, return of library books, nursing staff in 
medical centers, and other relevant staff all have the need to focus on other things in the work/family 
context and create the demand for an indoor automatic tracking system.  The implementation of an 
Indoor Automatic Tracking System (IATS) must be supported by indoor positioning technology so that the 
IATS and tracee (a new word created in this paper, which means a traced person) can maintain proper 
distance under the auto-following operating mechanism. Using the pre-school children's home shopping 
as an exemplary, the IATS is a shopping cart, the tracee (parent) is the object to be followed. When the 
tracees move during the shopping process, the IATS can automatically position and control the IATS 
(shopping cart) to move or turn through control the motor so that the IATS (shopping cart) and the tracee 
is always at a fixed distance so as to achieve the object of automatic follow-up. 

The indoor positioning technology uses the camera, infrared, laser (iGPS), ultrasonic or other 
communication technologies, in conjunction with corresponding spatial positioning algorithm to achieve 
indoor positioning.  In the wireless communication technology portion, H. Liu [6] uses resolution and 
system scale to label the related technologies as shown in Fig. 1. Wherein, wireless communication 
technology with indoor positioning accuracy of less than 10 meters can be applied. From left to right, they 
are UWB, RF&IR, RF&Ultrasonic, WLAN, Bluetooth, DECT, ZigBee and other technologies, respectively. In 
accordance with recent academic research, UWB related research is mostly focused on algorithm 
improvement [7][8][9] and system design enhancement[10][11]; although RF&IR, RF&Ultrasonic can 
perform high-precision positioning, yet was not included in this study due to special device must be used 
to transmit the signal [12][13]; DECT [14] and ZigBee [15] are also constrained by the transmission device 
and the positioning accuracy is lower than RF&IR, RF & Ultrasonic, so they were not used in this study; 
WLAN and Bluetooth are supported by general smart phones, and their popularity is high. However, 
Bluetooth performance in terms of power consumption is more suitable for application program 
development [16][17], hence, this study uses Bluetooth as the communication technology for IATS 
implementation. 

 
Fig. 1: Resolution and System Scale in Wireless Communication Positioning  

In the recent academic research of Bluetooth, there is no lack of indoor positioning relevant research 
[18][19], but most of them are focused on the moving target with a fixed Bluetooth signal transmitter, 
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and the IATS proposed in this study has four features: 1) Virtual movement, 2) Instant positioning, 3) 
Closely following and 4) Dynamic environment. Details are described as follows: 

a. Virtual movement: Both IATS tracer and tracee have the feature of being moved at 
any time. 

b. Instant positioning: In terms of system computing capability, it must meet the 
requirements of the instance (less than 2 seconds per positioning).  

c. Closely Following: The accuracy of the path calculation must in conformance with 
the condition of following in a short distance (less than 2.5 meters) 

d. Dynamic environment: Barrier caused by the turn or movement of tracee will 
affect the tracking system operation 

Up to the present, research on the use of Bluetooth in indoor positioning has not explored the 1), 3), and 
4) items of the above features. Therefore, the research using Bluetooth technology aims to achieve indoor 
dynamic positioning and obstacle avoidance following shall be extremely challenging. 

2 Background 
The relevant technologies and research of the present paper are described as follows: 

2.1 Bluetooth 
Bluetooth is a wireless communication technology standard. It was jointly proposed mainly by the 
manufacturers of Ericsson, IBM, Intel, Toshiba and Nokia in 1998, and established the Bluetooth SIG to 
update and maintain technical specifications. Bluetooth technology alliance currently has more than 
30,000 manufacturers in communications, computers, networks, and consumer electronics joined the 
membership.  In terms of technology, Bluetooth uses Ultra High-Frequency radio waves as a transmission 
medium and operates in the Industrial Scientific Medical Band (2.4 to 2.485 GHz). It is used as the Personal 
Area Network (PAN) in stationary, mobile, and architectural applications.  On the other hand, the current 
version used in the industry is Bluetooth 4.0 to 4.2, and the main difference between the 3.x and the 
current version is the improving power consumption and achieving a communication distance of 100 
meters. Therefore, the Bluetooth 4.x version is called Bluetooth Low Energy (BLE). 

2.2 Bluetooth Indoor Positioning System 
The research of Bluetooth indoor positioning systems over the past few years is the system, through the 
signal transmitting device installed indoor, and based on the signal intensity to positioning. This type of 
method is called the Fixed Indoor Positioning System. Relevant research subjects are described as follows: 

1) Positioning through the signal transmitted by the Bluetooth device beacon  

Scholar P. Dickinson, et al [20] used low-power Bluetooth communication device beacon and install a 
beacon at the shopping corridor in the store every 5.4 meters or 8.1 meters, and use the pre-installed 
applications to transmit the Received Signal Strength Indicator (RSI) for various beacons at their current 
locations; the strongest beacon on the signal represents the consumer's proximity to the area, so as to 
understand the time and the path consumers spend and walk in various areas of the store. 
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2) Research using Wi-Fi and Bluetooth on Positioning 

Scholar Vibhu Varshney et al [21] uses pre-arranged Wi-Fi and Bluetooth communication networks for 
positioning in the indoor environment. The positioning method was calculated using the most common 
RSSI in conjunction with triangulation method, and 10 measurements were performed. The experimental 
results indicate that at the area in space, the result for the coordinate of Wi-Fi positioning, the accuracy 
of the X-axis is 77.59%, the accuracy of the Y-axis is 88.41%, and in the Bluetooth portion, the accuracy of 
the X-axis is 89.1%, and the accuracy of the Y-axis is 73.3%. 

The above-related studies are focused on the algorithm of the fixed Bluetooth positioning system and are 
different from the Bluetooth dynamic positioning system explored in this study. In accordance with the 
survey of this study, at present, there is no research concerning the use of Bluetooth for indoor tracking 
systems. 

3 Methods 
The present study focuses on the research of mechanisms and algorithms related to "instantaneous 
indoor dynamic positioning" and uses the "microcontroller module" and "Bluetooth communication 
module" to actually detect the operational mechanism of the Bluetooth dynamic positioning system. The 
system uses the smart phone as a tracee, and uses the three Bluetooth modules as a tracer body to be 
installed for dynamic positioning, and use algorithm the to instantly know the distance between the tracee 
and the tracer. 

As shown in Fig. 2, the present study will install three Bluetooth modules on the auto-trace system. The 
Bluetooth module broadcasts the signal. The phone set detects the signal strengths of the three Bluetooth 
modules and derivate the current auto-trace system centered location information and transmitted back, 
when the auto-trace system receives the position message and controls the motor to automatically trace 
the smartphone held by the tracee to perform a three-wheeled carrier Bluetooth dynamic positioning 
system. 

 
Fig.. 2: Schematic View of Bluetooth Dynamic Positioning System 

The Bluetooth dynamic positioning system is composed of two systems: the Tracer and the Tracee. The 
system architecture is shown in Fig. 3. In practice, the tracee is a smart phone with Bluetooth module and 
has a smart phone mobile application (Mobile APP) to achieve Bluetooth reading and Real-Time Bluetooth 
positioning (RTBP) function; the tracer system is a microcontroller platform in conjunction with an 
external Bluetooth module. The microcontroller platform can be subdivided into two subsystems, namely 
Path Estimation (PE) and motor. Control (MC). Description is provided as follows: 1) Path estimation: This 
subsystem comprises four Bluetooth communication modules, three for indoor positioning and one for 
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communication. The trace system (namely, smart phone) forms a pair with the Bluetooth communication 
module and responsible for communication. After the smart phone completes the Bluetooth pairing, it 
will periodically capture the signal strength of the Bluetooth communication module used for indoor 
positioning, and calculate the position information of the current trace system and transmitted back to 
the subsystem, and this subsystem is based on trace system location information for motor control. 2) 
Motor Control: This subsystem is responsible for periodically receiving instructions for path estimation so 
as to control the axle motor to achieve the direction and speed required by the tracer. 

 
Fig. 3 System Architecture of Bluetooth Dynamic Positioning System 

3.1 Real-Time Bluetooth Position 
The most basic Bluetooth two-dimensional positioning system consists of one Positioning Node (PN) and 
three reference nodes (RNs)[22]. Under this architecture of the present study, a smart phone was used as 
a PN and the three vertices, AP1 to AP3, of the tracer were used as RNs. Based on the RSSI value measured 
by mobile phone for the three vertices to the tracer system to calculate the distance between the three 
vertices of the mobile phone to the tracer system, and then the coordinates of the mobile phone can be 
obtained through the trilateration method [23]. 

In indoor positioning related research, the signal sent by the transmitter is often converted to RSSI, the 
definition is shown as Equation 1: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 10 × log( 𝑃𝑃𝑟𝑟
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟

)          (1) 

wherein, Pr is the power received by the receiver antenna, Pref is often 1mW. 

The simplified relationship between received signal strength and distance can be expressed as Equation 
2: 

𝑃𝑃𝑑𝑑 = 𝑃𝑃0 − 10 × 𝑛𝑛 × log10(𝑑𝑑)                             (2) 

Where 𝑃𝑃𝑑𝑑  is the received signal strength (dBm), which is the distance from the transmitter source (dBm), 
that is, the so-called RSSI; 𝑃𝑃0 is the received signal strength (dBm) from 1 meter from the transmitter; n is 
the path attenuation index.  Equation 2 can be organized into the relationship between distance and RSSI 
as Equation 3:  
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𝑑𝑑 = 10
𝑃𝑃0−𝑃𝑃𝑑𝑑
10×𝑛𝑛                 (3) 

On the basis of the trilateration method, the smartphone coordinates derived through three Bluetooth 
devices are shown in Fig. 4: 

 
Fig. 4 Schematic Diagram of the Bluetooth Indoor Positioning Algorithm 

The distance between each transmitter and receiver can be expressed as Equation 4, wherein the three 
devices are set to 1.2, 1.5, and 1.5, respectively. Substituting (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖 ) into Equation 4 and solving 3 
simultaneous equations can obtain the coordinates (x, y) of the mobile phone. 

𝑑𝑑𝑖𝑖2 = (𝑥𝑥 − 𝑥𝑥𝑖𝑖)2 + (𝑦𝑦 − 𝑦𝑦𝑖𝑖)2, 𝑖𝑖 = 1,2, … ,𝑁𝑁              (4) 

The reason that the n path attenuation index is set in this way is due to the present study collects the RSSI 
values for each device at 1m, 2m, and 3m first, respectively and substitutes them into Equation 5 for the 
inverse n value. 

𝑛𝑛 = 𝑃𝑃0−𝑃𝑃𝑑𝑑
10×log (𝑑𝑑)

             (5) 

wherein, 𝑃𝑃0 is derived by substituting the RSSI average value when the device distance is at 1m, and then 
substitutes the RSSI average of 2m and 3m into 𝑃𝑃𝑑𝑑 to derive the value of n. Then, the resulting n value is 
fine-tuned so that the result of the RSSI transferring to distance formula is close to the actual value. 

3.2 Enhance Positioning Accuracy 
Bluetooth is a 2.4GHz wireless technology. This band is prone to many noises due to shield, signal 
diffraction or reflections. Therefore, the selection of signals and averaging are quite important. The 
present study uses Equation 6 to complete the average calculation. 

𝑋𝑋(𝑡𝑡) = 𝛼𝛼𝛼𝛼 + (1 − 𝛼𝛼)𝑋𝑋(𝑡𝑡 − 1) ; 0 < 𝛼𝛼 < 1               (6) 
wherein, X(t-1) is the average value obtained the previous time, X_(t) is the mean value obtained this time, 
and X is the RSSI value obtained this time.. 

However, how to set the value of the signal screening condition so will not exclude too much data. The 
process is shown in Fig. 5 
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Fig. 5: Positioning Calculation Process Chart 

Furthermore, after the mean value of each device is obtained, a filter condition is added to exclude the 
value that is too large due to excessive RSSI floating during the movement. The filter condition and the 
usage are shown in Equation 7. 

|𝑋𝑋(𝑡𝑡)−𝑋𝑋(𝑡𝑡−1)|
𝑋𝑋(𝑡𝑡−1) < 𝛼𝛼 ;  𝛼𝛼 = 0.15      (7)  

4 Results 
The test environment of the present study is located in a home with Wi-Fi, and the three Bluetooth devices 
used for positioning are placed on a plane with a length, width and height of 1m*1m*0.42m, and the 
three Bluetooth devices are placed in the same position on the plane. The tester holds the mobile phone 
with the positioning APP installed and stand to measure in front of the desk. Fig. 6 below shows the three 
device RSSI values measured at 1, 2 metrics and measured without any screening. 

 
Fig. 6: RSSI Values for Three Devices 

Fig. 6 contains 5,000 pieces of data in 1M and 2M respectively. It can be seen from the Fig. that the RSSI 
value is always up and down in one interval, wherein the standard deviations of devices 1 to 3 are 1M: 
5.35, 5.99, 3.99, 2M: 4.49, 4.25, 3.46, respectively, in addition, the maximum deviation reaches up to 32% 
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for the consecutive data. However, the substitution of this equation into the distance equitation will make 
the difference more significant. Hereafter, it will cause using the trace to estimate the distance between 
the tracer and the tracee has too much deviation and not easy to control the output of the motor. 
Therefore, it is necessary to use the mean value calculation to reduce the standard deviation and the 
effect of consecutive data difference.  

 
Fig. 7: RSSI Value after Averaging 3 Devices  

After adding the average calculation, the standard deviation is 1M: 4.16, 4.4, 3.43, 4.25, 3.05, 2.71, and 
the consecutive data difference is reduced to 9%. It can be seen from the Fig. that after the screening, the 
numerical change (that mean the curve in the Fig.) is more gradual. However, the above is the result 
collected by the mobile phone in the fixed state. When the Bluetooth RSSI signal is in the moving state, 
the jump amplitude will be more proportional to the distance. Therefore, at present, the present study 
chooses the range of data difference within 15% to ensure that the data will not be deleted too much, 
and can have the function of excluding excessive changes. 

Fig. 8 below shows the changes in the RSSI values presented by adding the average and the screening 
algorithm, and walking from distance 0M to 3M. 

 
Fig. 8: RSSI Values from 0M to 3M Walking Back and Forth 

Fig. 8 has a total of 2178 pieces of data, and its adoption rate is 90%. The screening condition is that when 
the data difference exceeds 15% before and after, the calculation results are excluded. After adding the 
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average calculation, the intensity of the Bluetooth RSSI signal will exceed 15% before and after the 
movement. 

5 Conclusion 
Indoor Positioning Technologies (IPT) is getting mature, relevant applications such as: Indoor Location 
Based Service (ILBS), Ambient Assistant Living (AAL) system, indoor navigation (IN), Location Based 
Advertising (LBA) and the like began to show up in daily life, and also brought more diversified and rich 
service content to people. 

The purpose of the present study is to design a prototype of the Indoor Automatic Tracking System (IATS). 
The main object of the present study to explore how to reduce the deviation of the Bluetooth signal 
strength to improve the accuracy of positioning. The Bluetooth is a 2.4GHz wireless technology. This 
frequency band is prone to many noises due to shielding, signal diffraction or reflection. Therefore, the 
selection of the signal and the calculation of the average value are very important. The present study 
completes the average value calculation using Equation 6 and uses Equation 7 to add the screening 
conditions to eliminate the excessively large difference in RSSI due to excessive floating in the movement, 
so that the result will be up to 35% of the original data difference before and after calculation. After the 
algorithms is controlled at less than 10%, the utilization rate is 100%, and the difference between the data 
before and after moving will be higher than the 15% set in the present study, but the adoption rate is still 
90%, and no excessive information will be excluded so as to make measurement data have a certain 
degree of accuracy. 
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ABSTRACT 

Aiming at the problems of low localization accuracy, high energy consumption and delay of transmission 
in wireless sensor networks, a wireless sensor network data fusion method is proposed. Combined with 
the theory of D-S argument, the wireless sensor network system model is first constructed. Then based 
on the analysis of ACO (Ant Colony Optimization) and MST (Minimum Spanning Tree) methods, a wireless 
sensor network data fusion method is proposed. The simulation results show that the larger the number 
of nodes in WSN is, the larger the energy consumption and delay are. As the moving speed of Sink node 
increases, the average transmission delay decreases and the useful data rate increases. The average 
energy The consumption is also gradually increasing; the performance of proposed WSN data fusion 
method is better than that of ACO and MST. 

Keywords: data fusion; algorithm design; mathematics modeling; wireless sensor network 

1 Introduction 
Wireless Sensor Network (WSN) is a distributed sensor network. It is a multi-hop self-organizing network 
formed by wireless communication. WSN can achieve target positioning. However, its positioning 
accuracy is the main indicator to measure the performance of WSN. Therefore, how to improve the 
positioning accuracy of WSN nodes is a key issue and a problem. WSN data fusion is one of the techniques 
to improve positioning accuracy. 

The WSN is generally a single source node with multiple source nodes. This model can generally be 
regarded as the minimum Steiner Tree (MST) problem of covering the source node and the sink 
aggregation node [1-3]. The WSN data fusion algorithm is currently based on the traditional client/server 
(C/S) model. In this model, the sensor node is regarded as a Client, and the Sink node is regarded as a 
Server. The Sink node collects data transmitted from each sensor node according to a routing protocol, 
and performs centralized fusion processing. For  

WSN, there are many problems in the C/S model [4-7]: (1) Network delay and energy consumption are 
large. Each sensor node can transmit data to the processing node at the same time, and the processing 
node can only receive the data sequentially. When the number of sensor nodes increases and the total 
amount of sensing data increases, the network delay and energy consumption increase. (2) Poor 
scalability. When the WSN supplements new sensor nodes, the network structure often needs to be 

mailto:luoya@cqut.edu.cn


Ya Luo, Xiaoyang Liu, Chao Liu; Data Fusion in Wireless Communication Network Node Positioning, Transactions 
on Networks and Communications, Volume 6 No. 6, December (2018); pp: 87-96 

 

URL:http://dx.doi.org/10.14738/tnc.66.5833           
 88 

 

adjusted to maintain load balancing. (3) Node energy consumption is not balanced. Because the 
processing node needs to maintain the connection with each sensor node and process its data, it 
consumes more energy than the sensor node. This requires the node with preset super energy as the 
processing node or some algorithm to rotate the processing node, adding extra network overhead. 

With the introduction of the mobile agent (Mobile Agent, MA)-based computing model in WSN, the 
problems caused by the traditional C/S model are solved to some extent [8-12]. In the WSN data fusion, 
the MA computing model is used, that is, the sensing data is kept locally at the node, and the MA is 
migrated to the data, and the appropriate algorithm is used for the fusion processing. The essence is to 
“move the fusion computing to the data”, which enables It overcomes the shortcomings of traditional 
data fusion algorithms, reduces network bandwidth requirements, reduces energy consumption and 
delay, and enhances network stability while achieving better data fusion effects. After the MA-based data 
fusion is closely integrated with the routing strategy of the MA, it can effectively alleviate network 
congestion during data aggregation and ultimately prolong the network lifetime [13-15]. 

Diego V. et al. [15-16] proposed a multi-agent data fusion method based on the mobile-agent approach. 
The method has improved the energy elimination node reaction time and network lifetime. Habib M et 
al. [17-20] combined the static WSN with the dynamic WSN to analyze the complexity of node data fusion. 
First, define the boundary of the node in the static network, and then construct the topology domain of 
the dynamic network. Finally, the data fusion of the nodes is carried out according to the evolution graph. 
Sadia Din et al. [21-25] overcome the traditional single Sink deficiency based on practical applications. The 
multi-Sink node processing method of WSN is proposed, and the routing algorithm of multiple Sink nodes 
is proposed. M. Z. Zambian et al. [26-27] proposed a new energy-efficient structural data fusion protocol 
based on the energy consumption of the transmitted data, which consumes too much energy compared 
to the local data processing of the node. The simulation of the proposed data fusion protocol in energy 
consumption, reliability, the timeliness of data transmission has obvious advantages over traditional 
methods. 

2 Data Fusion Mechanism and Method 
There are three main data fusion mechanisms for WSN nodes: Tree-based, Cluster-based, and Centralized-
based [27-28]. As can be shown in Fig.1.  

inkS

ource nodeS  

ata fusionD  

 
 

Fig.1 Tree-based data fusion 

In Fig.1, there is a Sink node multi-source node situation. The node fuses the sensing data of multiple 
source nodes, and then transmits the merged data to the Sink node [29-31].  
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inkS

 
Fig.2 Cluster-type data fusion 

In Fig.2, a clustering method is also a multi-source single-sink case. Each cluster contains multiple source 
nodes and one head node, and data fusion is performed at the head node. The data perceived by each 
source node is fused at the head node according to a certain data processing algorithm [32-37]. Each head 
node then transfers the merged data to the Sink node. 

ata fusionD  

ource node 

iddle nodeM  

 
Fig.3 Centralized-based data fusion 

In Fig.3, there is a central method. The model contains multiple branches. Each branch contains multiple 
source nodes and intermediate nodes. The data sensed by each branch node is transmitted to the head 
node and merged according to the data fusion mechanism and method. 

Different fusion methods can be used for the perceived data. If there is complementary fusion, redundant 
fusion, cooperative fusion and other methods to analyze and process the event information, as shown in 
Fig.4[26-28]. 

 

vent AE  vent BE  

esult a b+R ：

vent CE  

esult bR ： esult cR ：

a bb c′ c′′

       
Fig.4 Data fusion based on time information source 
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3 Data Fusion Algorithm 

3.1 Traditional methods 

(1) ACO 

The ACO algorithm adopts distributed parallel computer system and has strong robustness. The essence 
of the ACO algorithm optimization process is that the path with the larger amount of information has a 
higher probability of being selected; the amount of information above the path grows with the passage 
of ants and also decreases over time; the ants actually communicate and work together through the 
amount of information. Such a mechanism makes the ant colony algorithm have a strong ability to find 
better solutions. 

(2) MST 

The MST algorithm requires 1n −  edges to be selected from a weighted undirected complete graph and 
the graph is still connected (that is, a spanning tree is obtained), and the weight of the tree is also 
considered to be minimized. The main idea is: First, use a node as the initial node of the minimum 
spanning tree. Then iteratively find the minimum edge with the weight of each node in the minimum 
spanning tree, and added to the minimum spanning tree. If a loop is generated after the join, skip this 
edge and select the next node. Once all the nodes have been added to the minimum spanning tree, the 
smallest spanning tree in the connected graph is found. 

3.2 D-S argument theory 
Dempster-Shafer (D-S) argumentation theory [18-20] can nonlinearly integrate data collected by different 
WSN sensing nodes. Dempster-Shafer theory can be applied in statistics, big data, information statistics 
and other related fields, and got a good development. 

There are two trust function 1Bel and 2Bel  under the same Θ , 1m and 2m are their credibility 

assignments. The focus elements of both are 1A , 2A ,⋯, KA and 1B , 2B ,⋯, KB . Then the Dempster merge 

rule can be expressed as: 

 

, 1
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In the above formula, K  is a normalization constant. And the following formula is satisfied. 
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In the formula 1K ≠ , then m  determines a basic probability assignment, indicating that the two sets of 
information 1m  and 2m  are identical or only partial information conflicts. The introduction of the 

canonical number K  is actually to add the orthogonal and proportional proportions discarded by the 
empty set to the non-empty set, and make the ( )m C  still satisfied: 

             ( ) 1
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C
m C

≤∅

=∑                                                                                                      (3) 
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When D-S reasoning is used for data fusion of multiple WSN nodes, each node collects target information. 
Through D-S theory for data fusion, the feature vector of the target information can be calculated, so that 
accurate positioning can be achieved. 

3.3 Node data fusion method 
In the wireless sensing area, different sensing nodes are distributed, and the influence factor jkI between 

two different sensing nodes j  and k  can be expressed as: 

2
2

2

( 1)
=

3

k
j

jk

H
I e

σ
− −

                                                                                               (4) 

Where, σ  is the influence extent between j and k . k
jH is the estimated hops between j and k . Which 

can be expressed as:
 

2
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j

d l lH
R
−

                                                                                                 (5) 

  Where, maxR is the max transmission distance. 

In communication area, The amount of energy E of a node during a data acquisition cycle is: 

n

si s s ji j
j N

E h P t h P tη η
∈

= + ∑
                                                                                    

  (6) 

Where,  is the random modify variable, 0 1i≤ ≤ , 0 1η< < is energy conversion coefficient. sih and jih  is 

the wireless communication link gain between different nodes. st denotes the time slot. sP is the power 

of sink node. jP is the transmit power of node j . Node energy consumption consumeE can be denoted as 

0
=

n

consume i k i
k

E v v e Ptε
=

+ +∑                                                                                         (7) 

Where, ε and e is the unit energy consumption. Is the transmit power of node i . iv and kv is the amount 
of data collected at different nodes. 

According to Shannon Formula: 

2= log (1 )SC B
N

+                                                                                              (8) 

It can be concluded that the maximum data transmission rate of a node in the WSN area is: 

2

2 3= log (1 )i id
i

id

Ph
Bζ

δ
+                                                                                             (9) 

In equation (9), idδ  is the noise power between two different nodes, and idh  is the link gain between two 
different nodes. B  is the bandwidth of the wireless communication channel. 

In the wireless communication sensing area, it takes a certain amount of time to complete a round of data 
collection. The average time interval required to complete a round of data collection can be expressed as: 

1 ,1
max { }

=
r

j k i ji
T

T
r

ε ≤ ≤=∑                                                                                      (10) 

Where, ε obey the power law function distribution. r is the number of data acquisition rounds for data 
fusion in the communication network, and k  is the number of proxy nodes. 
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It is assumed that the wireless communication channel bandwidth of the communication network is B(b/s), 
the time at which the proxy node transmits the data packet can be expressed as: 

2
packet

1
= ( (( ) / ) )

2

n

proc ini prop
i

i dT T S B Tε
=

⋅
+ + +∑                                                          (11) 

Where, procT  is the time it takes for a proxy node to complete data fusion, and  is a constant; iniS  represents 

the amount of data packets of the Sink node; propT  is the transmission time of the node, mainly based on 

environmental factors such as the actual transmission distance of the WSN area 

  
4 Simulation Analysis 

There are 439 nodes in the sensing area 2600 600 m× , the initial node energy is 50J, and 50 bytes per 

package. The bandwidth is 30Kb/s. It is simulated and analyzed based on D-S theory. 

 
 

Fig.5 Energy consumption and network nodes 

It can be seen from Fig.5 that as the number of network nodes increases, the energy consumption 
increases gradually. In the case of the same number of nodes, the energy consumption of this method is 
smaller than the other two traditional methods. 

   

   
Fig.6 Average delay and node relationship 
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It can be seen from Fig.6 that as the number of WSN nodes increases, the average delay is on the rise. In 
the case of the same number of nodes, the average delay of the method in this paper is smaller than ACO 
and MST.  

 
Fig.7 Transmission delay and Sink speed 

It can be seen from Fig.7 that as the speed of the Sink node increases, the average transmission delay 
tends to decrease, and the average transmission delay of the Sink node decreases from 1 to 2.5. But the 
Sink node speed changes from 2.5 to 8 in the same number of nodes, the average transmission delay is 
slower, but the transmission delay is still slower. It can be seen that the average delay of the method 
herein is smaller than ACO and MST. 

 
   Fig.8 Data rate and energy consumption 

It can be seen from Fig.8 that as the data rate increases, the average energy consumption increases 
gradually. In the case of the same data rate, the energy consumption of this method is smaller than the 
other two traditional methods. 

5 Summary 
After analyzing the data fusion mechanism of WSN, the system model of WSN is constructed. A data fusion 
method based on the theory of D-S argumentation is proposed. Consider the energy consumption and 
time delay in different node numbers, data rates, and so on. The simulation results show that the larger 
the number of nodes, the greater the energy consumption and delay. The larger the Sink node's moving 
rate is, the smaller the delay is. It can be concluded that the performance of this method is better than 
ACO and MST. The key technical issues to be studied in the next step are: the relationship between the 
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node energy consumption of WSN and the node density and speed and the node dynamic topology model 
in the case of a specific total number of nodes. 
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