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ABSTRACT 

To improve energy efficiency, total network scalability and data aggregation in Wireless Sensor 
Networks (WSNs), sensor nodes are often grouped into disjoint and mostly non-overlapping subsets 
called clusters. To provide an energy-efficient system by clustering, there are three main challenges. 
First is to find the optimum number of nodes in a specific cluster, second is to find the optimum number 
of clusters in the network and the third is to find the optimum position of Cluster Head (CH) in a specific 
cluster. Selecting an optimum number of clusters in WSNs provide greater improvement in terms of 
system scalability, energy efficiency, collision reduction, network lifetime, latency, and efficient routing 
backbone in the network. Selection of optimal number of clusters in WSNs is affected by level at which 
WSNs is modeled viz. Radio Energy Model Level, Network Model Level and Clustering Level. The 
objective of this paper is to present a state-of-the-art survey of distinct analytical methods used to 
calculate the optimum number of clusters, and its time-line comparative analysis based on network 
type, mathematical formula for an optimal number of clusters, base station positioning, energy model, 
strengths, weaknesses and applications of WSNs. We have also discussed the impact of different 
parameters on selecting the optimal number of clusters in WSNs.  

Keywords: Wireless Sensor Networks, Clustering, Optimal Clustering, Energy Efficient WSNs, Optimal 
Number of Clusters, Algorithms for Optimal Number of Clusters 

 Introduction 1
WSNs are large-scale networks of small embedded devices, each with sensing, computation and 
communication capabilities and have been widely discussed in [1, 2, 8, 20]. In WSNs, sensor nodes have 
limited processing power, communication bandwidth, and storage space, which demand very efficient 
resource utilization.  The sensor nodes are often grouped into individual disjoint sets called cluster [3, 4]. 
Clustering is used in WSNs [5, 6], as it provides network scalability, resource sharing and efficient use of 
constrained resources that give network topology stability and energy-saving attributes. Clustering 
schemes, offer reduced communication overheads, and effective resource allocations thus decreasing 
the overall energy consumption and reducing the interferences among sensor nodes. In sensing field if 
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we have more number of clusters while maintaining the same load per Cluster Heads (CHs), the 
communication distance from a sensor node to its own CH is reduced. Therefore, the overall energy 
consumption is also reduced. On the other hand, increasing the number of clusters means that the 
communication path between a sensor and the Base Station (BS) will include more cluster heads to the 
cluster head hops, which mean higher overall energy consumption. Accordingly, finding the optimal 
number of clusters is a very crucial point in the system [57].  Selecting an optimal number of clusters in 
WSNs provide greater improvement in terms of energy efficiency, system scalability, network lifetime, 
and latency. Cluster optimization does not play a significant role  for moderate size sensor networks  if 
free space fading energy is low, but  for large networks, cluster size optimization is still important even if 
free space fading is low [51]. The optimal number of clusters is very sensitive to energy model and 
sensing model of the nodes used in the system. The objective of this paper is to present a state-of-the-
art survey of distinct analytical methods used to calculate the optimal number of clusters and its 
comparison based on, network lifetime, expression for an optimal number of clusters, base station 
position, energy model used, advantages, disadvantages and applications in WSNs. We have also 
discussed the impact of different parameters on selecting the optimal number of clusters in WSNs. 

Though there are number of survey papers on the topics of WSNs and clustering in WSNs, but none of 
the research papers surveyed algorithms for an optimal number of clusters analytically or theoretically 
in WSNs. To the best of our knowledge, this is the first survey paper which carried out a review study on 
different algorithms for finding optimal number of clusters analytically in WSNs. The rest of the paper is 
organized as follows: in section 2, we provide a basic idea for clustering, cluster characteristics and the 
need for clustering in WSNs. Section 3 presents optimal clustering & factors effecting the optimal 
number of clusters in WSNs. Section 4 presents a survey on state-of-art of different algorithms for 
finding the optimal number of clusters analytically, reported in the literature. The open issues and 
challenges in WSNs are discussed in 5 and finally paper is concluded in section 6. 

 Clustering, Cluster Characteristics and the need for Clustering in WSNs 2

2.1 Clustering in WSNs 
To support high scalability and better data aggregation, sensor nodes are often grouped into disjoint and 
mostly non-overlapping subsets called clusters. In the clustering, each cluster has a leader, which is 
called the CH and it performs the tasks like fusion and aggregation of data. Figure 1 represents clustering 
in sensor networks along with inter cluster and intra cluster communications, CHs and sensor nodes. 
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Figure 1: Clustering in WSNs with inter and intra cluster communication 

The sensor nodes in a particular cluster periodically transmit their data to the CH nodes. CH nodes 
aggregate the data and transmit to the Base Station (BS) either using single-hopping or multi-hopping 
communication. The communication between CH and nodes is called intra-cluster communication and 
communication between CHs and base station is called inter-cluster communication [9].  The definitions 
of some terms are as follows: Cluster head (CH): CH aggregates the data sensed by the cluster members 
(sensor nodes) in a particular cluster and aggregated data will be transmitted to BS. Base station (BS): It 
has high processing capabilities and high level of energy. BS is the co-ordinator of the network where all 
the aggregated data from CHs are processed. Sensor node: Most of the nodes in the network, which are 
neither CHs nor BS, are considered simple sensor nodes. 

 
Figure 2: Phases in single round of clustering techniques 

 

Figure 3: Timing diagram of phases in single round of clustering techniques 

Cluster-based algorithms work in four stages: CH selection, cluster formation, data aggregation and data 
transmission. Most of the clustering protocols, divide the schedule of the network into different rounds 
of fixed duration. Figure 2, shows that each round consists of a setup phase and steady-state phase. 
During the set-up phase some sensor nodes elect themselves as CHs. The steady state phase, which is 
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sub divided into data aggregation and data communication. Steady state phase divided into different 
frames.  During the steady-state phase, within each frame the cluster heads receive sensor data from 
cluster members (according to some multiple access technique and MAC protocol), and transfer the 
aggregated data to the BS [15].  Figure 3 represent timing diagram of phases in single round of clustering 
techniques.  

2.2 Cluster characteristics 
Cluster characteristics are very important in the clustering process of WSNs. Figure 4 shows the 
taxonomy of cluster characteristics in WSNs. Some cluster characteristics are defined as follows: Cluster 
Changeability: Clustering techniques can be classified into two types: fixed and variable ones. In the 
fixed techniques, the set of CHs are predetermined and the number of CHs is fixed. In a variable 
technique number of CHs is variable, in which CHs are selected randomly, from the deployed sensor 
nodes [15]. Cluster Sizes: It can be classified into two types: uniform (same size clusters) and               
non-uniform (different size clusters), in the network. Intra-Cluster connectivity: This characteristic 
classified based on basis of communication inside a particular cluster; it includes two classes: single-hop 
and multiple-hop intra cluster connectivity and Inter-Cluster Connectivity: this characteristic classified 
on the basis of communication between the base station and cluster heads; its include two classes 
namely single hop and multi-hop inter cluster communication. 

 
Figure 4: Taxonomy of Cluster characteristics 

2.3 Why clustering in WSNs? 
1. The advantages of clustering are many and are listed as follows: 
2. It enables bandwidth reuse, thus can improve the system capacity within a cluster.  
3. All the normal nodes send their data to the CHs so that energy saving is achieved by absence of 

flooding, multiple routes, routing loops [9, 14] 
4. Clustering enables efficient resource allocation and thus helps in better designing of power 

control.  Clustering facilitates data aggression/data fusion. 
5. Any changes of node's behavior within a cluster affect only that cluster, but not the entire 

network, which make it robust to these changes [25]. 
6. Since the backbone network consists only the CHs, which are fewer in number than all the 

sensor nodes in the entire network. It requires less storage of routing information. 
7. Clustering schemes make it easier in responding to changes caused by network dynamics, node 

mobility, unpredicted failures and local changes. Since these changes need to be managed and 
detected within individual clusters only [11, 12]. 
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8. If the sensor nodes are mobile in nature, then nodes residing in concern clusters only need to 
update the information. Thus, local changes need not be updated by whole network, and this 
reduces the information processed and stored by each mobile sensor node [13]. 

9. In clustering, only CHs are responsible for transmitting data to base station this will reduce data 
collisions between the nodes [77, 78].  

10. Generally, sensor network uses multi-hoping to transfer data to the BS. In this, the traffic 
transmitted by each node includes both self and relayed data. The sensor nodes closer to the BS 
have to transmit more data than those far away from the BS. As a result, the nodes closest to 
the BS heavily deplete their energy, creating a hole near the BS. So with the help of clustering 
hole problem can be reduced [17, 18, 19,79]. 

 Optimal Clustering in WSNs 3
The main idea behind optimal clustering (selecting the optimal number of clusters or Cluster Heads) is to 
determine a clustering of the network such that the entire energy required for collecting data from the 
whole network is minimized as compared to other possible clustering patterns [67]. 

3.1 Why Optimal Clustering in WSNs? 
If the clusters are not constructed in an optimal way, the total energy consumed by the sensor network 
per round is increased exponentially when the number of clusters created is greater especially when the 
number of the constructed clusters is less than the optimal number of clusters [30]. 

i. In sensing field, choosing more clusters while maintaining the same load per Cluster Heads 
(CHs), the communication distance from a sensor node to its own CH is reduced. Therefore, the 
overall energy consumption is also reduced. On the other hand, increasing the number of 
clusters means that the communication path between a sensor and the BS will include more CH 
to CH hops, which mean higher overall energy consumption. Therefore, finding the optimal 
number of clusters is a crucial point for the WSNs [57]. 

ii. In WSNs from the Physical (PHY) layer point of view, using a large number of clusters can 
reduce energy consumption because the communication distance between CHs can be reduced. 
From the Medium Access Control (MAC) layer point of view, using a lesser number of clusters 
can reduce energy consumption because it decreases the average possibility of being a cluster 
head for each sensor node and from Network Layer point of view, lesser clusters yield fewer 
hop counts to the data sink, and result in less energy consumption. So for a cross-layer trade-off 
design issue among the required communication power in the physical layer, the possibility of 
being CHs in the MAC layer and the number of hops in the relay path in the network layer. So 
we have to optimize the number of clusters in WSNs [53]. 

iii. Consider the possibility of processing data inside the cluster. After processing of the data, it will 
be transferred to CHs. Energy consumption decreases with increasing cluster sizes because data 
traffic decreases and data aggregation rate grows. However, for very large cluster, the 
performance is rather irrelevant, so optimal number of clusters should be selected [76]. 

With the help of above given statements, we can say that optimal clustering in WSNs plays a great role.   
It provides benefits like limited resources can be utilized more efficiently, overall energy efficiency is 
improved and sensor network lifetime is improved. 
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3.2 Parameters affecting an optimal number of clusters at different levels in WSNs 
The parameters affecting an optimal number of clusters in WSNs are divided into three levels: Radio 
model level, Network level and clustering level. Table 1 represents all the factors affecting the optimal 
number of clusters in WSNs. 

Table 1: Parameters Affecting Optimal number of clusters at different levels in WSN 

Level Parameters 

Radio Model Level 
 

Energy Models 
Sensing Model 
Shadowing and path loss Exponent 

 
 
 
 
 

Network Level 

 

Node Density 
Transmitter and Receiver Circuit 

 
Size of Sensing Fields 
Number of Base Stations 
Base Station Positioning 

 

 

 

Single and Multi-Hopping 

 

 

Clustering Level 
 

Distance Between Cluster heads and  
  

 
 
 
 
 
 
 
 
 
 

Position of Cluster Heads 
In-network Processing 
Data Correlation and Distortions 

 

The parameters affecting optimum number of clusters are described below: 

 Radio Model Level Parameters 3.2.1

i. Energy Model: Optimal number of clusters depends highly on the type of energy model used. 
Therefore, it is important to use the right energy model. In WSNs there are four energy model 
which are generally used [10, 23, 24, 25]. Most of the surveyed algorithms in this paper using 
energy model represented and explained by figure 5 [10]. 

 

Figure 5: Radio Energy Dissipation Model 

The energy consumption model can be simplified for a transmitter–receiver pair at distance d  apart as 
Follows )(),( pEdpEE RxTxc += . Where ),( dpETx  and )( pERx are the energy consumption of the 

transmitter and the receiver, respectively. )()( __ pEpEE elecrxelectxelec == =Energy dissipated to run the 

transmitter or the receiver circuitry to transmit or receive one bit of the data packet. 
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),(_ dpE amptxamp =ε is energy dissipation of the transmission amplifier to convey one bit of data packet 

to the receiver node at distance of d=1m away 

The energy consumption at the transmitter is divided into the transmit electronics and transmitter 
amplifier while the receiver energy consumption depends only on the receiver electronics. Then, the 
transmitter and receiver energy consumptions are: 

n
ampelecTx dppEdpE e+=),(  and ( ) elecRx pEpE =  

where =p Length of transmitted/ received message in bits, d=distance between transmitter and 

receiver node, n=path loss exponent.  

n=2 for free space model ( fsamp εε = , when 0dd <  ) and n=4 for Multipath Model   ( mpamp εε =  when 

0dd >  )                    4
0

2
0 dldl mpfs ×=× εε              

mp

fsd
ε
ε

=0
 

Table 2: This data is well taken from [51], optimal number of clusters with different energy models, for 100 
numbers of  sensor nodes(N) and side of sensing area M= 100, when the distance between the CH and the sink 

node is between 45–145m. 

 
  Energy Model 

optK  
2//7 mbitnJfs =ε  2//10 mbitpJfs =ε  

N=100, M=100 N=100, M=100 
Halgamuge et al.[51] 1-6 0-2 
Zhu  et al.[24] 1-12 0-4 
Mille  et al.[23] 2-13 0-5 
Heinz  et al.[31] 2-16 1-7 

The difference in the optimal number of clusters ( optK ) between these energy models is getting closer 

as the distance between the sink and the CHs increases, This is because, as this distance increases the 
energy dissipation for communication becomes more and more dominant in the cost function. 

ii. Sensing Model: It affects the optimal number of clusters because the distance between the 
cluster head and base station change with change of sensing model of the nodes. Basically there 
are two types of sensing models reported in literature.  The first model is deterministic,   and the 
second model is probabilistic (Boolean sensing model, shadow-fading sensing model and Elfes 
sensing model).  According to this model [26, 27], the probability that a sensor detects an event 
to a distance x  

Where R1 defines the starting of uncertainty in sensor detection and the parameters υψ and  are 
adjusted according to the physical properties of the sensor. Rmax is the maximum sensing range of the 
node 
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Figure 6: Probabilistic sensing model 

With the help of above given probability density function one can find the distance between the base 
station and cluster heads. Figure 6 represents the probabilistic sensing model. 

iii. Shadowing and Path Loss Exponent Model: The impact of the shadowing effect on optimal 
number of clusters is more significant for a larger value of the path loss exponent (n) than that 
for a smaller n. A larger n may amplify the shadowing effect on the optimal number of clusters 
[53, 62]. 
 Network Level Parameters 3.2.2

i. Node Density: Experimental results show that for lower densities (275-375 nodes/km2 
approximately) the optimal cluster size is large and for higher densities (400-500 nodes/km2 
approximately) the optimal cluster size is one-hop when sensing field size is fixed. This is due to 
total intra cluster communication overhead for low density nodes [57]. 

ii. Transmitter and Receiver Circuit Energy: The energy consumption of the transmitter circuitry electxE _  

has no impact on the optimal number of clusters. The energy consumption of the receiver 

electronics elecrxE _  can greatly change the optimal number of clusters. It   is a very important 

factor that can decide on whether or not it is worth performing clustering in the sensor network 
[62]. 

iii. Size of Sensing Field: The optimal number of clusters can be independent of the sensing field size 
under the following conditions [7, 62]: 

 elecrxE _  is small compared to electxE _  

 The wireless transmissions are governed by free space radio propagation model 
 The BS is not located outside of the sensing field.  

If the above requirements are satisfied, the optimal number of clusters will only depend on the number 
of sensor nodes across the network )(NfKopt = . If the sensing area is square-shaped or circular, the 

optimal number of clusters can be expressed as NKopt t=   where τ  is a constant with maximum 

value is one. Table V shows the impact of sensing field, base station position, path loss model on 
selecting the optimal number of clusters, which support the justification of the above statements. 

 
 

 

Event 
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iv. Number of base stations: Inter cluster communication increases when the number of base 
stations increases. For large network the energy consumption is nearly the same for single and 
two hop clusters. However, with three base stations and large networks, the optimal cluster size 
is 2 hops for reducing energy consumption in the network [57].  

v. Base Station Positioning: Optimal number of clusters will be larger when BS is located in the 
center of the sensing field. As BS moves away from the center of the sensing field area towards 
boundary to outside of sensing field, optimal number of clusters will be reduced. 

vi. Single and Multi-hopping: The impact of selecting the optimal cluster size on total energy 
consumption is more prominent in single-hop communication than in a multi-hop WSNs. This is 
because the energy function is proportional to the square of the distance over which data 
transmission is done and this distance for the single-hop communication is often longer than 
that for the multi-hop case. When the degree of data correlation is high, then the wider range of 
cluster sizes will occur. This is also the reason why the optimal number of clusters in multi-hop 
communication gets larger than that of single hop approach as data correlation degree increases 
[67]. Single-hop clustering performs best for a large spectrum of different size of sensing field, 
node densities and the number of base stations. For very high density networks (more than 
1000 nodes), multiple base stations (more than three) or very low density network (less than 
400 nodes) 2-hop clustering performs better [57]. 

vii. Free Space Fading Energy: Selecting a number of clusters does not play a key role for reasonable size 
sensor networks if free space fading energy is low. But for large-scale networks, finding the 
number of clusters is still important, even if free space fading is low [57].  

 Clustering Level Parameters 3.2.3

i. Distance between Base station and CHs: Selection of optimal number of clusters also depends 
upon the distance between CHs and BS. The distance between the cluster head and base station 
depends upon the size of sensing field and type of sensing models. 

ii. Position of the cluster head: The Optimal number of clusters will be large when BS is located in 
the center of the sensing field. As BS moves from the center of the sensing field area towards a 
boundary to outside of sensing field, optimal number of clusters will be reduced. The position of 
the CH is also important because of two reasons. First, it affects the load balance, and therefore 
energy consumption inside the cluster for data routing aggregation. Second, the overhead 
during routing of data inside the CHs with the head placement [57].  

iii. In Network Processing: Consider the possibility of processing data inside the cluster. After 
processing of the data, data will be transferred to CHs. Energy consumption decreases with 
increasing cluster sizes because of the fact that data traffic decreases and data aggregation rate 
grows. However, for very large clusters the performance is rather irrelevant; therefore 
preference should be given to 3-4 hop clusters since they have simultaneously low energy 
consumption and low data aggregation rate [57]. 

iv. Data correlation and distortion: Finding the optimal cluster size depends on the value of the 
correlation. A large cluster size is optimal for low correlation and a small cluster size performs 
optimally for high correlation, there exist intermediate cluster sizes that perform near optimally 
over a wide range of spatial correlations. This near-optimal cluster size depends only on base 
station position and total number of nodes in the sensing field [36, 67]. 
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 Algorithms for analytically estimating the optimal number of clusters in 4
WSNs: 

There have been several different criteria to initially classify the algorithms for finding optimal number 
of clusters in WSNs. Two of the most common classifications are the algorithms for homogenous sensor 
networks the algorithms for heterogeneous sensor networks. Both classifications are based on the 
characteristics and functionality of sensor nodes in the cluster. Figure 7 shows the taxonomy of various 
algorithms for an optimal number of clusters. Table 3 represents symbols and their meaning used in 
different algorithms surveyed. Table 4 represents comparative analysis of algorithms based on network 
type, analytical value of optimal number of clusters and base station positioning. Table 5 presents 
comparative analysis of algorithms based on sensing field, radio model, base station position and   
analytical value of optimal number of clusters particularly for [62, 81, and 82]. Table 6 presents timeline 
comparative analysis of algorithms based on cluster variability, node distribution, energy model and 
type of sensing fields and finally table 7 presents comparative analysis of algorithms based on their 
strengths, weaknesses and applications. 

4.1 Homogeneous sensor networks 
A homogeneous sensor network consists of identical sensor nodes. It means that the sensor nodes have 
the same energy and hardware complexity. For static clustering in a homogeneous network, it is shown 
that the cluster head (CH) nodes will be over-loaded when long range transmission is required to 
transmit data to remote base station. In a heterogeneous sensor network, the nodes are enabled with 
extra battery energy and extra hardware. Sensor nodes in a particular cluster, use multi-hopping to send 
data to the respective cluster head. The sensor nodes that are closest to the cluster head have the 
highest energy burden due to relaying. When the sensor nodes use single hopping to transfer data to 
the cluster head, the sensor nodes that are farthest from the cluster heads always spend more energy 
than the sensor nodes that are closer to the cluster heads. Non-uniform energy consumption in the 
network takes place. Thus, there are two desirable characteristics of a sensor network: minimum 
hardware cost, and uniform energy consumption. While heterogeneous networks achieve the minimum 
hardware cost, the homogeneous networks achieve uniform energy [70, 83]. Most of the known 
algorithms for finding optimal number of clusters for WSNs can be further distinguished into two main 
parts: probabilistic (random) and non probabilistic, depending on the cluster formation method and the 
parameters used for CH selection. Optimal Probabilistic algorithms are further divided into two parts 
based on node distribution: uniform and non-uniform. 
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Figure 7: Taxonomy for the optimal number of clusters in WSNs 

 Probabilistic and Uniform Node Distribution 4.1.1

The main aim of probabilistic algorithm is to reduce the energy consumption and prolong the networks 
lifetime. Some of the algorithms follow a random approach for CH selection, whereas other follows a 
hybrid probabilistic model for CH selection. 

Heinzelman et al. proposed [31], Low Energy Adaptive Clustering Hierarchy (LEACH) protocol, is the first 
and the oldest algorithm for the calculation of optimal number of clusters in WSNs. It uses the following 
techniques to achieve the design goals: randomized, self-configuring and adaptive cluster formation, 
local control for data transfers and low-energy media access control and application-specific data 
processing. LEACH protocol has many rounds, and each round has two phases, a setup phase and 
steady-state phase. In the setup phase; it provides cluster formation in an adaptive manner, and in the 
steady-state phase transfer of data take place. LEACH uses a TDMA/CDMA MAC to reduce inter-cluster 
and intra-cluster collisions. Cluster formation is based on many properties such as the number and type 
of sensors, communication range and geographical location [80]. Depedri et al. [32] proposed 
decentralized algorithms for cluster formation in which sensor node only knows about its own position 
and position of final receiver and not the position of all sensor nodes. It operates in following phases: 
Cluster head selection algorithm, Cluster formation and data transmission with multiple accesses. Each 
sensor node chooses its cluster head by evaluating the energy dissipated in the path between final 
receiver and itself. It provides better energy efficiency than LEACH. In this, each sensor can determine its 
own optimum number of clusters. This value depends on the total number of sensors in the network 
(N), path-loss exponent (n), the dimension of sensing field. It does not depend on the distance between 
the cluster head, and the base station like instead was in original LEACH [31].  

Chen et al. [39] have determined two aspects of the problem: first for given the number of clusters, how 
does one choose the CHs to cover up the sensor network more efficiently? Second, how does one assess 
the number of clusters needed to utilize data correlation of sensors for a general sensor network?  
Comeau et. al. [38] have proposed multi-level clustered network based on single-hop communication. 
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Authors have analytically determined the optimal number of clusters at each level. Kim et. al. [37] has 
estimated the optimal number of clusters among random distributed sensors in a bounded sensing field. 
In this algorithm, optimal number of CHs depends on the distance between the base station and sensor 
node. Vlajic et al. [40] have proposed that in under some specific condition clustered WSNs provide an 
advantage over non clustered WSNs. This algorithm considerably more efficient in terms of energy 
conservation than clustering algorithms previously proposed in the literature.  

Wang et al. [43] proposed clustering algorithm, which provides fixed optimum number of clusters in 
each round during the whole lifetime of the network. In LEACH protocol, optimum number of clusters in 
each round depends on the total number of nodes in the network, but theoretically, the total number of 
sensor nodes decreased and the optimal number of clusters should be updated too with the lifetime of 
the network. So authors have suggested that the dynamic optimum number of cluster base on the real 
time of sensor nodes in the whole network, and it brings practical optimized effect in WSNs. Yang et al. 
[42], reduced the energy consumption of the network and tried to avoid the severe synchronization 
needs of Time Division Multiple Access. This algorithm is first accessible for small networks, under the 
hypothesis of identical expected distance of all CHs from the BS. Then it is extended for large networks 
to consider the case when the distances of various sections of the network from the BS may be 
different.  This new architecture is easily implementable, scalable, and reduces the hardware complexity 
of the sensor nodes.  

Chan et al. [48] proposed a Fixed Optimal Cluster (FOC) numbers that is to examine the entire network. 
There are two different types of the optimal cluster numbers depending on the position of the base 
station. One is that the base station is set up far farther away from the sensing field, and another is that 
the base station is set up at the center of the sensing field Results show that network lifetime enhanced 
very well. Shunjie et al. [52] proposed new model for finding the optimal number of CHs which is based 
on the LEACH energy dissipation model. Optimal number of clusters depends upon the number of 
frames in steady-state phase and the distance between CHs and the BS.  

Yang et al. [61] have proposed a more reasonable energy consumption model called Optimal Energy 
Consumption Model (OECM) in a homogeneous network. It shows that the optimal number of cluster 
heads not only depend on node density, but also on the size of sensing field, circuit energy dissipation, 
packet length. Navid et al [62], analytically provides the optimal number of clusters that minimizes the 
total energy expenses in the networks, where all sensor nodes communicate data through their elected 
CHs to the BS in a distributed fashion. The results show that: 1 Under certain condition, the optimal 
number of clusters can be independent of the size of sensing field 2: The energy consumption of the 
transmitter circuitry has no impact on the optimal number of clusters, and 3: The energy consumption 
of the receiver electronics can substantially change the optimal number of clusters and more 
importantly; it can decide on whether or not is it worth performing clustering. Li et al. [55], have 
proposed, an uneven virtual grid-based clustering routing protocol.  It works in concentric circular forms 
through the base station-assisted positioning. It's providing better energy efficiency and balanced 
network load.  

Xia et al. in [41], proposed Local Negotiated Clustering Algorithm (LNCA) that tries to minimize the 
overall energy cost of the network by using the similarity of nodes. Experimental results of the algorithm 
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indicate that 2- hop LNCA outperforms existing LEACH [31] algorithms in terms of energy consumption. 
Optimal number of clusters depends on the sensing field area, node density in the network the length of 
data, the rate at which data is generated at each node and the length of time for inter cluster 
communication. Halgamuge et al. in [51] have developed an energy model and used this model to assess 
energy expenditure and node lifetime for a sensor network with fixed configuration. The authors also 
have two observations 1: The optimal number of clusters increases with the increase of free space 
fading energy 2: The number of clusters does not play a significant role for realistic size sensor networks 
if the free space fading energy is low. For large networks, cluster optimization is still important, even if 
free space fading energy is low. Li et al. [58] presented an analytical model for finding the optimal 
number of clusters, for minimizing the communication costs in a clustered sensor network. In this, 
sensor nodes are placed in the sensing field in a random and distributed manner according to a 
homogeneous poisson point process.  

Tandon in [64], focused on the analysis of extravagant energy consumption within a uniform CH election 
model and suggested a model to reduce the overall consumption of energy usage amongst the CHs in 
the WSNs. The optimal number of clusters depends on the distance from the BS. Chen et al.[63] 
proposed CH optimization based on energy. In this, the authors considered a threshold value and the 
residual energy of nodes, to optimize the selection of a cluster head. Results show this algorithm can 
prolong the network lifetime efficiently compared with LEACH protocol. The algorithms based on 
uniform node distribution have following problems: 

 Cluster head selection is uncontrolled. 
 Uniform sensor node distribution. 
 Cannot be applied to all the practical cases. 

 Probabilistic and Non-uniform Node Distribution 4.1.2

Tripathi et al. [66] introduced clustering of non-uniform random distributed nodes, and calculated the 
optimal number of clusters in WSN. Results show that there is balanced energy expenditure in this non-
uniform clustering. Dabirmoghaddam et al. [67], that the general problem of optimal clustering is NP-
hard. They try to optimize the algorithm and produce the best possible clustering of the network in 
terms of energy consumption.  It is found that with non-uniform clustering in heterogeneous WSNs, 
clusters are more energy-efficient in WSNs with spatial data correlation. 

 Non-probabilistic Algorithms 4.1.3

In this type of clustering algorithms, selection of cluster heads and cluster formation is based on 
deterministic criteria such as connectivity, degree and information received from the other closely 
located group. 

Pattem et al. 36] found the optimal number of clusters, which depend upon the distance from the 
cluster head to the BS and the degree of correlation. As we know that the small cluster sizes and large 
cluster sizes perform well at low and high correlations respectively. Nevertheless, it appears that an 
intermediary cluster size performs correctly across the range of correlation values that is called “near-
optimal” static cluster size. The value of near optimal cluster size depends only on BS position and the 
number of nodes. Chen et al. [49] worked on a multi-cluster sensor network, which is used for source 
extraction in a sensing field. Performance of source extraction and the complete energy consumption in 
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the sensor network depends upon the number of clusters. Performance of source extraction and the 
entire energy consumption in the sensor network can be affected by different factors: unreliable 
wireless links, sensor failure, etc.  

Raghuvanshi et al. [50] have used an objective function based method to divide a data set into a set of 
clusters. In comparison to standard clustering, fuzzy clustering offer to assign a data point to more than 
one cluster, so that overlapping clusters can be handled confidently. In this paper Gustafson- Kessel (GK) 
algorithm is used for partitioning the sensor nodes into clusters and optimal number of clusters are 
determined using Xie-Beni validation index. This algorithm uses fuzzy clustering for partitioning the data 
into a pre-defined number of clusters with fuzzy boundaries. G-K clustering algorithms can find clusters 
of approximately equal areas, thus load balancing is good. In a G-K clustering, number of clusters is a 
range of numbers rather than a unique number. G-K clustering provides more coverage range 
comparisons to LEACH clustering algorithm. Selvakennedy et al. [46] tried to find the appropriate 
number of clusters with well-balanced memberships.  The proposed algorithm is speedy with very 
partial overhead.  Due to the robustness of any biologically-inspired algorithm, this protocol could 
handle unexpected circumstances in the environment and node failures. 

 Wang et al. [53] proposed the main challenges in deploying a high dense cluster based sensor network. 
In this paper, the authors have considered a basic Observational Area (OA) in WSNs and determined 
optimal numbers of clusters in basic OAs from the cross layer approach. The authors find a number of 
clusters from different layer aspects, and they have shown and concluded that from the physical layer 
point of view if there are more clusters results in more energy savings.  From MAC layer and network 
layer point of view, fewer cluster results in more energy savings. Hence, authors have considered and 
developed a cross layer optimized model for physical, MAC, and Network Layer (PHY/MAC/NET). They 
have shown that optimizing the number of clusters in a sensor network becomes a cross layer tradeoff 
design issue among the required transmission power in the physical layer, cluster representative in the 
MAC and hop count in the network layer.  

Wang et al. [56] proposed fuzzy based clustering, as we know that Fuzzy c-Means (FCM) and its 
derivatives suffer from two problems: local minima and cluster validity—which have a straight impact on 
the formation of the final clustering. The problem of local minima can be short out by optimization and 
center initialization strategies. This paper proposes a center initialization approach based on a minimum 
spanning tree to keep FCM from local minima. Raghuvansi et al. [60], describes a method for finding a 
fuzzy membership matrix that provides cluster membership values for all the objects based on the 
proximity matrix. Membership matrix related with fuzzy is found by first finding a set of vectors that 
approximately have the same inter-vector euclidean distances as the proximate that are provided. A 
dimension of these vectors can be very low (less or equal to 5). FCM algorithm is used for the optimal 
number of cluster calculation in WSNs. The authors found that this method to be very effective and no 
more computationally expensive than other relational data clustering methods. The FCM algorithm is 
more energy efficient compared to a G-K clustering algorithm. There are several validity measures 
proposed in the literature, given the optimal number of clusters following seven measures are 
considered. 1: Partition Coefficient (PC) (L), 2: Xie and Beni’s Index (XB) (L), 3: Classification Entropy (CE) 
(M), 4: Partition Index (SC) (L), 5: Separation Index (S) (L), 6: Dunn’s Index (DI) (M), 7: Alternative Dunn 
Index (ADI) (L). 
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4.2 Heterogeneous sensor networks  
There are three common types of hardware heterogeneities in WSNs: Computational heterogeneity in 
which the heterogeneous node has a more powerful microprocessor, and more memory, than the 
normal node. Link heterogeneity: In which some nodes have long-distance highly reliable 
communication links (IEEE 802.11 connectivity) than a normal node. Energy heterogeneity where nodes 
have unlimited energy resources or battery is replaceable. The most important heterogeneity is the 
energy heterogeneity because both computational heterogeneity and link heterogeneity will consume 
more energy resources. Heterogeneity provides improvement in terms of response time, reliability and 
lifetime [68, 69]. If there is no energy heterogeneity, computational and link heterogeneity will impact 
the whole sensor network negatively, resulting decrement of the network lifetime [28, 30, 47]. 

Mhatre et al. [34] determined expressions for the required number of CH along with type of 
communication like single hopping, multi-hopping and hybrid modes. Authors have two types of sensor 
nodes, which are less robust due to heterogeneity of the nodes. If any cluster head (CH) nodes fail, the 
system no longer will function. In LEACH protocol, the system is more robust because every node is 
competent of acting as a CH, and hence the subside of a few nodes does not seriously affect the working 
of the whole system. Smaragdakis et al. [35] proposed, a heterogeneous-aware protocol; it had 
applications where the feedback from the sensor network must be reliable.  

Kumar et al. [47] have introduced hierarchically clustered network in which sensor nodes have energy 
heterogeneity, means some of the nodes equipped with additional energy. Kumar et al. [54] have 
developed an energy-efficient cluster head election (EECHE) protocol for heterogeneous WSN with three 
types of sensor nodes. Some of the sensor nodes are equipped with the extra energy resources than the 
other nodes. Results show that EECHE can enhance the lifetime and stability of the system and provide 
better results than LEACH protocol. Tuah et al. in [65] proposed heterogeneous sensor networks and 
investigated the optimal number of clusters, which can minimize the energy consumption per round. In 
this two type of radio energy models are used, in which intra cluster communication using free space 
model and inter cluster communication using multipath model respectively. 

It is seen that the performance of clustered WSNs is not always better than the performance of non-
clustered WSNs under certain condition. The ability of clustered WSNs to outperform their non-
clustered counterparts depends on number of nodes, the total number of cluster heads, and average 
factor of in-cluster data reduction [10]. 
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Table 3: Symbols and their meaning used in different algorithms surveyed 

Symbol Abbreviation Symbol Abbreviation 
optK  Optimal number of  clusters or CHs N Number of sensor nodes 

M Side of the Square toBSd  Distance between the cluster head and base 
station 

elecrx

electxelec

E

EE

_

_

=

=  Energy dissipated to run the transmitter or 
the receiver circuitry to transmit or receive 
one bit of the data packet 

DAE  Data Aggregation Energy 

fsε  It is energy dissipation of the transmission 
amplifier to convey one bit of data packet to 
the receiver node with a distance of d=1m 
away, for n=2 (Free Space) 

mpε =Eamp It is energy dissipation of the transmission 
amplifier to convey one bit of data packet to 
the receiver node with a distance of d=1m 
away, for n=4(Multipath) 

d Distance between transmitter and receiver toCHd  Distance between sensor nodes and cluster 
head 

m Data compression rate B Distance from the centre of sensing area to 
the outside location of the base station. 

inth 

ringi th
 netA  Area of circular field 

netR  Radius of circular fields iλ  Variable density parameter 

j  No. of annular bands of same radial width  iN  No. of nodes in an annular band of 

ii A×λ  

L Signal frame with L-samples 







 4

toCHdE  
Expected Value of distance between cluster 
heads and base station 

λ  Intensity  of homogeneous spatial Poisson 
process 
 

111 kdl µ+  
Energy Spent in transmitting a packet from 
cluster head to Base Station 

iα  Hardware cost of the node β  Used to model node battery 

T Data gathering cycle µ  Propagation Loss Term 

n Propagation loss exponent r  Radio range of node 
c 

Average of ic  ic  Degree of correlation between a sensor and 
its neighborhood sensors 

f  Number of data frames 1l  Bit length  of control information 

2l  Bit length of data information T The time to transmit one byte 
on the network 

erTint  time devoted for inter cluster 
communication  

erkint  

T
T erint  

tbroadd cos  Distance between the CH and the farthest 
point of observed area 

co Spatial Correlation 

D No. of hop between CHs and BS ρ  Energy Multiplication factor of  the super 
advanced node 

γ  Data Fusion Rate α  Energy Multiplication factor of  the 
advanced node 

0m  
Percentage of Advanced Node 

1m  Percentage of  super Advanced Node 

η  Required received power 
oL  

Path loss at distance ko 

eP  
Receiver electronics energy dOA Minimal distance that results 

in uncorrelated information 
R Radius of circular Field k Propagation loss constant for 
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Table 4: Comparative Analysis of algorithms based on network type, Analytical value of optimal number of 
clusters and Base Station Position (network topology) 

Paper 
Ref. 

Network Type 
The analytical value of optK  

Base Station Position 

[31] Homogenous 

toBSmp

fs
opt

d
MNK 2

2
1

2 
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
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p
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n
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n

opt
d

MNK
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765.0
2

2
×=

π
NKoπt

 Center of Sensing Field 
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oopt DcK 2=  

Moving 
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2
1

4

25855.0
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N
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2
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−
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c
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 Center of Sensing Field 
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36
1 −++= PPKopt

 

3
1

2 )8136541( NNNP +××++=  

Center of Sensing Field 
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2
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2
int
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[43] Homogenous 
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d
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2
1
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
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
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
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]2)2(6
1
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2
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fs
opt

ErE
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M

P

−+

×=

el

e

 
Center of Sensing Field 

communication between the cluster head 
K1 Propagation loss constant for 

communication between the cluster heads 
and Base Station 

Z Number of hops between node and Base 
station 

no Type “0” Nodes od  Discrete time 

KAµ  
Amount of Energy Spent in the RF Amplifier 
to counter propogation Loss 

δ  Distance between two rings 

dtoCh1 Average Distance between two CHs N1 Number of nodes in first ring 
EtranCH Energy Dissipation due to operating mode at 

the CH per Round 
EloggCH Energy consumed for logging sensor reading 

at the CH per round 
ESensCH Total Energy dissipation for sensing activity 

at the CH per round 
L Position of BS from the centre of sensing 

field 
Ec Energy Consumed in computation of Data   

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 91 
 



Vinay Kumar, Sanjay B. Dhok, Rajeev Tripathi and Sudarshan Tiwari; A Review Study on Analytical Estimation of 
Optimal Number of Clusters in Wireless Sensor Networks, Transactions on Networks and Communications,           
Volume 2 No 5, Oct (2014); pp: 75-103 
 

[47] Heterogeneous 

toBSmp

fs
opt

d
MNK 2

2
1

2 









×=
ε

ε

p
 

 

Center of Sensing Field 
 
 
 
 
 
 
 
 

[48] Homogeneous NKopt =  Center of Sensing Field 

22

2

6
6

BM
MNK

mp

fs
opt

+
××=

ε
ε

6

2MB
mp

fs −≥
ε
ε  When 

mp

fs
toBSd

ε
ε

≥
 

For multipath fading 
model 

 

26
toBSmp

fs
opt

d
MN

K ×=
ε
ε

 
mp

fs
toBSd

ε
ε

≤ For free 

Space Model fading 
model 

[49] Heterogeneous 

{ }
2
1

4

22

])72(8)28[(2

4













+++−

+
=

c
o

toCH
o

mpelec
o

c
oo

fs
opt

EdldEdEdl

ENdlNMd
K

ep

pe  
Above the center of field 

[50] Homogeneous Numerical results is given 
 

Center of Sensing Field 

[51] Homogeneous 
 

αD
E

d
MNK fs

toBS

s
opt ××= 26

   

)( log gCHtranCHsensCHamp EEEED +++=a  

Out-side of field 

[52] Homogeneous 
 

2
1

21
4

2
4

1

2
21

])2()([2

)(

















+−+

+
=

electoBSmp

fs
opt

Efllfdldl

MNfll
K

ep

e
 Center of Sensing Field 

 
 
 
 
 
 

 
 
 
 

[53] 

 
 
 
 

Homogeneous 














=

>























 −

=

21

2
2

1
2

2

nfor

nfor
P

n

K

n

eopt

ξ

 

 
n

o

OA
o k

d
L 









 ×
=

5
ηξ

 

Center of Sensing Field 
(Physical and MAC) 










=

>







=

21

2
2

2

nfor

nfor
p
z

K
n

eopt

( )
10

1
101

2

σ

ξ
Θ−

××













 −=

Qnz  
Center of Sensing Field 

 
(Shadowing effects) 

[54] Heterogeneous 

toBSmp

fs
opt

d
MNK 2

2
1

2 









×=
ε
ε

p
 

Center of Sensing Field 

[55] Homogeneous 

][2 2
1

1

toCH
opt

dE

NK d
×=  Center of Sensing Field 

[56] Homogeneous 
 

Referred [56] N/A 

[57] Homogeneous 
 

based on Experimentally Analysis N/A 

[58] Homogeneous 
 2

1

2

2

)32(

3













−
=

elecfs

fs
opt

EM

N
K

epl

e  
The BS is located 

in one vertex of an square 
area 

[60] Homogeneous 
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Table 5: This table is well taken from [62] for comparative Analysis of Algorithm based on sensing field, radio 
model, base station position and   Analytical value of optimal number of clusters 

Reference [62] 
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Table 6: Time-line comparative analysis of algorithms based on cluster variability, year of publication, node 
distribution, energy model and type of sensing fields 

Reference Year of 
Publication 

Cluster 
Variability 

Node Distribution Energy Model Used Sensing Fields 

[31] 2002 Fixed Uniform and random  [31] Square 
[32] 2003 Adaptive Uniform and random  [63] Square 
[34] 2003 Adaptive Uniform and random  [31] Circular 
[35] 2004 Adaptive Uniform and random  [31] Square 
[36] 2004 Fixed Uniform and random  N/A Square 
[37] 2005 Fixed Uniform and random  [31] Square 
[38] 2006 Adaptive Spatial Poisson  [31] Square 
[39] 2006 Adaptive Uniform and random [31] N/A 
[40] 2006 Adaptive Linearly placed nodes N/A N/A 
[41] 2007 Adaptive Uniform and random N/A Square 
[42] 2007 Fixed Uniform and random [31] Square 
[43] 2007 Adaptive Uniform and random [31] Square 
[46] 

 
2007 Adaptive 

 
Spatial Poisson  N/A  Circular 

[47] 2008 Adaptive Uniform and random [31] Square 
[48] 2008 Fixed Uniform and random [31] Square 
[49] 2009 Adaptive Uniform and random [31] Square 
[50] 2009 Adaptive Uniform and random N/A Square 
[51] 2009 Adaptive Uniform and random [51] Square 
[52] 2009 Adaptive Uniform and random [31] Square 
[53] 2009 Adaptive Uniform 

Distribution[75] 
[31] &[71] Square 

[54] 2009 Adaptive Uniform and random [31] Square 
[55] 2009 Adaptive Uniform and random [31] Concentric Ring 
[56] 2009  Adaptive  ……… N/A N/A 
[57] 2010 Adaptive Uniform and random No Specific Energy 

Model 
Square 

[58] 2010 Adaptive Spatial Poisson  [58] Square 
[60] 2010 Adaptive Uniform and random N/A Square 
[61] 2010 Adaptive Spatial Poisson  [35] Square 
[62] 2011 Adaptive Uniform and random [31] Circular and 

square 
[63] 2011 Adaptive Spatial Poisson [74] Square 
[64] 2012 Adaptive Uniform and random [31] Circular 
[65] 2012 Adaptive Uniform and random [31] Square 
[66] 2013 Adaptive Spatial Poisson [31] Circular 
[67] 2014 Adaptive and 

static 
Uniform and random [31] Circular 
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Table 7: Comparative Analysis of algorithms based on their strengths, weaknesses and applications 

Refer. Strengths Weaknesses Applications 
[31] It reduces data collisions. 

It is more robust. 
The random mechanism of 
cluster head selection has many 
advantages such as easy 
realization, easy operation, and 
better scalability. 

The Energy model used is too ideal to 
some extent, especially when the scale 
of sensing field is large. 
Overhead generated is very high. 
 

This algorithm provides the high 
performance needed under the tight 
constraints of the wireless channel. 

[32] This algorithm outperform 
LEACH-A in a large class of 
situations and applications and 
especially when the final 
receiver is closer to the sensors 
and the deterministic 
attenuation due to the path-loss 
has a value of no larger than 2.5. 

Aggregation of data is not used in this 
algorithm 

It can used for the monitoring of a big car-
park in which sensors, distributed in the 
area, interact to communicate with an 
external receiver (mounted over a car) the 
best way to reach the closest free place. 

[34] It's required less hardware and 
software complexity 

Less robust  It is applicable to  the overall design 
problem through a data aggregation 
model 

[35] SEP yields longer stability region 
for higher values of extra energy 
brought by more powerful 
nodes. 

Due to practical/cost constraints, it is not 
always possible to satisfy the constraints 
for optimal distribution between 
different types of nodes. 

One of the applications could be the re-
energization of sensor networks.  
There are also applications where the 
spatial density of sensors is a constraint. 

[36] It reduces the overhead 
generated 

This algorithm  has ignored lossy 
compression  

This algorithm concentrates on 
applications which involve continuous data 
gathering for large scale and distributed 
physical phenomena using a dense WSNs. 

[37] Its minimizing the energy 
consumption of the system 

This method cannot be applied in real 
time based model 

This can be applied to the fact that the 
optimal number of clusters-heads 
determines as the different density of 
sensors in a bounded area 

[38] Energy consumption of the 
network decreases as the 
number of levels is increased 

Increased overhead and delay relative to 
single level clustering 

It  is expected to be most suited for delay 
insensitive applications where data 
aggregation is required 

[39] It provides the efficient 
utilization of data correlation. 
 

Type of Routing used, allows for 
maximum possible aggregation at each 
hop, which may not always be practically 
possible to implement. 
 

It is applicable for the place where  energy 
consumption required with respect to data 
correlation of the nodes 

[40] Provides Energy conservation in 
the networks 

It is focusing on the optimal cluster size, 
is based on the assumption that each 
issue cluster area spans over one, or 
more, square shaped clusters, which 
may not always be true in real world 
WSN environments.  
 

We can take a decision whether clustering 
will be useful or not. 
 
 
 
 
 
 
 
 
 
 
 

[41] Intra-cluster communication can 
be completely avoided by this 
algorithm which is not true in 
the case of LEACH protocol. 

It does not include the development of 
cost-effective and rapid re-clustering 
mechanisms according to the 
environmental changes. 

It  is highly effective in minimizing in-
network data-reporting traffic and, 
accordingly, in reducing the energy usage 
of individual sensor nodes 

[42] It reduces the overhead of the 
system 

Complexity of the algorithms is high It can be used for dynamic network 
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[43] Network lifetime is enhanced System complexity is increased It is more acceptable for monitoring and 
measuring larger scale of water 
environment than before [44-45]. 
 
 

[46] 
 

This clustering protocol exhibits 
fault-tolerance in the case of 
node failures compared 
deterministic clustering 
approaches in the literature.  
 
 

Identification of the optimal number of 
ants is a little bit tough process. 

Due to the robustness of any biologically-
inspired algorithm, this protocol could 
handle unexpected circumstances in the 
environment and node failures. 
This approach may also be useful in 
applications that require an in-network 
actuation, to assist in the sensor–actuator 
coordination. 

[47] It has extended the lifetime of 
the network by 10% as 
compared with LEACH in the 
presence of the same setting of 
powerful nodes in a network 

This algorithm is  valid only when intra-
cluster communication phase is long 
enough 

This algorithm can be used for monitoring 
the application 

[48] Its reduces data collisions 
It is more robust 

Overhead generated is very high It provides best performance needed 
under the rigid constraints of the wireless 
channel. 

[49] Performance is greatly 
improved by adopting a multi-
cluster structure 

The multi-hop setup was not explored in 
this algorithm. 

This paper studies a multi-cluster sensor 
network, which is applied for source 
extraction in a sensing field 

[51] It has a new, realistic and 
comprehensive energy model 
for wireless sensor networks 

……………………………………. 
 

With the help this algorithm we can take 
decision whether we should do optimal 
clustering or not the basis of free space 
fading energy 

[52] It has better performance than 
LEACH 

This algorithm is not applicable to the 
real time scenario. 
It is not applicable for asymmetrical 
channel 
 

It is applicable for dynamic topology 

[53] This algorithm provides an 
optimal cluster number that can 
still effectively function, 
regardless of the different 
densities of sensors 

The complexity of this algorithm is high The proposed cross-layer analytical model 
can facilitate the design of the optimal 
number of clusters for a sensor network in 
different radio environments 

[54] It has better performance than 
LEACH  
 

Overhead generated is very high 
Fault tolerance is also a major issue  

This algorithm can equally apply to small 
sized wireless networks. 

[55] Network lifetime increase. It's not providing good connectivity and 
coverage 

This algorithm has application where we 
location based application 

[56] It  is better than or comparable 
with CCIA and Kd-tree [72,73] in 
terms of pattern recognition 
rate. 

This algorithm is computationally 
expensive in some cases 

It can apply even though the structure of 
the dataset is complex 

[57] It shows that 1-hop clustering 
performs best for a large 
spectrum of different network 
sizes, node densities and the 
number of base stations. 

………….. It can be used for real transmission 

[58] Les overhead Algorithms only considered error free 
communication and do not account for 
the channel contention 

It is applicable for determining the optimal 
number of clusters based on other MAC 
and routing algorithms. 
 

[60] More Stable region. ………………….. It can be used for approximation problems 
and recognition of geometrical shapes in 
image processing 

[61] Provide Scalable Network This algorithm does not use a real 
scenario energy model  

Applicable for different network 
environment and parameters 
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[62] Enhanced Network Lifetime Energy wastage due to variability of the 
number of clusters 
 

This is applicable for providing  the 
analytical model for all types of sensing 
fields and the position of the base station 
in the scenario 
 

[63] This algorithm can prolong the 
network lifetime efficiently 
compared with LEACH protocol 

It cannot ensure uniform distributed of 
cluster heads in the network for it does 
not consider the location of nodes. 

It is useful for homogeneous type of 
applications 

[64] It provide on an average a 28 % 
reduction in total energy usage 
over other existing algorithm  

It can not apply for location aware 
applications 

This scheme would be very suitable in 
applications where either the required 
accuracy in data is low or the data has very 
high redundancy 

[65] Its provide the perfect selection 
of optimal number of clusters 

This algorithm has less fault tolerance  
 

The application of this technique in WSNs 
is possible due to the redundancy in 
sensor readings and the large number of 
nodes deployed 

[66] Energy Efficient Complexity of the system increases It can be applied to practical scenario like a 
battlefield where we are placing  nodes in 
an uncontrolled manner 

[67] High Network lifetime 
 

………………………… It is applicable for non-uniform distributed 
nodes in WSNs 

 Open Issues and Challenges 5
The open issues and challenges in WSNs, which can serve as research topics for future work are 
summarized below  

 Finding optimal number of clusters with moving nodes that provides good coverage and energy-
efficient system. 

 Finding optimal number of clusters for non-uniform node distribution (Gaussian distribution) in 
application for remote places, where sensor nodes are dropped by helicopter. 

 How to select optimal number of clusters without knowing the location of the nodes?  
 Optimal number of clusters using a cross layer approach along with random traffic and data 

aggregation model. 
 Finding optimal number of clusters using more practical energy model other than an existing 

one [31] 
 Calculating optimal number of CHs by using probabilistic sensing model of the nodes (Elfes 

Sensing model) 

 Conclusion 6
WSNs are an emerging technology that has been attracting large pool of researchers in recent years. 
Optimal number of clusters plays a crucial role in the performance of WSNs, in terms of system 
scalability, energy efficiency, collision reduction, network lifetime, latency, and efficient routing 
backbone in the network. We have surveyed the state-of-art of different algorithms for finding the 
optimal number of clusters that have been analytically reported in the literature of WSNs, and have 
presented the methodologies utilized by different authors to calculate the optimal number of clusters in 
WSNs from an energy-efficiency point of view with the help of taxonomy. This paper discusses the 
fundamental concepts of clustering, need of clustering, optimal clustering and need of optimal 
clustering in WSNs. We have compared the optimal clustering algorithms based on cluster variability, 
heterogeneity, analytical formula for optimal number of clusters, type of energy model used, type of 
node distribution, type of sensing field, the position of the base station, strengths, weaknesses and 
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applications of each and every algorithm for calculating an optimal number of clusters. We have  also 
discussed the impact of different levels at which WSNs is modeled viz. Radio Energy Model Level, 
Network Model Level and Clustering Level for selecting optimal number of clusters along with open 
issues and challenges in WSNs. 
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