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ABSTRACT 

Classification in intrusion detection data set becomes complex due to its high 
dimensionality. To reduce the complexity, significant attributes for classification called as 
features in the data set needs to be identified.  Numbers of methods are available in the 
literature for feature selection. In this paper, a new algorithm based on closeness of points to 
its center is proposed.   It is tested with NSL-KDD data set. The algorithm shows better result. 

 

1. INTRODUCTION 

Internet provides a lot of services to human being at the same times unauthorized persons 
can try to access it. It questions the security of the internet. Although many static defense 
mechanisms are available such as firewalls even the better dynamic security system is 
needed[1]. The intrusion detection is played a major role. Intrusion detection is based on the 
principle that intruder features are different from the normal features [2]. It can be divided into 
two general types known as anomaly detection and misuse detection [3]. Anomaly detection 
detects threats by judging whether the activity deviate significantly from the known normal 
behavior. Misuse detection detects threats based on whether the signature of the behavior 
matching a known threat 

pattern or not[4]. In the network based intrusion detection system, a huge amount of data 
is collected. The data are summarized as connection records. It has number of attributes to 
describe the record. Therefore the data set is high dimension and volumes of records also 
large.If the data set directly is used by any machine learning algorithm, it becomes difficult to 
get expected results since it contains many redundant records.  
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2. RELATED WORK 

In the network data set there are features can directly collected from the packets. Such 
features are referred as basic features example number of bytes, flag , service types etc., . some 
of the features are created by combing basic features. They are called derived features. The 
goal of using Derived Features is to find similarities that exist between different TCP 
connections in the 

Network [5]. In order to compute those features, two types of sliding window intervals are 
used. Time Based Features: are all the derived features computed with respect to the past x 
seconds, where x is the size of the time window interval [ 6,7,8,9]. Connection Based Features: 
are all the derived features computed with respect to the past k TCP connections that were 
encountered in the network. In [10] authors proposed a feature selection algorithm based on 
gain ration and correlation. The C4.5 tree uses gain ratio to determine the break and to select 
the important features. Genetic algorithm is applied as search method with correlation as 
fitting function.  

Li et al. [11] utilized Kmeans clustering to assign the data of each class to k clusters, and 
then used the new dataset consisting of only the centers of clusters to train SVM, in which k is 
the upper bound of the number of support vectors in each class. In [12] authors proposed a 
hybrid based algorithm for future selection which is based on information gain and genetic 
algorithm. In the proposed algorithm features are selected based on how many values or points 
closer to its centers. After computing this values, features are selected. 

3. PROPOSED ALGORITHM 

In this algorithm center of each feature for anomaly class and normal class are computed. 
Number of values of anomaly closer to anomaly center and similarly number values of normal 
closer to normal center are computed. Now for each feature number of points closer to its 
center is known. These values are used to form feature set. The following algorithm compute 
number of points closer to it center for each feature. 

Algorithm closer_points(x,ano) 

Let x be the given data set and ano is the number of anomaly records  
Let s1 and s2 be the number of records and number of columns of x 
fp←0;fn←0;tp←0tn←0; 
for j=1:s2 
    aavg(j)←mean(x(1:ano,j)); 
    navg(j)←mean(x(ano+1:s1,j)); 
end 
for j=1:s2 
    adavg←0; 
    ndavg←0; 
    for i=1:s1     
         adavg←abs(aavg(j)-x(i,j)); 
         ndavg←abs(navg(j)-x(i,j));         
      if i<=ano 
        if (adavg<ndavg) 
             tp←tp+1; 
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        else 
            fn←fn+1; 
        end 
      elseif (i>ano) 
        if(ndavg<adavg) 
            tn←tn+1; 
        else 
            fp←fp+1; 
        end 
      end 
    end 
   end 

4. EXPERIMENT RESULTS 

In order to remove the influence of dimensions, the data set is standardized [13].  The data 
set is standardized by subtracting a measure of central location i.e. mean and divided by some 
measure of spread such as standard deviation. The algorithm closer point is executed with 1000 
training data set from NSL-KDD[14] . The results are given below in the table 1.  

Table 1. Number of features values closer to its center 

Feature 
no. 

Number of normal 
values closer to 

anomaly center  (Fp) 

Number of anomaly 
values closer to 

normal center (fn) 

Number of anomaly 
values closer to 

anomaly center (tp) 

Number of normal 
values closer to 

normal center (tn) 
f3 126 131 219 524 
f4 40 63 287 610 
f5 11 344 6 639 
f6 470 7 343 180 
f23 63 116 234 587 
f24 524 26 324 126 
f25 19 140 210 631 
f26 15 140 210 635 
f27 28 270 80 622 
f28 26 271 79 624 
f29 38 83 267 612 
f30 43 247 103 607 
f31 491 23 327 159 
f32 303 50 300 347 
f33 161 22 328 489 
f34 131 48 302 519 
f35 57 299 51 593 
f36 125 274 76 525 
f37 132 316 34 518 
f38 10 140 210 640 
f39 4 141 209 646 
f40 36 265 85 614 
f41 34 271 79 616 
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From the table features f3,f4,f5,f6 and f38 i.e. service, flags, src_bytes, dst_bytes and 
dst_host_serror_rate are selected for classification.  

The classification algorithm uses 8990 record as training data set and 999 records  as testing 
data set. The testing data set has 470 anomaly records and 529 normal records. The 
classification algorithm described below is used for classification. The proposed feature 
selection algorithm is compared with [12] developed by the authors. The results of three 
different algorithms are tabulated in table 2.  

Algorithm  fuzzy_compos(  trn_amean, trn_astd, trn_nmean, trn_nstd, tstdataset) 

 Tstdataset: testing data set has m records and n attributes 

Trn_amean: mean of anomaly class records in the training data set 

Trn_astd: standard deviation of anomaly class records for the training data set 

Trn_nmean: mean of normal class records in the testing data set 

Trn_nstd: standard deviation of normal class records in the testing data set 

for each connection record in the testing data set 
  py1←1;  py2←2 
      for each attribute in the connection record 
            y(i,j)←gausmf(x(i,j),[trn_amean,trn_astd]) 
            y1(i,j)←gausmf(x(i,j),[trn_nmean,trn_nstd]) 
            py1←py1*y(i,j) 
            py2←py2*y1(I,j) 
     end 
            by1(i)←py1; 
            by2(i)←py2; 
    end 
     for each connection record in the testing data set 
     f1(i) ←(by1(i)*trn_astd)+trn_amean; 
          f2(i) ←(by2(i)*trn_nstd)+trn_nmean; 
         if  (f1(i)>f2(i)) 
              if   i <= anolimit 
                 tp←tp+1;         
             else 
                fn←fn+1; 
  end 
                 if  i> anolimit 
                   tn←tn+1; 
                else        
                  fp←fp+1; 
                end    
           end 
      end 
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Table 2: comparison of different featuring algorithm 

S.No. 
Feature 

selection 
Algorithm 

Features selected 
False 

positive 
(FP) 

False 
negative  

(FN) 

True 
positive 

(TP) 

True 
Negative 

(TN) 
1 Information 

gain 
f1,f2,f3,f4,f5,f6,f23,f24,f25,f26,f27, 
f28,f29,f30,f31,f32,f33,f34,f35,f36, 
f37,f38,f39,f40,f41 

112 62 408 417 

2 Information 
gain and 
genetic 
algorithm 

f3,f5,f6,f23,f24,f27,f28,f29,f30,f32, 
f33,f34,f35,f38,f37,f40 

106 49 421 423 

3 Number of 
closer point 
algorithm 

f3,f4,f5,f6,f38 60 85* 385 469 

 

From the table value for false positive (normal as anomaly) and false negative (anomaly as 
normal) are decreasing. Detection of anomaly (true positive) and Detection of Normal (true 
negative) are increasing. Therefore third one is performs better than the other two. 

5. CONCLUSION 

In this paper, a new feature selection algorithm is proposed and testing with testing data 
set. The results are better than the two algorithms. In the first one the information gain there 
are 25 features out of 41 features are used to get the result. In the case of information gain and 
genetic algorithm are used to select features 16 features out of 41 features are selected. In the 
proposed algorithm uses only five features out of 41 features to get the result. In future fuzzy 
distances based on closeness of the center can be proposed to improve the results. 
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