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ABSTRACT 

Information retrieval using probabilistic techniques has attracted significant attention on the part of 
researchers in information and computer science over the past few decades. The process of machine 
learning is similar to that of data mining. Both systems search through data to look for patterns. Machine 
learning programs detect patterns in data and adjust program actions accordingly.  In this paper,  we are 
exploring the use of machine learning techniques for information retrieval and we are using machine 
learning algorithms that can benefit from limited training data in order to identify a ranker likely to achieve 
high retrieval performance over unseen documents and queries. This problem presents novel challenges 
compared to traditional learning tasks, such as regression or classification. We are investigating the 
discriminative learning of ad-hoc retrieval models. For that purpose, we propose different models based 
on kernel machines or neural networks adapted to different retrieval contexts. The proposed approaches 
rely on different online learning algorithms that allow efficient learning over large collection and finally 
approaches rely on discriminative learning and enjoy efficient training procedures, which yields effective 
and scalable models. 

Keywords: Soft Computing, Machine Learning, Information Retrieval (IR), Gaussian Mixture Model 
(GMM), Unsupervised learning, Supervised learning. 

1 Introduction 
The history of Information Retrieval (IR) parallels the development of libraries. The first civilizations had 
already come to the conclusions that efficient techniques should be designed to fully benefit from large 
document archives. 

As early as 5,000 years ago, the Sumerian librarians were already describing and categorizing official 
transaction records, legends and theological documents in indexes. Information retrieval (IR) systems 
were [1] originally developed to help manage the huge scientific literature that has developed since the 
1940s. Today, numerous university, corporate, and public libraries now use information retrieval systems 
to provide access to books, journals, and other documents.  

The first automated information retrieval systems were introduced in the 1950s and 1960s. By 1970 
several different techniques had been shown to perform well on small text corpora such as the Cranfield 
collection (several thousand documents). Large-scale retrieval systems, such as the Lockheed Dialog 
system, came into use early in the 1970s. In 1992, the US Department of Defense along with the National 
Institute of Standards and Technology (NIST), cosponsored the Text Retrieval Conference (TREC) as part 
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of the TIPSTER text program [2]. The objective of this was to look into the information retrieval community 
by supplying the infrastructure that was needed for evaluation of text retrieval methodologies on a very 
large text collection. This catalyzed research on methods that scale to huge corpora. The introduction of 
web search engines has boosted the need for very large scale retrieval systems even ahead. Information 
Retrieval has primordially changed with the advent of computers. Digital technologies give a unified 
infrastructure to store, exchange and automatically process big document collections. The search for 
information consequently developed from the manual examination of brief document abstracts within [3] 
predefined categories to algorithms searching through the whole content of each archived document. 
Nowadays, automatic retrieval systems are widely used in several application domains (e.g. web search, 
book search or video search) and there is a constant need for improving such systems. The main tasks of 
information retrieval, the so-called ad-hoc retrieval task which target at finding the documents episodic 
to submit queries.  

Machine Learning proposes and studies algorithms that allow computer systems to automatically improve 
through experience, i.e. from training data. Learning systems are commonly used for various perception 
tasks, [1] such as automatic face detection or automatic speech recognition. In this paper firstly our task 
corresponds to a ranking problem, which insinuates that the performance for a given query cannot be 
formalized as a sum of a measure of performance estimated for each corpus document. Secondly, most 
retrieval queries, current a highly disorganized setup, with a set of relevant documents, accounting only 
for a very small fraction of the corpus [4]. Thirdly, ad-hoc retrieval corresponds to a kind of dual 
generalization problem, since the learned model should not only confrontation new documents but also 
new queries. Finally, our task also presents stimulating efficiency compellable, since ad-hoc retrieval is 
typically applied to enormous corpora. 

2 The Machine Learning 
Machine Learning is the field of study that intends to give the computers or the machines the ability to 
learn from data without being explicitly programmed and act according to this information learnt [5]. It is 
considered a branch within Artificial Intelligence, which reckon with the idea of giving human-like 
intelligence to software-defined machines.  Machine learning also helps us find solutions too many 
problems in vision, speech recognition, and robotics. Machine learning is programming computers to 
optimize a performance criterion using example data or past experience [6]. We have a model defined up 
for some parameters, and learning is the execution of a computer program to optimize the parameters of 
the model using the training data or past experience. The model may be predictive to make predictions 
on the forthcoming, or descriptive to gain knowledge from data, or both. The range of applications of 
Machine Learning is very comprehensive including.  

• Prediction, where some current variable outputs are computed according to prior acquired 
results of the same variables. One area where prediction is applied is to make weather 
forecasts. 

• Classification, were given an input point the algorithm tries to classify it into one of the groups 
of the model previously defined. It might be used to build classifiers for spam or fraud 
detection for instance.  

• Pattern recognition, with applications in many fields such as text recognition (OCR), object 
recognition in computer vision, medicine (ECG measurements), face recognition, etc.  
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• Recommender platforms, which intend to predict the preference of a user with respect to a 
certain product, based on latest purchases or liked the items. They have become extremely 
famous recently, with the exponential evolution of Internet advertising companies or 
Amazon-like websites.  

• Data mining, where the goal is to extract valuable information (patterns) out of large data 
sets. It is a widely used term to refer to many applications, with search engines and customer 
data extraction being two of the most famous.  

There are several ways in which machine learning can be organized. The machine learning techniques 
classify techniques and algorithms based on whether the desired output is known. If this is the case, we 
call the problem a supervised learning problem. In this case, we possess a number of training examples, 
for which we know the desired output. If the desired output is not known, the problem is an [7] 
unsupervised learning problem. In this case, we ask the machine to optimize some function, but we do 
not really know what the output should be. 

2.1 Supervised learning 
Supervised learning problems are typical problems that humans can solve or know the answer to, but 
don't really know how to solve. Examples may be speech recognition or weather prediction. These 
techniques are often classified according to their purpose. We can discriminate between two great 
families of supervised machine learning techniques based on this distinction. The classification techniques 
occasionally, the purpose of a machine is to discriminate between a finite number of classes. For example, 
we may want an intelligent car to be able to discriminate between pedestrians and road signs, or a quality 
control robot to discriminate between correctly manufactured items and manufacturing failures, etc. This 
is a broad class of problems, and many different machine learning techniques focused only on these. Next 
regression techniques in other settings, the purpose of a machine will be to output continuous values. For 
example, we may want an intelligent car to be able to control the steering in such a way as to stay on the 
road, or to control speed so as to bring us to our destination in [8] a speedy, comfortable and safe way, 
or we may want a machine to be able to predict the amount of rainfall for tomorrow.  The problem of 
supervised learning can be approached from different angles, which again leads to a classification of 
methods for non-parametric methods as we mentioned, it is not feasible to store all the measurement 
values that might ever occur, and to store the desired answer for that measurement value. However, we 
do have some example values with corresponding label, we could store those and perform classification 
or regression on new measurements based on how similar those measurements are to the stored values. 
These methods are called non-parametric methods. 

In discriminant functions another possible approach is to select a function that will provide an output of 
the required format for a given input of the measurement's format. For example, in a two-class 
classification problem, we may choose a function that returns f(x) = 0 for a measurement x in class B1 and 
f(x) = 1 for a measurement in class B2. Learning then consists of finding values for the parameters of this 
function, so that it performs correctly on the largest possible number of examples. The model-based 
approaches Instead of finding a function that will optimistically provide us with the right output given 
some input and we could also look at what the inputs look like for each possible output.  

We build a model of the data, and use it to perform the task at hand. We need to assume that the data's 
distribution can be delineated by a probability density function of certain family and we then need to 
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estimate the parameters of that distribution. When we know the distribution of the data for each possible 
class, we can compute the probability that a new data point should be seen if it belonged to any of the 
classes, and based on that we can compute the probability that a data point belongs [9] to any given class. 
The massive mileage of this method is that it is possible to not only provide the most likely classification, 
but also a assuredness estimate of that classification. 

 

Figure 1.  The some measurements that might be used for clustering. Humans will readily detect two clusters 
in this data. But how did we do that? Why don't we see three clusters in there? 

2.2 Unsupervised learning 
The unsupervised learning techniques are given the measurements, but no information as to what we 
expect to obtain from this data. Such techniques can be divided into two broad categories, firstly 
clustering and secondly dimensionality reduction. 

In clustering deals with the problem of trying to group data by recognizing some structure in the data, 
when no corresponding labels are known. This is something that humans excel at, but that is very hard to 
evaluate objectively. Finding the correct number of clusters is an especially challenging task. Clustering 
can be extremely utilized as a form of data compression. It is often not necessary to know what the 
measurement was in order to perform a given task knowing which cluster it belonged to is often enough. 
For example, consider the task of predicting a plane's speed from its size. It is perhaps enough to know 
that a plane's size falls in the tourism, fighter jet or commercial transport category in order to be able to 
make the prediction. The precise size measurements are not occasional. 

In dimensionality reduction it is over and over again possible to make many measurements 
simultaneously, crummy very high-dimensional data. As an example, consider a digital camera. Such a 
camera may have a few million sensors, each registering how much light fell on them during a given time 
span. Every picture taken with such a camera may therefore be seen as a very high-dimensional vector of 
measurements. We cannot list all the possible images that such a sensor could take, because there are far 
too many possibilities even though this number is finite. We do know that actual images will have 
characteristics that limit the number of possible valid images. For example, most pairs of neighboring 
pixels in an actual image will have very similar color and intensity. We can therefore detract the 
dimensionality of the data point without renouncing any occasional information. These automated 
techniques to do this are called dimensionality reduction techniques. 
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3 The Information Retrieval  
An information retrieval system is a system that is capable of storage, retrieval, and maintenance of 
information. Information in this context can be composed of text (including numeric and date data), 
images, audio, video and other multi-media objects. The form of an object in an information retrieval 
system is diverse the text aspect has been the only data type that lent itself to fully functional processing. 
The other data types have been treated as highly informative sources, but are primarily linked for retrieval 
based upon a search of the text. 

An information retrieval system consists of a software program that facilitates a user in finding the 
information the user needs [10]. The system may use standard computer hardware or specialized 
hardware to support the search sub function and to transform non-textual sources to a searchable media 
(e.g., transcription of audio to text). The gauge of the success of an information system is how well it can 
minimize the overhead for a user to find the needed information. From a user’s perspective is the time 
required to find the information needed, excluding the time for actually reading the relevant data. Hence 
search composition, search execution, and reading non-relevant items are all aspects of information 
retrieval overhead. The general objective of an information retrieval system is to minimize the overhead 
of a user in locating needed information. The favorable outcome of an information system is very 
subjective, based upon what information is needed and the willingness of a user to accept overhead. 

The total information storage and retrieval system is collected of four major functional processes: Item 
Normalization, Selective Dissemination of Information (i.e., “Mail”), archival Document Database Search, 
and an Index Database Search along with the automatic file build process that supports index files. The 
commercial systems have not integrated these capabilities into a single system, but supply them as [11] 
independent capabilities. In figure 2 shows the logical view of these capabilities in a single integrated 
information retrieval system. The boxes are used in the diagram to represent functions while disks 
describe data storage. 

3.1 Item Normalization 
The first step in any integrated system is to normalize the incoming items to a criterion format. In addition 
to translating multiple external formats that might be received into a single consistent data structure that 
can be manipulated by the functional processes, item normalization provides logical restructuring of the 
item. Additional operations during item normalization are needed to create a searchable data structure 
identification of processing tokens (e.g., words), [12] characterization of the tokens, and stemming (e.g., 
removing word endings) of the tokens.  

3.2 Selective Dissemination of Information 
The selective dissemination of information process provides the potential to dynamically differentiation 
newly received items in the information system against standing statements of interest of users and 
deliver the item to those users whose statement of interest matches the contents of the item. The Mail 
process is collected in the search process, user statements of interest and user mail files. The every item 
is received, it is processed against every user’s profile. A profile contains a typically broad search 
statement along with a list of the user mail files that will receive the document if the search statement in 
the profile is satisfied. The user search profiles are different than ad hoc queries in that they contain 
notably more search terms and cover a wider range of interests. 
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Figure 2. The Total Information Retrieval System 

3.3 Document Database Search 
The document database search process provides the impressibility for a query to search against all items 
received by the system. The document database search process is composed of the search process, the 
user entered queries and the document database which contains all items that have been received, 
processed and stored by the system. It is the retrospective search source for the system. If the user is on-
line, the selective dissemination of information system delivers to the user items of interest as soon as 
they are processed into the system.  Whichever search for information that has already been processed 
into the system can be considered a retrospective search for information. This does not prevent the search 
to have search statements constraining it to items received in the last few hours. 

3.4 Index Database Search 
When an item is determined to be of interest, a user may want to save it for future reference. This is in 
effect filing it. In an information system this is versed via the index process. In this process the user can 
logically store an item in a file along with additional index terms and descriptive text the user wants to 
associate with the item [13]. It is also possible to have index records that do not reference an item, but 
contain all the substantive information in the index itself.  

3.5 Multimedia Database Search 
From a system perspective, the multimedia data is not logically its own data structure, but an 
augmentation to the existing structures in the information retrieval system. It will consist almost entirely 
in the area described as the document database [14]. The specialized indexes allow search of the multi-
media (e.g., vectors representing video and still images, text created by audio transcription) will be 
augmented search structures. The original source will be kept as a normalized digital real source for access 
possibly in their own specialized retrieval servers.  
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4 The related work  
The core objective of keyword spotting is to discriminate between the segments of the signal belonging 
to a keyword utterance and the others. The first approaches based on dynamic time warping (DTW) 
proposed to compute the alignment distance between a template utterance of the keyword and all 
possible subsequences of the test signal [15]. The keyword is considered as detected for the subsequences 
for which the distance is below some predefined threshold. Such approaches are, however greatly 
affected by speaker mismatch and varying recording conditions between the template sequence and the 
test signal. The discrete HMMs were introduced to ASR [16], and then for keyword spotting [17]. A discrete 
HMM assumes that the observations of a sequence of discrete events   are independent conditioned on 
a hidden state variable that follows a Markov process. This type of model introduces several advantages 
compared to dynamic time warping based approaches, including an improved robustness to speak and 
channel changes, when several training utterances of the targeted keyword are available. 

 
Figure 3. The HMM topology for keyword spotting with a likelihood of the sequence given the keyword is 

uttered 

The HMMs remove the need for acoustic vector quantization, as the distributions associated with the 
HMM states are continuous densities, generally Gaussian Mixtures. The learning of both the Gaussian 
Mixture parameters and the state transition probabilities is performed in a single integrated framework, 
maximizing the likelihood of the training data given its transcription through the Expectation-
Maximization algorithm [18]. It is now the most widely used approach for both ASR and keyword spotting.  

To gain some robustness, likelihood ratio approaches have been proposed [19]. In this case, the 
confidence score outputted by the keyword spotter corresponds to the likelihood ratio estimated by an 
HMM requiring an occurrence of the keyword, and an HMM excluding it, see figure 3 and 4. The 
performed by comparing the outputted score to a predefined threshold. The fewer studies have proposed 
discriminative parameter training approaches to circumvent this weakness [19]. The maximize the 
likelihood ratio between the keyword and garbage models for keyword utterances and to minimize it over 
a set of false alarms generated by a first keyword spotter. [20] We are proposing to apply minimum 
classification error (MCE) to the keyword spotting problem. Other discriminative approaches have focused 
on combining different HMM-based keyword detectors. For instance, trains a neural network to combine 
likelihood ratios from different model [21]. 
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Figure 4. The HMM topology for keyword spotting with a likelihood of the sequence given the keyword is not 
uttered 

The support vector machines to combine different averages of phone-level likelihoods. Both of these 
approaches propose to minimize the error rate, which equally weights the two possible spotting errors, 
false positive and false negative in other words missing a keyword occurrence, often called keyword 
deletion. This measure is however barely used to evaluate keyword spotters [22], due to the unbalanced 
nature of the problem. The maximization of the AUC would hence be an appropriate learning objective 
for the discriminative training of a keyword spotter. 

5 The Information Retrieval Using Machine Learning  
We focus on the learning of ranking functions for information retrieval systems. This means that we are 
interested in identifying a ranking function f from a set of training data, such that its expected 
performance on a new ranking problem is high. The two main types of learning approaches have been 
applied in this context, supervised and unsupervised learning. In the case of supervised learning, the 
training data consists of both documents and queries along with the corresponding relevance assessments 
[23]. This means that the learning procedure should generalize to a new ranking problem, while having 
access to the desired output on the training data. In the unsupervised case, the training data simply consist 
in a set of documents, without queries and relevance assessments. As the learning procedure has no 
access to examples of the desired strategy [24], it should discover some hidden structure of the data, from 
which it is possible to identify an effective ranking function. 

In latent semantic analysis (LSA) aims at modeling term correlation [25], to overcome the term mismatch 
problem. For instance, one of LSA’s goals is to assign a high RSV to a document which does not use any 
query term, but only related terms or synonyms. For that purpose, LSA assumes that the vocabulary-sized 
vectors actually originate from a lower dimensional space (k < T, the vocabulary-size), to which orthogonal 
noise has been added. Given a set of n training documents, represented as a matrix 

 

LSA solves the least square problem, 

 

The replaces D with Dk = [dk
1, . . . , dk

n] as the denoised representation of documents. The substitution of 
D with Dk actually projects each document to a k dimensional subspace, and LSA hence assumes that the 
term mismatch problem can be solved through linear projection. The probabilistic latent semantic 
analysis, PLSA [26], proposes a probabilistic interpretation of the notion of topics in text documents to 
address the term mismatch problem. The documents can be decomposed as a mixture of aspects, where 
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each aspect defines a multinomial over the vocabulary terms. In this model, documents and terms are 
considered as the observation of two discrete random variables D and T. The occurrence of a term t in a 
document d corresponds to the observation of the pair (t, d), which is modeled by the joint probability. 

 

Where the discrete random variable Z, of values z1, . . . , zk, is called the aspect variable. The term variable 
T is conditionally independent from the document variable D, given the aspect variable Z. The parameters 
of the model, i.e. P(zi), P(t|zi), P(d|zi) for all aspects zi, all vocabulary terms t and all corpus documents d 
are learned to maximize the likelihood of the pairs (t, d) occurring in the training corpus, relying on the 
expectation maximization (EM) algorithm [26]. The pair classification formalizes the learning of ranking 
functions as a binary classification problem. Given a query q and a document d, the ranking function f 
should determine whether (q, d) is a positive pair, i.e. d is relevant to q, or a negative pair, i.e. d is not 
relevant to q. Inter-query discrimination refers to an intrinsic problem of the pair classification framework, 
which presents a more difficult problem to the classifier than the actual retrieval task. In this framework, 
the classifier should output a positive score f (q, d) > 0 for any positive pair (q, d) and a negative score f (q0, 
d0) < 0 for any negative pair (q0, d0). 

6 The Proposed Information Reinstatement with Machine Learning 
In the keyword spotting task, we are provided with a speech utterance along with a keyword k, and we 
should determine whether k is uttered in ̄x.  The keyword spotter f can be evaluated relying on the receiver 
operating curve (ROC). This curve plots the true positive rate (TPR) as a function of the false positive rate 
(FPR). The TPR measures the fraction of keyword occurrences correctly spotted, while the FPR measures 
the fraction of negative utterances yielding a false alarm. The points on the curve are obtained by 
sweeping the threshold b from the largest value outputted by the system to the smallest one. These 
values, hence correspond to different trade-offs between the two types of errors a keyword spotter can 
make, i.e. missing a keyword utterance or rising a false alarm. In order to evaluate a keyword spotter over 
various trade-offs, it is common to report the area under the ROC (AUC). The AUC can be written as, 

Where | · | refers to set cardinality and ǁ· refers to the indicator function. The Ak hence estimates the 
probability that the score assigned to a positive utterance is greater than the score assigned to a negative 
utterance. This quantity is also referred to as the Wilcox on Mann Whitney statistics. where w is a vector 
of importance weights,  ɸ( ̄x ,  ̄pk ,  ̄s ) is a feature vector, measuring different characteristics related to 
the confidence that  ̄pk  is pronounced in  ̄x 𝑥𝑥 with the segmentation  ̄s.  In other words, our keyword 
spotter outputs a confidence score by maximizing a weighted sum of feature functions over all possible 
segmentations. This maximization corresponds to [27] a search over an exponentially large number of 
segmentations. Nevertheless, it can be performed efficiently by selecting decomposable feature 
functions, which allows the application of dynamic programming techniques, like for HMMs our keyword 
spotter f is parameterized as 

 
Our objective now is to identify the vector w minimizing a regularized version of the loss L(fw) to avoid 
over fitting, 
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Where 

 

The C is a hyper parameter setting the importance of the training loss versus the regularized. One can 
note that LReg(fw) is not a convex function of w.  This section explains why the minimization of LReg(fw) 
corresponds to a large margin approach. LReg(fw) combines two terms, the  regularized and the loss. The 
loss sums lc (fw;  ̄pk ,  ̄x+ , ̄x-) over the training triplets ( ̄pk ,  ̄x+ , ̄x-)  ε Ttrain. For each term, the lowest possible 
value   (fw;  ̄pk ,  ̄x+ , ̄x-)=0 is reached when, 

  

Which is equivalent to 

 

These inequalities can be rewritten as, 

 

7 The Experiment Result  
We conducted two types of experiments to evaluate the proposed discriminative approach. First, we 
learned the parameters of our model over the training set of TIMIT dataset, and compared its 
performance against an HMM baseline over the test set of TIMIT dataset. The corpus provides manually 
aligned phoneme and word transcriptions for each utterance. It also provides a standard split into training 
and testing data. From the training part of the corpus, we extract three disjoint sets consisting of 1500, 
300 and 200 utterances. 

7.1.1 The TIMIT Experiments 

The GMM (Gaussian Mixture Model) [28] corresponds to a Bayes classifier combining one GMM per class 
and the phoneme prior probabilities, both learned from the training data. In this case, the log posterior 
of a phone given the frame vector is used as the function g. We compare the results of both models against 
an HMM baseline, in which each phoneme is modeled with a left-right HMM of 5 emitting states. The 
density of each state is modeled with a 40-Gaussian GMM. 
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Figure 5. The TIMIT Corpus with AUC Using Discriminative Gaussian Mixture Model and HMM  

Training is performed over the whole TIMIT training set. Embedded training is applied, i.e. after an initial 
training phase relying on the provided segmentation, a second training phase which dynamically 
determines the most likely segmentation is applied. The hyper parameters of this model are selected to 
maximize the likelihood of a held-out validation set. The evaluation of discriminative and HMM-based 
models is performed over 80 keywords, randomly selected among the words occurring in the test set of 
TIMIT. This random sampling of the keyword set aims at evaluating the expected performance over any 
keyword. The table 1 reports the AUC results, averaged over the 80-word test set, for the evaluated 
models. These results show the advantage of our approach. The two HMM based solutions are 
outperformed by the keyword spotters relying on our discriminative learning approach. The improvement 
introduced by our discriminative training algorithm can be observed when comparing the performance of 
the Discriminative Gaussian Mixture Model to the performance of the HMM spotters. 

Table 1. The Area under the Curve (AUC) over the TIMIT Corpus 

 

8 Conclusion 
Today, scenario information retrieval (IR) is a multidisciplinary field. The Humans retrieve information 
every time they ask a question and receive a response that addresses their question and adds to their 
knowledge about the queried topic. Information requests vary widely in their complexity and in the 
quantity of potentially relevant material that can be retrieved, as well as in the effort required to retrieve 
satisfactory information. Today, much of our business and cultural information is being recorded on 
electronic media and stored in multiple electronic databases. In order to make this information available 
to an information seeker, there must be an electronic information retrieval system that facilitates location 
and retrieval of documents that are relevant to the information seeker's question. Since information can 
be recorded on various media types, such as tables, images, text, audio and video, the retrieval system 
must be able to retrieve information from varying media representations. This work proposed a learning 
algorithm, which aims at maximizing the AUC over a set of training spotting problems. Our strategy is 
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based on a large margin formulation of the task, and relies on an efficient iterative training procedure. 
The resulting model contrasts with standard approaches based on Hidden Markov Models (HMMs), for 
which the training procedure does not rely on a loss directly related to the spotting task. 

Compared to such alternatives, our model is shown to yield significant improvements over various 
spotting problems on the TIMIT and the WSJ corpus. For instance, the best HMM configuration over TIMIT 
reaches 93.90% AUC, compared to 96.30% for the best Discriminative Gaussian Mixture Model spotter. 
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ABSTRACT   

Efficient e-learners activities model is essential for real time identifications and adaptive responses. 
Determining the most effective Neuro- Fuzzy model amidst plethora of techniques for structure and 
parameter identifications is a challenge.  This paper illustrates the implication of system identification 
techniques on the performance of Adaptive Network based Fuzzy Inference System (ANFIS) E-learners 
Activities models. Expert knowledge and Historical data were used to formulate the system and their 
performances were compared. Similarly, comparison was made between memberships functions selected 
for Historical data identification. The efficiencies of the simulated models in MATLAB editor were 
determined using both classification uncertainty metrics and confusion matrix–based metrics. The 
classification uncertainty metrics considered are Mean Absolute Error (MAE) and Root Mean-Squared 
Error (RMSE). The confusion matrix-based metrics used are Accuracy, Precision and Recall. It was 
discovered that the model based on Experts Knowledge after training outperformed those based on 
Historical Data. The performances of the Membership Functions after ranking are Sigmoid, Gaussian, 
Triangular and G-Bells respectively. 

Keywords: Neuro Fuzzy Model; E-learners Activities; System Identification Technique; Dataset 
Normalization. 

1 Introduction  
Adoption of Artificial Intelligent (AI) techniques for modelling complex problems is gaining prominence 
over mathematical models and traditional statistics [9]. Also, within the AI contemporary researches, the 
Soft computing techniques is becoming the most implemented when compared with the Hard computing 
techniques. Reasons adduced to this phenomenon essentially are the inherent features of the former 
which include tolerance of imprecision, incomplete or corrupt input data, capability to solve problems 
through repeated observation and adaptation [4], others are inspiration by natural processes and 
availability of simulation tools. The Soft computing technique which is also known as the Scruffy 
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Techniques is less provable but are yielding useful and significant results [8]. The technique is the fusion 
of Fuzzy Computing, Evolutionary computing, Artificial Neural Networks and Probabilistic computing [15].   

The Soft Computing techniques have their individual strengths and weaknesses which could be optimised 
by hybridization. Neuro Fuzzy techniques for instance integrate the learning capability, generalization 
capacity and standard architecture of Artificial Neural Networks (ANN) with the linguistic rule base and 
explicit internal operations of Fuzzy Inference System (FIS) [10]. The Hybrid intelligent systems built on 
these techniques have proven to be one of the best solutions in data modelling due to their capability to 
reason and learn in an environment of uncertainty and imprecision [3]. However, being a Scruffy 
technique, researches are being intensified at determining the most efficient approaches for optimizing 
the various operational components. 

Identification of appropriate structure of ANN that could maximally model a scenario is a challenge, most 
a times the Trial and Error approach are adopted [1]. It could by incremental approaches [5], using number 
of rules, number of hidden layers or input clustering techniques [2]. This limitation could be ameliorated 
with a fusion of the ANN with FIS to form a hybrid Neuro Fuzzy model.  The FIS built for the problem in 
accordance with available human expert knowledge suggests the structure for the ANN. Though the FIS 
model on its own may not be optimized due to human incapability to identify and or represent all possible 
instances. Even more that, no standard methods exist for transforming human knowledge or experience 
into the rule base and database of FIS [14]. Nonetheless, the fused ANN optimizes the system by adjusting 
the parameters during training. Among other Neuro Fuzzy techniques that have been implemented, ANFIS 
seems to be the most widely applied [7]. Its application specifically and that of ANN generally covers areas 
such as Function Fitting, Pattern recognition, Data clustering and Time series analysis. 

This work demonstrates the implementation of this approach, the implication of each stage from 
formulation of FIS, transformation to ANFIS, the training and the effects of varied membership functions 
on the performance of E-Learners Activities Model. 

2 Modelling E-Learner’s Concentration and Exploration 
E-Learners modelling are commonly meant for performance prediction or adaptive system. This study is 
a diversion from the common trends, in that it modelled quality of learner’s experiences on a course. It 
was premised on the fact that formal knowledge requires formal experience [13]. Hence, the extent of 
knowledge acquired could be presumed from the quality and quantity of experiences acquired. The two 
behaviours considered were the learner’s extent of content exploration and level of concentration. These 
behaviours are composite and of low bandwidth that cannot be measured directly, they can only be 
deduced from simple and measurable activities [11]. For actualization, the learner’s Exploration was 
measured using the time spent on the course and extent of course content coverage. Other variables used 
for measuring the Concentration are Participation Index and Diagnosis Assessment Grade. 

3 Methodology 

3.1 Adoption of Expert Knowledge Techniques for Model Identification 
Expert knowledge which is one of the common approaches for system identification in user modelling was 
employed as the base. The Expert knowledge based fuzzy system was built as described in [11], [6]. There, 
the number (N) of observable behaviours for modelling was two. Given as: 
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 N = 2 = {N1, N2} = {Exploration, Concentration}, where N1 (Exploration) = {B1, B2} = {total time spent 
reading, content completion status} and N2 (Concentration) = {B3, B4} = {the Participation Index, diagnosis 
assessment remarks}.  

Model Term set T = {T(B1), T(B2), T(B3), T(B4)} where  

T(B1) = {total time spent reading} = {L,M,H} = B1f1 = 3 linguistic values,  

T(B2) = {content completion status} = {NA, A} = B2f2 = 2 linguistic values,  

T(B3) = {the Participation Index } = {L,M,H} = B3f3 = 3 linguistic values and  

T(B4) = {diagnosis assessment remarks} = {U, S} = B4f4 = 2 linguistic values.  

Hence, the model’s term set  is T(N) = {(L,M,H), (NA, A), (L,M,H), (U, S)}. 

The Cartesian product of this ( 3 x 2 x 3 x 2) premises generated 36 rules and 36 consequents. 

However, in order to provide training capability for the model such that it could adjust to the subjective 
decisions of various tutors on students’ activities.  The fuzzy student model was implemented in a 
connectionist adaptive network as Hybrid/Fussed Neuro-Fuzzy System. The fuzzed neural network was 
built on the following principles as in [12]. 

I. The number of cells in the input layer is equal to the number of input values which is four. 
II. The number of cells in the fuzzification layer is equal to the number of fuzzy set which is ten 

III. The number of cells in the premise layer, normalization layer and consequent layer is equal to the 
number of rules which is thirty six  

IV. The output layer has a single node for the final inference  

The structure of the neural network for implementing the fuzzy student model for learning activities 
quantitative and qualitative exploration is shown in Figure 1. 

 

Figure 1: The Neuro-Fuzzy Model for Student Exploration and Concentration 

The Neuro Fuzzy model shown is a six layer feed-forward hybrid network. Being an adaptive network, it 
consists of nodes and directional links. The network is adaptive because some of the nodes have 
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adjustable parameters; such nodes are indicated with circular/oval shape in the network. Other nodes in 
square /rectangle shape are fixed nodes.  

The Input layer (L1) provides the system with the base value for each of the features contributing towards 
the students evaluation. For instance the total time spent on the course may be based on seconds say 
10800s for a 3 hour course. So the input layer send out the external crisp values to the next fuzzification 
layer without any processing. Hence, the neurons in this layer passively transmit the external input (crisp) 
signals to the next layer. The output of layer1 is given as: 

  Oi
1 = xi                                  (1) 

The total number of neurons in the input layer is four (4), one each for four linguistic variables B1-B4. 
Hence, for every instance (a student), four crisp values will be available as input for the purpose of 
determining the status of the student.  

The Fuzzification layer (L2) is the first hidden layer; it has node for every categories of expert's description 
and classification for each of the variables. Neurons in this layer represent antecedent fuzzy sets of the 
fuzzy rules. This design adopts low, medium, and high fuzzy set, for B1 and B3. It uses Non Adequate (NA), 
Adequate (A), Unsatisfactory (US) and Satisfactory (S) for B2 and B4 respectively. For each input value 
entering the system, the membership degree to which such input belongs will be estimated. Common 
functions are Bell shape, Triangular, Gaussian and Sigmoid. For this work the Gaussian transfer function 
was used because of its amenability to training via adjustment of the parameters. 

The Gaussian MF = µAij�xj; Cij,σij� = e
�
−�xj−cij�

2

2σij
2 �

              (2) 

Where x is the input, c is the centre and σ is the width, i is the input number and j is the terms number.  

The output of the Fuzzification layer is the degree of membership of the input values. It can be given as:  

  Oij
2 = µAij(xi)           (3) 

The Premise layer (L3) is the second hidden layer. Each neuron in the layer corresponds to a fuzzy rule in 
the system. It receives signals only from relevant fuzzification neurons and calculates the activation of 
premises of the fuzzy rules. It uses minimum type t-norm to implement AND operators in each of the 
units. The t-norm operator for determining firing strength of each rule is given as: 

  Oj
3 = wj = ∏ µAj(xi)36

j=1      (4) 

The fourth layer (L4) is the third hidden layer. Each neuron in this layer receives signals from all rule 
neurons in layer 3. It then calculate the normalized firing strength for a given rule to a close range [0 1]. It 
is given as: 

 Oj
4 = w�j = Oj

3 ∑ Oj
336

j=1� = ∏ µAj(xi)36
j=1 ∑ ∏ µAj(xi)36

j=1
36
j�             (5) 

 The consequent layer is the defuzzification layer. Each neuron in this layer receives the initial input signals 
and connected to the respective normalization neuron in the preceding fourth layer. It adaptively 
multiplies Oj

4 with the consequent parameters as shown in (14). 
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 Oj
5 = Oj

4fj(x) = w�jfj(x) =  w�j(pjx1 + qjx2   + rjx3   + sjx 4 + t )            (6) 

Here, the p, q, r, s, and t for each defuzzification neuron are the consequent parameters; they are to be 
determined by training. The x1, x2, x3, and x 4 are the initial inputs received. 

The sixth layer is the output layer. This is a layer of single neuron that calculates the sum of the weighted 
consequent value from the defuzzification layer. For our model with 36 rules the overall output is given 
as: 

  O6 = ∑ w�jfj(x)36
j=1 = ∑ w�j36

j=1 �pjx1 + qjx2   + rjx3   + sjx 4 + t �  = y    (7) 

3.2  The Network Training 
The training techniques used for the network parameter identification is the Hybrid learning algorithm. It 
is a two pass algorithm; the forward pass and the backward pass. This option is opted for because the use 
of back propagation (Steepest Descent Method) - a one pass algorithm alone as shown in Table 2 
converges with high error estimates. The hybrid learning uses combines Steepest Descent (SD) with Least 
Squares Estimation (LSE). This learning method is possible because output of the adaptive network is 
linear in some of the network’s parameters as shown in (6) and (7). The two passes of the Hybrid learning 
algorithm is known as forward propagation and backward propagation respectively. In the forward pass, 
on the condition that the premise (nonlinear) parameters are fixed, the input vector is propagated 
through the network layer by layer until the last layer in which the consequent parameters are estimated 
by linear Least-Square Method (xxx). The sum of squared residuals or the sum of squared errors is given 
as: 

The Sum of Squared Error =  ∑ (yi − yi∗)236
i=1              (8)    

The yi is the desired output and  yi∗ is the observed output from the system. The essence of squaring the 
errors is to prevent cancellation of error value with opposite signs, thereby gives the sum of error made 
by the network in the course of identifying the training dataset. The network error is a function of the 
weight (w) of the network. If the error is unsatisfactory, the network weight needs to be adjusted in a 
manner to minimize the error. This can be achieved by using Gradient descent method. The Gradient 
descent method is ‘a going downhill in small steps’ method until the bottom of the error surface is 
reached. As a back propagation technique, the weight update of Gradient descent is scaled by a learning 
rate η as show in (9). 

wji new = wji old + η(yj − yj∗)xi                           (9) 

The wji  represents the synaptic weight to jth neuron in the output layer from the ith neuron in the 
preceding layer. The parameter η is the speed at which error correction is made. Since changing the 
weight value could lead to convergence or divergence from the local minima of the curve. It is essential 
therefore to take steps proportional to the negative of the gradient at the point of estimation. 

3.3 Models Implementation 
Each of the stages in the Neuro-Fuzzy Network development as discussed where simulated in the MATLAB 
Version 7 environment. The following are the descriptions of the implementations. 
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3.3.1 Sugeno Fuzzy Model Simulation 

The Sugeno Fuzzy Inference System was produced by a direct transformation of the Mamdani Fuzzy in 
(Isiaka. Et.al, 2014). The Mamdani Fuzzy model which was developed based on expert knowledge has the 
same premise as the Sugeno but the consequent of the later is in the form of First Order Polynomial. The 
MATLAB command used for the transformation is    

>> a=readfis('e_learningusers')  ; >> sugenoelearningusers=mam2sug(a). 

 Figure 2 shows the Sugeno Model in MATLAB FIS Editor 

 

 

 

 

 

 

 

Figure 2: Formulated Sugeno FIS Model 

The Editor shows the four input variables, the Sugeno Inferences, the resultant linear output and selected 
training parameters. 

3.3.2 Neuro-Fuzzy Model Simulation 

The Sugeno FIS Model was converted to its Adaptive Neuro-Fuzzy Inference System (ANFIS) equivalent 
with the command: 

>> anfisedit e_learninguserssugeno  

The generated Neuro-Fuzzy Structure for the E-learning Users Model is shown in figure 3. 

 

Figure 3: Generated Neuro-Fuzzy Structure E-learning Users Model 
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The system auto-generated fuzzy inference structure shown in figure 3 is the equivalent of the structure 
in figure 1. The figure shows the four neurons of the input layer, one for each of the input variables. The 
second layer shows the ten (10) fuzzification neurons, one for each of the fuzzy-terms. The third or 
premise layer has the thirty six (3 x 2 x 3 x 2) neurons, one for each of the rules. The blue colour shows 
that ‘AND’ is the aggregation operator used.  The thirty six normalization neurons and the thirty six 
consequent neurons in Figure 1 are merged in Figure 3. Finally, the single neuron for the inference or 
output is shown. Details of the neurons are revealed in figure 1 but they are hidden in figure 3, they can 
be revealed as a screen tip when mouse is pointed at them. 

3.4 Input Data Generation and Dataset Normalization 
In the early stage of the model development as described in Isiaka (2014) simulated dataset where used 
for the model training, validation and testing. However, the actual target dataset for the study was 
generated in the Rain Semester of 2013-2014 academic sessions. It was the Learning activities of Sixty (60) 
B.Sc Computer Science students in the Department of Computer, Library and Information Science, Kwara 
State University, Malete, Nigeria that enrolled for System Analysis and Design (CSC 306) in the session. 
The lesson which spanned for the period of fourteen weeks entailed utilization of several learning 
activities and resources online as provided in Moodle LMS.  Moodle by defaults logs (stores) users and 
details of all their activities into corresponding mdl_tables. The mdl_user table stores one record for each 
user in the system. In all it has sixty five (65) users, five (5) for the Admin and the Teachers, the remaining 
sixty (60) are students records. The approached used for estimation of the four variables are follows: 

3.4.1 Time Variable Estimation 

The estimation of the total time spent by the student on the platform throughout the duration is the most 
challenging of all. The mdl_log table logged every user’s actions as far as possible. The mdl_log table for 
this research had the total of twenty thousand seven hundred and seventy four (20,774) records. The 
attributes considered in the table are userid, time, ip, course and action. The four patterns of online 
sessions (usage) identified are Login-logout session, Login-login session, Login_ip - logout_ip session and 
Login_in - logout_end session.  

a. Login-logout session: here the user successfully logged out after series of actions. This is the ideal 
and expected situations. The time spent in such session is given as Tlogout – Tlogin. The sum of all 
such time is given as: 

 ∑ (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 −  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)𝑝𝑝
𝑖𝑖=1        (10) 

b. Login-login session: here the user could not log out of the session as expected. This situation may be 
as result of Internet connectivity failure or care-free attitude. In that case, the time of the last valid 
action that precedes the second login following the first is considered as the logout time for that 
session. The time spent in such session is given as (Tlogin2-2) – Tlogin1. The sum of all such time is 
given as:  

  ∑ ((Tlogin2 − 2) –  Tlogin1)𝑞𝑞
𝑗𝑗=1           (11) 

c. Login_ip - logout_ip session: this is the kind of situation in which a login or a logout is indicated by a 
change in the internet protocol (ip) addresses. Hence, the end of a previous session (which is also the 
beginning of a new session) is signified by the difference in the successive ip addresses. The time 
spent in such session is given as Tlogout_ip – Tlogin_ip. The sum of all such time is given as: 
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 ∑ (�Tlogoutip − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇� + �Tlogoutip– Tloginip�)𝑟𝑟
𝑘𝑘=1    (12) 

d. Login_in - logout_end session: this category of session represent a situation when the last action for 
a student’s record set in the mdl_log is not a logout. The time spent in such session is given as 
Tlogout_end - Tlogin. The sum of all such time is given as:     

∑ (Tlogout end −  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)𝑠𝑠
𝑙𝑙=1                (13) 

The total time spent by the student in relation to the threshold is  
xt = ∑ te 

T
× 100     (14) 

where ∑ te  is the total time spent by the learner on the lesson and T is the total threshold for the time in 
seconds. Equation for the total time spent by the student is:   

∑ te =∑ (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 −  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)𝑝𝑝
𝑖𝑖=1 + ∑ �(Tlogin2− 2)–  Tlogin1�𝑞𝑞

𝑗𝑗=1 + 

 ∑ ��Tlogoutip − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇� + �Tlogoutip– Tloginip��𝑟𝑟
𝑘𝑘=1 +  ∑ (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)𝑠𝑠

𝑙𝑙=1          
          (15) 

Where p,q,r and s are the upper bounds for their respective type of sessions. The i,j,k and l are the 
counters for the various sessions.  

3.4.2 Completion Variable Estimation 

The table that stores the completion state (completed or non_ completed) of all modules specified by the 
teacher against all registered students is the mdl_course_modules_completion table. The attributes 
considered in this table are userid, coursemoduleid and completionstate.  The total instance of module 
completion status in this lesson was four hundred and sixty eight (468) out of this number, four hundred 
and forty nine (449) while the status of nineteen (19) of them are non_completed. Completed status had 
status (1) while the status (0) was assigned to non completed status.  

The completion value for a student is estimated based on the equation 
 xc = ∑Ce

C
× 100       (16) 

where ∑Ce is the total number of modules completion records with ‘completed status’ that is available 
for the student and the C is the completion threshold set by the teacher. 

3.4.3 Participation Index Variable Estimation 

The measure for student participation in a lesson is a composite function. In this research, participation is 
treated as a function of assignment submission, approved project proposal, survey participation, message 
initiation and reply to message, and forum post. 

The mdl_assign_submission is the log table for monitoring student assignment submission. The attributes 
considered include userid, assignment_id and the assignment_statusfields. The  assignment_statusfields 
could either be submitted (1) or draft (0). The total number of submissions in this table was two hundred 
and fifty seven (257), the number with submitted status was two hundred and fifty six while the status of 
only one record reads draft.  

The mdl_data_records table was used for database. It was used in this work to process the projects topics 
submitted by the students. The attributes used include userid, dataid, and approval. A submission that 
was approved had its status set to 1 otherwise it was set to 0. The table had fifty seven (57) submissions, 
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fifty three (53) were approved while four (4) were not approved. The total number of students that 
participated in the survey as shown in the mdl_feedback_tracking table was forty five (45).  

Furthermore, the mdl_message_read table was used to track student to students’ interactions. The table 
had three hundred and thirty records (330), two hundred and eighty one (281) of them had notification 
status 1the remaining forty nine (49) had notification status 0. Those with notification status 1 were the 
system notifications message they were not included in the estimation of participation index. Only those 
with status 0 were included in the estimation because they were the messages exchanged between 
students.  

Finally, students’ forum posts were included in the participation index. The mdl_forum_post table logs 
the record of students’ forum threads either as parent or as children. The total number of forum threads 
was thirty four (34). The students that participated in messaging and forum had the points included in 
their grading. If u,v,w,x,y, is used  respectively for tables mdl_assign_submission, 
mdl_data_records,mdl_feedback_tracking, mdl_message_read and mdl_forum_post. The total 
participation index for a student x can be estimated using 

  xp = ∑pe
P

× 100.                      (17) 
Where the ∑pe = ∑u, v, w, x, y and P is the threshold set by the teacher for Participation Index. 

3.4.4 Diagnosis Assessment Estimation 

The students Diagnosis Assessment is extracted from the mdl_quiz_grades. The table has the quiz value 
for all students that participated in the quiz. The overall quiz grade can be estimated using 

    xd = ∑q
Q

× 100                       (18) 

Where q is the number of correct diagnostic questions, Q is the number of diagnostic questions available.  

4 Performance Evaluation Metrics 
The efficiency of the model was determined using both classification uncertainty metrics and confusion 
matrix–based metrics. The classification uncertainty metrics considered are Mean Absolute Error (MAE) 
and Root Mean-Squared Error (RMSE). The confusion matrix-based metrics used are Accuracy, Precision 
and Recall. The 70% of the dataset were used for training the models, 15% were used for the model 
validation and remaining 15% were used for the testing. Details of the evaluation procedures are as 
follows.  

4.1 Evaluation of the Sugeno Fuzzy Models Based On Aggregation and 
Defuzzification Techniques 

The Sugeno Fuzzy Model described in 3.3.1 was evaluated using the Aggregation and Defuzzification 
Techniques. The two Aggregation techniques (Prob_ Probor and Max_Min) where combined with the 
Wtsum and Wtaver Defuzzification Techniques. The result is as shown in table 1. 

Table 1: Sugeno Fuzzy Model Evaluation Based On Aggregation and Defuzzification Techniques 

 

 

 

Aggregation 
Techniques Prob_Probor Max_Min 

Defuzzification 
Techniques Wtsum Wtaver Wtsum Wtaver 

(MAE)  2190.5 3489.4  1342.8  13936.4 
(RMSE)  46.9  59.1  36.7  118.1 
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Table 1 shows the performance of four types of Sugeno Fuzzy models. In all, the models with Wtsum 
deffuzification are the best. They have the least MAE and RMSE values when compared with those of  
Wtaver deffuzification. Attempt was made to convert the best  of the models (MAE: 1342.8 and RMSE: 
36.7) with Max-Min Aggregation and Wtsum deffuzification to Adaptive Neuro-Fuzzy Inference System 
(ANFIS) model. However, it was realized that ANFIS support only Sugeno with Wtaver deffuzification. To 
this end, the Sugeno model with the least value (MAE: 3489.4 and RMSE: 59.1) and Prob_Probor 
Aggregation Technique made the choice for building the ANFIS models whose performances are further 
shown in Table 2.  

4.2 Evaluation of ANFIS Based on Training Methods 
The effect of training and the choice of training methods were determined by taken two copies of the 
untrained ANFIS model which was the direct transformation of the Sugeno.  The first copy was trained 
using the Back propagation method while the second copy was trained by the Hybrid (Least Square 
Estimation and Gredient Descent) method. The result is as shown in Table Tb. 

Table 2: Effects of Training Methods on ANFIS 

 

 

 

As shown, table 2 reveals the performance of three categories of the ANFIS models. The MAE and RMSE 
of the untrained ANFIS are 2190.5 and 46.9 respectively. This significant improvement over the Sugeno 
equivalent with MAE (3489.4) and RMSE (59.1) even before training of the model reveals the strength of 
the ANFIS architecture. The quest for optimized model however necessitated training model using the 
Back Propagation and the Hybrid Training Techniques. The performance of the Back propagation trained 
model is 2074.8 for the MAE and 45.6 for the RMSE. These error figures are very high when compared 
with those obtained when the Hybrid training methods were used. In the Hybrid model which is the best, 
the MAE was 127.4 and the RMSE was 11.3. This information established the fact that adaptive network 
trained by the Hybrid algorithm (Forward and Backward – two passes) will outperform the untrained and 
a one pass trained network of the same architecture. This deduction provides the bases for using the 
Hybrid training for the ANFIS model built on Expert knowledge and four other ANFIS models built on 
Historical data (Isiaka, 2014) and default membership functions. The details of the performances of these 
five (5) models follow. 

4.3 Evaluation of ANFIS Models Based on Identification Techniques and 
Membership Functions 

The knowledge discovered in the results of the experiment on the best Sugeno fuzzy model in table 1 and 
that of table 2 on the appropriate choice of training algorithm came into play in designing equivalent 
ANFIS models. The models were developed based on Historical data and varied four (4) default 
membership functions (MF). The membership functions considered are Triangular MF, Gaussian (MF), G-
Bells MF and Sigmoid MF. The performances of these models were compared with the developed experts’ 
knowledge based model. The Precision Accuracy of the five models shown in Table 3. 

ANFIS (Prob_Probor/Wtaver) 
Metrics Before Training After  Back Propagation 

Training 
After Hybrid Training 

(MAE) 2190.5 2074.8 127.4 
(RMSE) 46.9 45.6 11.3 
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Table 3: Comparison of the Models by Precision Accuracy 

 

 

 

 

Table 3 shows the MAE and RMSE for the Expert based model and those based on Historical data. The G-
Bells model display the worst performance, it was ranked 5th, because its performance estimates for the 
MAE and the RMSE are 168.0 and 13.0 respectively.  The model with Triagular MF was ranked 4th, its MAE 
is 163.2 and its RMSE is 12.8. The 3rd in the ranking is the Gaussian MF based model. The table shows that 
the 2nd best model is the Sigmoid MF based model while best of the five models in consideration is the 
formulated model. The MAE and RMSE for the 2nd best are 157.6 and 12.6 respectively. The MAE and 
RMSE for the Expert based which is the best of the models are 127.4 and 11.3 respectively. Furthermore, 
in Table 4, the superiority of the developed model was further demonstrated.  

Table 4: Comparison of Neuro-Fuzzy Models Complexity 

Model Types:  ANFIS 
Partitioning Methods:  Grid 

Optimization Techniques:  Hybrid 
Membership 

Functions 
Training 

Time (sec) 
Epoch Training 

Errors 
Training 

Data Errors 
Validation 

Data Errors 
Ranking 

Developed Model 5 40 10.6538 10.6506 9.6042 1 
Triangular 5 40 12.5577 12.5566 13.2108 3 
Gaussian 4 40 12.7555 12.7529 13.3295 4 
G-Bells 5 40 13.2678 13.2591 13.9856 5 
Sigmoid 5 40 12.7382 12.5532 12.6077 2 

Table 4 shows that the developed model has the least complexity figures, follow by Sigmoidal MF models. 
There is a swap of ranking positions between the Triangle MF model and the Gaussian MF model. In 
complexity the Triangle MF model outperformed the Gaussian. The G-Bells model retained the worth 
performance ranking of 5th position.  

Finally, the Classification Accuracy of the models were determined as shown in table 5 and table 6 

Table 5: Measures of Classification Accuracy of the Models  

Positive (Proceed) = 67.0 
Negative (Repeat) = 83.0 

Total = 150.0 
Expected Values Develop Model Triangle Model Gaussian Model G-Bells Model Sigmoid Model 

TP 67.0 66.0 67.0 67.0 64.0 
TN 74.0 65.0 66.0 68.0 67.0 
FP 9.0 18.0 17.0 15.0 16.0 
FN 0.0 1.0 0.0 0.0 3.0 

Metrics      
Accuracy 

(TP +TN) / (P+N) 
0.9 0.9 1.0 1.0 1.0 

Precision 
TP  /  (TP+FP) 

0.9 0.8 0.8 0.8 0.8 

Recall 
TP  /  (TP+FN) 

0.5 0.5 0.5 0.5 0.5 

Model Types:  ANFIS 
Partitioning Methods:  Grid 

Optimization Techniques:  Hybrid 
Membership Functions MAE RMSE Ranking 

Developed Model 127.4 11.3 1 
Triangle 163.2 12.8 4 
Gaussian 160.4 12.7 3 
G. Bells 168.0 13.0 5 
Sigmoid 157.6 12.6 2 
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The analysis in table Table 5 shows that Gaussian, G-Bells and Sigmoidal membership function based 
model have accuracy value of 1.0 which is higher by 0.1 when compared with the 0.9 of the developed 
and Triangle MF models. The less accuracy value of the developed model does not discredit it supremacy, 
this is because accuracy has been adjudged to be a non sensitive metric especially when handling 
unbalanced dataset (). Secondly and most importantly is the precision value in which the developed model 
has 0.9 where the value for other models is 0.8. Finally, the developed model is in per with others in the 
Recall capability. Table 6 provides the compacted view of the classification accuracy of the models in a 
Confusion Matrix.  

Table 6: The Confusion Matrix of Classification Models  

 

The Confusion Matrix as shown in Table 6 provides another evidence for rating the developed model 
higher than others. As indicated, the developed model has the best True Positive value of 67.0 which is 
the highest, though it shares this figure with Gaussian and G.Bell models. However, its strength over these 
two is vivid from its 9.0 False Positive (FP) value which is very low when compared with 17.0 and 15.0 for 
Gaussian and G.Bell models respectively. Furthermore, the developed model did not have a single False 
Negative and its True Negative (74.0) is the best. The implications of this figures among others is that the 
system shall not in any way disadvantage any student.  

5 Conclusion 
This work demonstrates an approach to overcome the challenges of system identification by Trial and 
Error method. It recommends that a FIS of a problem should be created using whatever level of expert 
knowledge that may be available. Such model should then be transformed to ANFIS via its Sugeno 
equivalent. The transformed model can trained for better performance if historical data is available. The 
hybrid training technique is recommended since it has proven to be the most efficient. Moving forward, 
this approach shall be tested in different domain and on other Neuro Fuzzy Model.  
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ABSTRACT 

In order to meet Service Level Agreement (SLA) requirements, efficient scaling of Virtual Machine (VM) 
resources in cloud computing needs to be provisioned  ahead due to the instantiation time required by 
the VM. One way to do this is by predicting future resource demands. The existing research on VM 
resource provisioning are either reactive in their approach or use only non-business level metrics. In this 
research, a Cloud client prediction model for TPC-W benchmark web application is developed and 
evaluated using three machine learning techniques: Support Vector Regression (SVR), Neural Networks 
(NN) and Linear Regression (LR). Business level metrics for Response Time and Throughput are included 
in the prediction model with the aim of providing cloud clients with a more robust scaling decision choice. 
Results and analysis from the experiments carried out on Amazon Elastic Compute Cloud (EC2) show that 
Support Vector Regression provides the best prediction model for random-like workload traffic pattern. 

Keywords— Cloud Computing, Resource Provisioning, Prediction, Machine Learning, Support Vector 
Machine, Neural Network, Linear Regression  

1 Introduction 
 The three main markets associated with cloud computing include Infrastructure-as-a-Service (IaaS), 
Platform-as-a-Service (PaaS) and Software-as-a-service (SaaS) [35]. Popular providers of these services are 
Amazon Elastic Compute Cloud (Amazon EC2), Google App engine and Salesforce respectively. These 
services (IaaS, PaaS and SaaS) can be made accessible to the public, otherwise called public cloud or 
restricted for private use (private cloud). Sometimes, these services can be hosted on a hybrid cloud which 
is a composition of both public and private clouds. One area that researchers have focused on is resource 
management. Quiroz et al [37] described four stages of data center resource management: Virtual 
Machine (VM) Provisioning, Resource Provisioning (includes mapping and scheduling requests onto 
distributed physical resources), Run-time Management and Workload Modeling. In this work, focus will 
be on VM Provisioning. In trying to meet up with both client Service Level Agreement (SLA) for Quality of 
Service (QoS) and their own operating cost, cloud providers are faced with the challenges of under-
provisioning and over-provisioning Under-provisioning often leads to SLA penalty resulting in revenue loss 
on the part of the cloud providers [7], [19], [20] and also a poor Quality of Experience (QoE) for the cloud 
clients. On the other hand, over-provisioning can lead to excessive energy consumption, culminating in 
high operating cost and waste of resources [7], [19], [20]; though this has no negative impact on the client. 

DOI: 10.14738/tmlai.41.1690 
Publication Date: 27th February, 2016 
URL: http://dx.doi.org/10.14738/tmlai.41.1690 

 

mailto:ajila@sce.carleton.ca


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume  4 ,  Issue 1,  Feb 2016 
 

Accurate VM provisioning is a challenging research area that seeks to address the two extremes especially 
where user workload requirements cannot be determined a priori. Furthermore, VM boot up time has 
been reported to span various time durations before it is ready to operate [3], [28], [32], [35], [37], [39]; 
specifically from between 5 and 10 minutes [3], [32], and between 5 and 15 minutes [39]. It is believed 
that during this time of system and resource unavailability, requests cannot be serviced which can lead to 
penalty on the part of the cloud providers. Multiplying this lag time over several server instantiations in a 
data center can result in heavy cumulative penalties. These penalties or compensations to the client 
cannot redeem the poor QoE the customers must have perceived. To this end, cloud clients can take a 
proactive step to mitigate reputational loss by controlling their VM provisioning using the Cloud provider's 
API. One of the numerous strategies available to the client is a predictive approach wherein insight into 
the future resource usage (CPU, memory, network and disk I/O utilization) may help in scaling decisions 
ahead of time, thus, compensating for the start-up lag time [13]. Present monitoring metrics made 
available to clients are limited to CPU utilization, memory and network. These may not give a holistic view 
of the QoS. For instance, a web server may not necessarily be saturated for an SLA breach to occur. 
Therefore, CPU based scaling decisions may not achieve the goal of accurate VM provisioning. Several 
predictive resource usage approaches exist, such as pattern matching and machine learning. In fact, the 
use of machine learning as a predictive tool to allow dynamic scaling is one way of mitigating the challenge 
of resource scaling [6]. In this work, we evaluated the ability in forecasting future resource usage in a 
multi-tier web application of the following machine learning techniques: Neural Network (NN), Linear 
Regression (LR) and Support Vector Regression (SVR). In addition, the cloud watch metrics is extended by 
including two business level metrics: Throughput and Response time.  

We used Amazon EC2, a public cloud for resource provisioning. The selection of this cloud provider is 
based on the availability of documentation, open source Application Programming Interface (API) and a 
vast array of instance types to select from (representing either on-demand, reserved or spot instances). 
Finally, being an early entrant in providing IaaS, Amazon EC2 boasts of a very good technical support team. 

The rest of this paper is organized as follows. Section II discusses the background, state of the art, and the 
related work, while section III presents the methodology employed in this research work. Section IV 
discusses the experimental setup by emphasizing feature selection, data collection, feature reduction, 
CPU utilization and training, parameter selection for response time and throughput. Section V presents 
the simulation and analyses the results for each model (LR, NN, and SVR). A comparison of the models is 
carried out and a sensitivity analysis using Little’s law is done. Section VI gives a conclusion and suggestion 
for future work.  

2 Background, State Of The Art and Related Works 

2.1 Background Works 
In our exploratory work [8], we developed and evaluated cloud client prediction models for TPC-W 
benchmark web application based on Neural Network (NN), Linear Regression (LR) and Support Vector 
Machine (SVM), and using a linear traffic workload (TPC-W) pattern and 170 minutes of experiment time 
in terms of data collection. This initial exploratory work sets the stage for a second phase based on a more 
random and non-linear traffic pattern [1] implemented on a public cloud environment: Amazon Elastic 
Compute Cloud (Amazon EC2) infrastructure. In this phase, we maintained the same architecture as the 
first phase and increased the experiment time to 532 minutes (compared to 170 minutes for the first 
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phase). We noticed that during the second phase of the research work the feature selection, parameter 
setting for LR, NN, and SVR, and data training play crucial roles in the simulation results. Due to the big 
variance between the actual and predicted resource provisioning (cf. Appendix C and especially in the 
case of LR and NN), we decided to take a further study of the feature selection, parameter setting, and 
training to make sure the final result is as close to reality as possible. So, the content of this paper is a 
more complete research that includes:  

• We maintained the same architecture as phases 1 and 2. 
• We retained the inclusion of two SLA metrics: response time and throughput.  
• We studied the effects of the various TPC-W workloads used in the experiment on the 

system performance of the database tier. 
• We carried out simulations for the selection of parameters and features for the purposes 

of data training and learning. 
• We maintained the same evaluation of the prediction capability of Support Vector 

Machine, Neural Network and Linear Regression using three benchmark workloads from 
TPC-W in:  

o An extended experimentation time frame of 532 minutes as opposed to 170 
minutes in the first phase. 

o Traffic patterns wherein workloads spike up and down and then stabilize in a 
randomized manner; a pattern we reckon to be somewhat realistic. 

Amazon EC2 offers three different instance purchasing options: On-Demand Instances, Reserved 
Instances and Spot Instances.  

2.2 State of the Art  
2.2.1 Amazon Elastic Compute Cloud (Amazon EC2) 

Amazon EC2 is a web service that provides resizable compute capacity in the cloud. Amazon EC2 benefits 
include: elasticity, multiple instance types, operating systems and software packages, and a commitment 
to 99.95% availability for each EC2 Region. Finally and importantly, EC2 offer a very low per hour pay rate 
for the compute capacity consumed. Amazon EC2 has a range of instance types [3]. TABLE 1 summarizes 
some instance types and their specifications. 

Table 1 Amazon Instance Type Specifications 

Instance Type Platform CPU Memory 
(GB) 

Disk (GB) Cost/Hr ($) 

M1.Small 32 or 64-bit 1 ECU 1.7 160 0.060 
M1.Medium 32 or 64-bit 2 ECU 3.7 410 0.120 

M1.Large 64-bit 4 ECU 7.5 850 0.240 
M1.Extra 

Large 
64-bit 8 ECU 15 1690 0.480 

T1.micro 32 or 64-bit Up to 2 
ECU 

0.613 8 0.020 

High Memory 
Extra Large 

64-bit 6.5 ECU 17.1 420 0.410 

High-CPU 
Medium 

32 or 64-bit 5 ECU 1.7 350 0.145 
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2.3  Machine Learning 
According to Wang and Summers [46], machine learning is the study of algorithms that run on computer 
systems which can learn complex relationships or patterns from empirical data and make accurate 
decisions. It is classified machine learning into supervised learning, semi-supervised learning and 
unsupervised learning.  Supervised learning is to deduce a functional relationship from training data that 
generalizes well to testing data. Unsupervised learning on the other hand seeks to discover relationships 
between samples or reveal the latent variables behind the observations. Semi-supervised learning falls 
between supervised and unsupervised by utilizing both labeled and unlabeled data during the training 
phase [46]. Supervised learning has been employed because its purpose matches the problem area of this 
work.  

2.4 Related Works 
Several authors have worked in the area of resource provisioning using different approaches. This section 
presents some of the related techniques (Threshold-based, Control Theory, Reinforcement Learning, and 
Time Series). 

Han et al [24] proposed and implemented a lightweight approach to enable cost-effective elasticity for 
cloud applications. Their solution which was centered on the cloud provider’s side employed two scaling 
techniques to support QoS requirements of the application owner: Self-healing and Resource-level 
scaling. For self-healing, idle resources of one VM can be used to release the overloaded resources in 
another while resource-level scaling is based on using unallocated resources at a particular physical 
machine to scale up a VM executing on it. Though their scaling technique (scale up or down) can be 
completed very fast; in a matter of milliseconds, the reactive scaling mechanism employed would 
definitely lead to SLA penalty when a new VM provisioning is required. Furthermore, some resource 
providers may choose not to export the access to hypervisor-level actuators of the cloud computing 
infrastructure, such as controlling the CPU and memory allocations [34]. This constraint makes their work 
restrictive and not easily generalized. The work by Hasan, M.Z. et al [25] provided cloud clients (tenants) 
the ability to set policies which indicated conditions under which resources should be auto-scaled. Their 
Integrated and Autonomic Cloud Resource Scaler (IACRS) integrates performance metrics from other 
multiple domains (compute, network and storage) in making scaling decisions. The proposed algorithm is 
a departure from scaling decisions using the regular singular metric (CPU), the algorithm has not been 
implemented and thus provides no performance evaluation of any kind. In addition, their approach was 
also reactive and VM boot up or lag time would result in SLA penalty.    

According to Lorido-Botran, T. et al [35], control theory has been applied to automate the management 
of web server systems and data centers, and it shows interesting results in cloud computing. Control 
systems are either closed loop or open loop systems. For the open loop system, control action does not 
depend on the system output (non-feedback) while in the case of closed loop; the controller output µ(𝑡𝑡) 
tries to force the system output 𝐶𝐶(𝑡𝑡) to be equal to the reference input  𝑅𝑅(𝑡𝑡) at any time 𝑡𝑡 irrespective 
of the disturbance Δ𝐷𝐷 [5]. Ghanbari, H. et al [26] used control theory to find a proper reservation action 
(immediate, in-advance, best effort or auction based reservation) at any given time based on the current 
system state. This approach tried to minimize the average response time and at the same time minimize 
resource cost by selecting the most appropriate reservation action.  Though the authors agreed that best 
effort or on-demand reservation may not be provisioned in a timely manner, no discussion on how to 
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handle this possible reservation action was mentioned. Lim, H.C. et al [34] proposed that cloud customers 
should be empowered to operate their own dynamic controllers, outside or as extensions to the cloud 
platform itself. The solution centered on adapting the control policy for cases where fine grained actuators 
for adjusting CPU entitlements are not made available by cloud providers. They introduced proportional 
thresholding policy which modifies an integral control by using a dynamic target range (CPU utilization for 
example), instead of a single target value.    

Reinforcement learning (RL) is another type of automatic decision-making approach that can be applied 
to VM provisioning [35]. It is well suited to cloud computing as it does not require a priori knowledge of 
the application performance model, but rather learns it as the application runs [18]. Dutreilh, X. et al [18] 
used the Q-learning algorithm for their work as the Q-function is easy to learn from experience. The 
approach is; given a controlled system, the learning agent repeatedly observes the current state 
(workload, number of VMs and performance SLA), takes an action and then a transition to a new state 
occurs. The new state and corresponding reward is then observed. However, because defining the policy 
from which decisions can be chosen can take a long time (exploration and exploitation [38]) the authors 
introduced a convergence speedup phase at regular intervals to hasten the learning process.  

Time series analysis could be used to find repeating patterns in the input workload or try to forecast future 
values. For example, a certain performance metric, such as average CPU load (utilization) will be 
periodically sampled at fixed intervals. The result will be a time-series 𝑋𝑋 containing a sequence of the last 
𝑤𝑤 observations [35]: 𝑋𝑋 = 𝑥𝑥𝑡𝑡 ,𝑥𝑥𝑡𝑡−1,𝑥𝑥𝑡𝑡−2, … , 𝑥𝑥𝑡𝑡−𝑤𝑤+1 Several authors have used time series analysis for 
dynamic VM provisioning; for example, the work presented by Sadeka, I. et al [39] also concerns the use 
of time-series analysis for adaptive resource provisioning in the cloud. Their proposed prediction 
framework used statistical models that are able to speculate the future surge in resource requirement; 
thereby enabling proactive scaling to handle temporal bursty workload. The authors evaluated the 
prediction capabilities of two machine learning algorithms: Neural Network and Linear Regression. 
Historical data was first collected by using the TPC-W benchmarking e-commerce application hosted on 
Amazon cloud. The sampled CPU utilization dataset was then used to train both learning algorithms after 
which a forecast of the future CPU utilization on a 12 minute interval (the average boot up time for a new 
VM instance) was carried out. The same training procedure was employed with the sliding window 
technique which works by anchoring the left point of a potential segment at the first data point of a time 
series, then attempting to approximate the data to the right with increasing longer segments [29]. 
Performance evaluation of the two learning algorithms showed that Neural Network demonstrated 
enhanced accurate prediction capability compared to Linear Regression. 

Our work aims at analyzing the problem of resource provisioning from the Cloud client’s perspective with 
the ability of the hosted application to make scaling decisions by not only evaluating the future resource 
utilization but also considering business SLA metrics of response time and throughput; thus providing a 
tripartite auto-scaling decision matrix. The prediction model that we used to achieve this in a multi-tier 
web application is a set of machine learning techniques – Neural Network, Linear Regression and Support 
Vector Machine. These techniques would be evaluated using Mean Absolute Percentage Error (MAPE), 
Mean Absolute Error (MAE) Root Mean Square Error (RMSE) and PRED (25). 
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3 Methodology and Tools 
In this section, we describe our methodology for predictive resource provisioning for multi-tier web 
applications using machine learning to develop the performance prediction model (Fig. 1). NN and LR have 
been widely explored by several authors in building prediction models [13], [11], [19], and [9]. Recently 
SVM, a powerful classification technique [11] has been gaining significant popularity in time series and 
regression prediction [8], [10], and [14]. We introduce these learning techniques below. 

3.1 Linear Regression 
A linear regression model assumes that the regression function 𝐸𝐸(𝑌𝑌|𝑋𝑋) is linear in the input 𝑋𝑋1, … , 𝑋𝑋𝑝𝑝. 
It is simple and often provides an adequate and interpretable description of how the inputs affect the 
output [45]. It is one of the staple methods in statistics and it finds application in numeric prediction 
especially where both the output or target class and the attributes or features are numeric [47]. The linear 
regression model has the form: 

𝑓𝑓(𝑋𝑋) =  𝛽𝛽0 + ∑ 𝑋𝑋𝑗𝑗𝛽𝛽𝑗𝑗
𝑝𝑝
𝑗𝑗=1 …                                                               (1).  

The 𝛽𝛽𝑗𝑗’s are the unknown parameters or coefficients, and the variables 𝑋𝑋𝑗𝑗 are the quantitative inputs or 
attributes. Typically, the parameters 𝛽𝛽 are estimated from a set of training data (𝑥𝑥1,𝑦𝑦1) … (𝑥𝑥𝑁𝑁 ,𝑦𝑦𝑁𝑁) [45], 
[47]. Each (𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, … , 𝑥𝑥𝑖𝑖𝑖𝑖)T is a vector of feature measurements for the 𝑖𝑖th case. The most popular 
estimation method is least squares, wherein we pick the coefficients 𝛽𝛽 = �𝛽𝛽0,𝛽𝛽1, … ,𝛽𝛽𝑝𝑝�T to minimize the 
residual sum of squares (RSS) [58] 

𝑅𝑅𝑅𝑅𝑅𝑅(𝛽𝛽) =  ∑ (𝑦𝑦𝑖𝑖 − 𝑓𝑓(𝑥𝑥𝑖𝑖))𝑁𝑁
𝑖𝑖=1

2   =  ∑ (𝑦𝑦𝑖𝑖 − 𝛽𝛽0 −  ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝛽𝛽𝑗𝑗
𝑝𝑝
𝑗𝑗=1 ))𝑁𝑁

𝑖𝑖=1
2               (2) 

  
Linear regression is an excellent, simple scheme for numeric prediction. However, linear models suffer 
from the disadvantage of non-linearity: if the data exhibits a non-linear dependency, the best fitting 
straight line will be found [47]. 

3.2 Neural Network 
A neural network (NN) is a two-stage regression or classification model, typically represented by a network 
diagram [58]. Several variants of neural network classifier (algorithm) exist, some of which are; feed-
forward, back-propagation, time delay and error correction neural network classifier. According to Trevor, 
H. et al [45], there is typically one output unit 𝑌𝑌1 at the top i.e. 𝐾𝐾 = 1 for regression problems though 
multiple quantitative responses can be handled in a seamless fashion. Derived features 𝑍𝑍𝑚𝑚 are created 
from linear combinations of the input, and then the target 𝑌𝑌𝑘𝑘  is modeled as a function of linear 
combinations of the 𝑍𝑍𝑚𝑚, 

 

(3) 

 
Where 𝑍𝑍 = (𝑍𝑍1, 𝑍𝑍2,…, 𝑍𝑍𝑀𝑀), and 𝑇𝑇 = (𝑇𝑇1,𝑇𝑇2, … ,𝑇𝑇𝐾𝐾). The activation function 𝜎𝜎(𝑣𝑣) is usually chosen to be 

the sigmoid 𝜎𝜎(𝑣𝑣) = 1
(1+ 𝑒𝑒𝑣𝑣)

. Sometimes, Gaussian radial basis functions are used for 𝜎𝜎(𝑣𝑣), producing what 

is known as a radial basis function network [45]. The units in the middle of the network, computing the 
derived features 𝑍𝑍𝑚𝑚, are called hidden units because the values  𝑍𝑍𝑚𝑚 are not directly observed. The neural 
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network model has unknown parameters, often called weights, and we seek values for them that make 
the model fit the training data well. The complete set of weights θ, consists of   

{𝛼𝛼0𝑚𝑚,𝛼𝛼𝑚𝑚;𝑚𝑚 = 1,2, … ,𝑀𝑀}    𝑀𝑀(𝑝𝑝 + 1) weights and {𝛽𝛽0𝑘𝑘,𝛽𝛽𝑘𝑘;𝑘𝑘 = 1,2, … ,𝐾𝐾}    𝐾𝐾(𝑀𝑀 + 1) weights              (4)                                          
 
For regression, the sum-of-squares errors is used as the error function [45] 

𝑅𝑅(𝜃𝜃) = ∑ ∑ (𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑓𝑓𝑘𝑘(𝑥𝑥𝑖𝑖))𝑁𝑁
𝑖𝑖=1

𝐾𝐾
𝑘𝑘=1

2.                                                        (5) 

The generic approach to minimizing 𝑅𝑅(𝜃𝜃) is by gradient decent, called back-propagation.  

3.3 Support Vector Machine 
According to Sakr, G.E et al [40], Support Vector Machine (SVM) is a machine learning algorithm that uses 
a linear hyperplane to create a classifier with a maximal margin. For cases where the data is not linearly 
separable, the SVM maps the data into a higher dimensional space called the feature space. It has the 
advantage of reducing problems of overfitting or local minima. In addition, it is based on structural risk 
minimization as opposed to the empirical risk minimization of neural networks [30]. SVM now finds 
application in regression and is termed Support Vector Regression (SVR). The goal of SVR is to find a 
function that has at most 𝜀𝜀 (the precision by which the function is to be approximated) deviation from the 
actual obtained target for all training data with as much flatness as possible [41], [42].   

Given training data (𝑥𝑥𝑖𝑖,𝑦𝑦𝑖𝑖) (𝑖𝑖 = 1, … 𝑙𝑙), where x is an n-dimensional input with 𝑥𝑥 ∈ 𝑅𝑅𝑛𝑛 and the output 
is 𝑦𝑦 ∈ 𝑅𝑅, the linear regression model can be written as [22], [42]: 

 𝑓𝑓(𝑥𝑥) = < 𝑤𝑤, 𝑥𝑥 >  + 𝑏𝑏 , 𝑤𝑤, 𝑥𝑥 ∈ 𝑅𝑅𝑛𝑛,𝑏𝑏 ∈ 𝑅𝑅                        (6)  

where 𝑓𝑓(𝑥𝑥) is the target function and <. , . > denotes the dot product in 𝑅𝑅𝑛𝑛. To achieve the flatness, 𝑤𝑤 is 
minimized i.e. ||𝑤𝑤|| 2 =< 𝑤𝑤,𝑤𝑤 >. This can further be written as a convex optimization problem: minimize 
1
2

||𝑤𝑤|| 2 subject to the constraint  

  �𝑦𝑦𝑖𝑖  − < 𝑤𝑤, 𝑥𝑥𝑖𝑖 >  −𝑏𝑏 ≤  𝜀𝜀
< 𝑤𝑤, 𝑥𝑥𝑖𝑖 >  +𝑏𝑏 − 𝑦𝑦𝑖𝑖  ≤  𝜀𝜀                                            (7) 

Equation (7) assumes that there is always a function 𝑓𝑓  that approximates all pairs of �𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖�  with 𝜀𝜀 
precision. However, according to Dashevskiy and Luo [17]; this function may not be obtainable thus 
necessitating the introduction of slack variables  𝛾𝛾𝑖𝑖 , 𝛾𝛾𝑖𝑖∗  to handle infeasible constraints. Therefore, 
equation (7) leads to 

Minimize 1
2

||𝑤𝑤|| 2 + C ∑ (𝛾𝛾𝑖𝑖 + 𝛾𝛾𝑖𝑖∗ )𝑛𝑛
𝑖𝑖=1    subject to 

 �
𝑦𝑦𝑖𝑖 − < 𝑤𝑤, 𝑥𝑥𝑖𝑖 >  −𝑏𝑏 ≤  𝜀𝜀 + 𝛾𝛾𝑖𝑖  
< 𝑤𝑤, 𝑥𝑥𝑖𝑖 >  +𝑏𝑏 − 𝑦𝑦𝑦𝑦 ≤  𝜀𝜀 + 𝛾𝛾𝑖𝑖∗

𝛾𝛾𝑖𝑖 , 𝛾𝛾𝑖𝑖∗ ≥ 0
                (8) 

The constant 𝐶𝐶 > 0 determines the trade-off between the flatness of 𝑓𝑓  and the amount up to which 
deviations larger than 𝜀𝜀 are tolerated. Equation (8) can be reformulated and solved to give the optimal 
Lagrange multipliers 𝛼𝛼 𝑎𝑎𝑎𝑎𝑎𝑎 𝛼𝛼∗  with 𝑤𝑤 and 𝑏𝑏 given as 

 𝑤𝑤 =  ∑ (𝛼𝛼 − 𝛼𝛼∗ )𝑛𝑛
𝑖𝑖=1 𝑥𝑥𝑖𝑖   and                                       (9) 
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b = −1
2

< 𝑤𝑤, (𝑥𝑥𝑟𝑟 +  𝑥𝑥𝑠𝑠), 𝑥𝑥𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑠𝑠 are the support vectors.                                (10) 

  
Inserting (9) and (10) into (6) yields 

   𝑓𝑓(𝑥𝑥) =  ∑ (𝛼𝛼 − 𝛼𝛼∗ )𝑛𝑛
𝑖𝑖=1 < 𝑥𝑥𝑖𝑖, 𝑥𝑥 > +𝑏𝑏                                                (11) 

This generic approach is usually extended for nonlinear functions. This is done by replacing 𝑥𝑥𝑖𝑖 with 𝜑𝜑(𝑥𝑥𝑖𝑖); 
a feature space that linearizes the relation between 𝑥𝑥𝑖𝑖  and 𝑦𝑦𝑖𝑖  [20].  

Therefore, (11) can be re-written as: 

  𝑓𝑓(𝑥𝑥) =  ∑ (𝛼𝛼 − 𝛼𝛼∗ )𝑛𝑛
𝑖𝑖=1  𝐾𝐾 < 𝑥𝑥𝑖𝑖, 𝑥𝑥 > +𝑏𝑏                                      (12)  

where  𝐾𝐾 < 𝑥𝑥𝑖𝑖, 𝑥𝑥 > = < 𝜑𝜑(𝑥𝑥𝑖𝑖), 𝜑𝜑(𝑥𝑥) is the so called kernel function. 

The four basic kernels used are [20]: 

• Linear: 𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥) =  𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥 
• Polynomial: 𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥) = (𝛾𝛾𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥 + 𝑟𝑟)d , 𝛾𝛾 > 0. 
• Radial basis function (RBF): 𝐾𝐾(𝑥𝑥𝑖𝑖 , 𝑥𝑥) = exp (−𝛾𝛾||𝑥𝑥𝑖𝑖 − 𝑥𝑥||2) , 𝛾𝛾 > 0. 
• Sigmoid: 𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥) = tanh (𝛾𝛾𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥 + 𝑟𝑟). 

 
Where 𝛾𝛾, 𝑟𝑟 𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑 are kernel parameters 

4 Setup of the Experiment 

4.1 System Architecture 
The cloud client prediction model for cloud resource provisioning in a multitier web application 
environment has the following components in the overall architecture (Figure 1): 

• Client infrastructure: This is a High-CPU Instance with 1.7 GB of memory, 5 EC2 Compute Units (2 
virtual cores with 2.5 EC2 Compute Units each) and 350 GB of instance storage. The TPC-W 
emulator is executed on this infrastructure 

• Web server infrastructure: This is a 3.75 GB of memory, 2 EC2 Compute Unit (1 virtual core with 
2 EC2 Compute Unit) and 410GB instance storage. The Java implementation of the TPC-W 
benchmark is deployed on a Tomcat web server environment 

• Database server infrastructure: This is a 7.5 GB of memory, 4 EC2 Compute Units (2 virtual cores 
with 2 EC2 Compute Units each) and 850GB instance storage. MYSQL is the relational database 
management system used. 

 
Figure 1. Architecture of the System  
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The Waikato Environment for Knowledge Analysis (WEKA) is used to train and test the three machine 
learning techniques. WEKA is a Java data mining software that has a collection of machine learning 
algorithms including SVR, NN and LR [22]. In this work the Explorer application (a GUI option) which is an 
environment for exploring data with WEKA is selected. The choice of WEKA is hinged on its open source 
availability and rich suite of several learning algorithms including SVR, NN and LR. 

4.2 Experimental Setup 
4.2.1 Feature Selection 

We base our prediction models on a continuous observation of a number of specific features [40]. The 
following initial features are selected for the three target values (CPU utilization, response time and 
throughput) [2]: 

• DiskReadOps: This metric identifies the rate at which an application reads a disk. 
• DiskWriteOps: This metric identifies the rate at which an application writes to a hard disk. 
• DiskReadBytes: This metric is used to determine the volume of the data the application reads from 

the hard disk of the instance. 
• DiskWriteBytes: This metric is used to determine the volume of the data the application writes 

onto the hard disk of the instance. 
• NetworkIn: This metric identifies the volume of incoming network traffic to an application on a 

single instance. 
• NetworkOut: This metric identifies the volume of outgoing network traffic to an application on a 

single instance. 
• Memory Utilized: This metric collects and sends the memory utilization excluding cache memory 

and buffers. 
• Memory Available: This metric collects and sends available memory used by the operating system 

and the application. 
• Swap Utilized: The amount of swap spaced utilized. 

4.2.2 Data collection using TPC-W benchmark 

TPC-W has been used by several authors [12], [48] for resource provisioning and capacity planning [39]. 
Similar to Sadeka et al. [39], a Java implementation of TPC-W that emulates an online bookshop is used. 
It is deployed on a-two-tier architecture as depicted in Fig. 1. The system resource metrics like CPU 
utilization and memory used are collected from the web server while the response time and throughput 
are measured from the “client’s” end. TPC-W has a remote browser emulator (RBE) that allows a single 
node to emulate several clients. The response time in this context is the time lag between when a page 
request is made to the reception of the last byte of the HTML response page. Similarly, the throughput is 
the total number of web interactions completed during an experimental run. TPC-W has 14 web 
interactions characteristics of which 6 belong to the Browsing category and the other 8 to the Ordering 
category.  The three workload mixes used by TPC-W: Browsing, Shopping and Ordering are made up of a 
combination of Browsing and Ordering categories. For instance, Browsing mix is made up of 95% Browsing 
category (consists of 6 web interactions that make up the 95%) and 5% Ordering category (consists of 8 
web interactions that make up the 5%). For this experiment, the N – number of clients in Fig. 1 refers to 
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the number of users participating in any of the three workload mixes. Table 2 shows some randomly 
selected workload mix used in the course of the experiments. During the 1st to 7th minute, there are 84 
Shopping mix users, 52 Browsing mix users and 52 Ordering mix users simultaneously making requests to 
the Web server (a total of 188 user requests). Each workload mix runs for 7 minutes and the choice of this 
time interval is intuitive as there is no documented time frame for how long workload mix should run. By 
adjusting the number of emulated clients in a random pattern, a changing workload that sends requests 
to the web server in a continuous fashion throughout the duration of the experiment is created. Amazon 
EC2 has a web service that enables monitoring, managing and publishing of various metrics [2]. The 
traditional Top command in Linux is not used as this command give metrics for the underlying host and 
not the actual instance [4]. Feature readings (defined in Section IV) are collected every 60 seconds by 
some customized Java batch scripts. For instance, to collect CPU utilization the Amazon EC2 API is: “"mon-
get-stats CPUUtilization --start-time 2013-01-08T19:17:00 --end-time 2013-01-08T19:50:00 --period 60 --
statistics “+stat+” --namespace “+namesp+" --dimensions “+ dimen”. The “--statistics” parameter returns 
the average reading over 60 seconds while “--dimensions” is the instance-id; the “--namespace” is a 
conceptual container for metrics [2] and for this work the EC2 namespace is used.   

  

The duration for the entire experiment is 532 minutes. The data is then used to build the prediction model 
from which forecast can be made for future resource requirement and business level metrics of the web 
server. 

4.2.3 Feature reduction 

The importance of selecting the right features for prediction modeling is very critical to reducing the 
potential source of error as the data mining principle of “junk in, junk out” means erroneous predictions 
can occur even if the prediction algorithm is optimal [40]. The Weka tool [23] is used to determine the 
relevance of each feature in an instance to the target class (CPU, response time and throughput). Using 
attribute selection functionality, the least correlated attributes are eliminated.  

4.2.4 Data preprocessing 

During this phase, the 6 input features (including CPU utilization, Response Time and Throughput) are 
scaled to values between 0 and 1. Normalization or scaling is carried out by finding the highest value 
within each input in the 532 dataset, and dividing all the values within the same feature by the maximum 
value. The main advantage for normalizing is to avoid attributes in greater numeric ranges dominating 
those in smaller numeric range [16]. 
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4.2.5 Training of Dataset 

As discussed earlier, the goal of this work is to build prediction model that can forecast future resource 
requirement (using CPU utilization) and two business level SLA – response time and throughput. Towards 
this end, the normalized sampled dataset is used to train the prediction model. First, training with CPU 
utilization as the target class is done using the three machine learning techniques discussed above. Next, 
using the same dataset, models for both response time and throughput are trained. The metrics in Table 
3 are used to evaluate both training and testing results of the models. These metrics have been used by 
other authors [28], [39], and since this work seeks to compare predicted and actual target values, these 
metrics are good fit. 

4.2.6 CPU utilization 

• Neural Network: Using the Weka tool, the model is trained with the following parameters: 
learning rate ρ = 0.38, number of hidden layers = 1, number of hidden neurons = 4, momentum = 
0.2 and epoch or training time =10000. These parameters gave the best results after several trials 
based on simulations. Parameter selection is usually based on heuristics as there is no 
mathematical formula or theory that has been proposed to select the best parameters 

• Linear Regression: The Weka tool is also used to train the model. The only parameter set was the 
ridge parameter which was set to the default of 1.0E-8. The ridge parameter minimizes the 
penalized residual sum of squares. The parameter controls the amount by which the regression 
coefficients are shrank. The larger the ridge, the greater the shrinkage [45]. Varying the value 
during simulation had no significant impact on the target value. 

• Support Vector Regression: SVR has four kernels that can be used to train a model. They are: 
Linear, Polynomial, Radial Basis Function (RBF) and Sigmoid [30]. The four different kernels were 
tried with RBF returning the most promising result with the least MAPE value. This is expected as 
RBF can handle the case when the relationship between features and target value is nonlinear 
[16]. Before training, the Grid Parameter Search for Regression with cross validation is used (v-
fold cross validation) [15] to estimate the C and 𝛾𝛾. Cross-validation is a technique used to avoid 
the over fitting problem [16], [30]. The search range for C was between 2-3 to 25

 and that of 𝛾𝛾 
between 2-10 and 22. These values are purely heuristics [16], [30]. The search returns the optimal 
C and 𝛾𝛾  by using the Mean Square Error to evaluate the accuracy of the various C and 𝛾𝛾 
combinations. The best C and λ was 14 and 0.0092. Using these parameters, the model was 
trained with the Radial Basis Function (RBF) Kernel. 

4.2.7  Response time and Throughput  

The business SLA metrics were approached in a similar way as CPU utilization (above). For Throughput, 
SVR’s C and 𝛾𝛾  were 8 and 0.009 respectively. NN values for ρ, hidden layer, hidden neurons and 
momentum were 0.4, 1, 3 and 0.2 respectively. Finally the ridge parameter for LR was 1.0E-8. Also, for 
Response time; SVR’s C and 𝛾𝛾 were 1.05 and 0.009 respectively. NN values for ρ, hidden layer, hidden 
neurons and momentum were 0.5, 1, 3 and 0.2 respectively. The ridge parameter for LR was 1.0E-8. Tables 
IV, V and VI list the final parameters used for training the SVM, NN and LR model. 
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This step is very significant as it is possible to obtain impressive results for training data but dismal results 
when it comes to testing. Furthermore, prediction accuracy is based on the held out test dataset. A 
training-to-testing ratio of 60%:40% (319:213 minutes) was used as this gave the optimal prediction 
output for the models after several simulations. A 12 minute prediction interval is adopted. This is based 
on reports from previous works [3], [32] regarding VM boot up time and motivation from the work of [39]. 
The prediction trend at the 9th, 10th, 11th and 12th minute is included in Section V to check for 
consistency and reliability in the prediction models of SVR, NN and LR. 

Table 6-Final Parameters Of The LR CPU Utilization And SLA 
Prediction Model 

Metric CPU 
Utilization 

Response 
Time 

Throughput 

Ridge Parameter 1.0E-8 1.0E-8 1.0E-8 

5 Simulation Results and Analysis 
This section presents the results of the various experimental simulations for determining the prediction 
capability of the three machine learning techniques: SVR, NN and LR. The objective is to evaluate the 
accuracy of the selected machine techniques in forecasting future resource usage for random workload 
traffic patterns over an extended period of time. In addition, the inclusion of business level metrics to the 
prediction is considered. Results include both training and test datasets.   

5.1 Linear Regression Models 
5.1.1 CPU utilization training and test results 

Table 7 shows the training and testing performance metric results for the LR. Furthermore, Fig. 2 and 3 
present the graphical representation of the actual and predicted CPU utilization for the 319 minutes of 
training and 213 minutes of testing respectively. The training MAPE value was about three times that of 
testing. The reason for this is that the training dataset’s values are steeper than the test dataset. For 
instance, at the 137th minute, the CPU utilization is approximately 65 percent and this falls to about 5 
percent at the 139th minute. Fig. 2 shows this graphically. Aside the test model MAPE result, the other 
three metric values are worse than the training model result. The reason for this is attributed to the 
negative predicted values and also the general poor forecasting ability of LR in a non-linear traffic pattern 
as captured in Figure 3. 

 
 
 
 
 

Table 7-CPU Utilization Training and Test 
Performance Metric 
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Figure 2. CPU Utilization Actual and Predicted 

Training Output using LR 
Figure 3. CPU Utilization’s Actual and Predicted Test 

Output using LR 
 

  
Figure 4. Throughput’s Actual and Predicted training 

using LR 
Figure. 5. Throughput Actual and Predicted test 

output using LR 
 

5.1.2 Throughput training and test results 

The Throughput’s training and test performance metric results are shown in Table 8. In addition, Fig. 4 
and 5 present the graphical representation of the actual and predicted Throughput values for both training 
and test dataset respectively. The training and test interval are the same as that of CPU Utilization. All test 
metric results are better than training results. The variances in the actual and predicted values are not as 
wide as that of CPU utilization. It can also be observed that there are more spikes in the training dataset 
than in the test dataset, thus further making the test result better than the training result. Fig. 5 shows 
the Throughput forecast. 

5.1.3 Response time training and test results 

The Response time’s training and test performance metric results are shown in Table 9. Furthermore, Fig. 
6 and 7 present the graphical representation of the actual and predicted Response time values for both 
training and testing dataset respectively. The difference in the training and test results is very close as the 
traffic patterns are almost similar. The accuracy for this metric is very impressive, though it can be said 
that the variance between the actual and predicted values are lower than that of the CPU utilization. The 
minimum and maximum response time values are between 1-12 seconds. 

Model MAPE RMSE MAE Pred (25) 
Training 113.31 14.70 11.11 0.51 
Test 36.19 22.13 15.98 0.36 

Table 8-Throughput Training and Test Performance 
Metric 

Model MAPE RMSE MAE Pred (25) 
Training 75.25 4.45 3.22 0.57 
Test 24.62 3.72 2.87 0.63 
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Figure 6. Response time Actual and Predicted 

training output using LR 
Figure 7. Response time Actual and Predicted test 

output using LR                                                 

  
Figure 8. CPU Utilization Actual and Predicted 

training output using NN                                                                                             
Figure 9. CPU Utilization Actual and Predicted test 

output using NN                                                                                             
 

5.2 Neural Network Models  
5.2.1 CPU Utilization training and test results 

The CPU utilization training and test performance metric results for NN model is shown in Table 10. Fig. 8 
and 9 present the graphical representation of the actual and predicted CPU utilization for the 319 minutes 
of training and 213 minutes of testing respectively. The training MAPE value is also very high and the 
reason for this is similar to the explanation given in sub-section on LR. It is also observed that the test 
dataset has some series of negative values in its prediction as shown in Fig. 9. The number of negative 
predicted values which is more than that of LR contributed to the poorer test metric values. 

5.2.2 Throughput training and test results 

The Throughput’s training and test performance metric results are shown in Table 11. In addition, Fig. 10 
and 11 present the graphical representation of the actual and predicted Throughput values for both 
training and test dataset respectively. Comparing the training and test model results, the test model’s 
metric values are quite better than the training model. Some predicted throughput values in the training 
model are negative (Fig. 9). However, negative prediction is absent for the test dataset (Fig. 10). 
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5.2.3 Response time training and test results 

The Response time’s training and test performance metric results are shown in Table 12. Furthermore, 
Fig. 12 and 13 present the graphical representation of the actual and predicted Response time values for 
both training and test dataset respectively. The test model’s metric values are better than that of the 
training model as Fig. 12 shows more erroneous prediction than Fig. 13. That is, the high training metric 
values (MAPE, RMSE and MAE) are attributed to the large variations in some predicted and actual 
Response time as shown in Figure 12. 

  

Figure 10 Throughput Actual and Predicted 
training for NN           

Figure 11 Throughput Actual and Predicted test 
output for NN 

  

Figure 12 Response time Actual and Predicted 
training for NN       

Figure 13 Response time Actual and Predicted test 
for NN 

5.3 Support Vector Machine (Regression) Models 
Similar to the two previous sub-sections, CPU utilization, Throughput and Response time training and 
testing dataset results are presented. 

5.3.1 CPU Utilization training and test results 

The CPU utilization training and test performance metric results for SVR model is shown in Table 13. Fig. 
14 and 15 present the graphical representation of the actual and predicted CPU utilization for the 319 
minutes of training and 213 minutes of testing respectively. As discussed in previous sub-sections (LR and 

Table 11 - Throughput Training and Test Performance 
Metric 

Model MAPE RMSE MAE PRED(25) 
Training 56.46 6.85 4.96 0.30 
Test 38.90 6.12 4.46 0.47 

Table 12 - Response Time Training and Test 
Performance Metric 

Model MAPE RMSE MAE PRED(25) 
Training 36.28 3.51 2.38 0.58 
Test 17.84 2.02 1.64 0.75 
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NN), the training model also had a very high MAPE value (107.8). A significant improvement is however 
observed in the test dataset metric. Fig. 15 shows that all predicted values are positive and very close to 
the actual values. However, some sudden spikes result into substantial variation in values. 

  
 

5.3.2 Throughput training and test results 

The Throughput’s training and test performance metric results are shown in Table 14. Fig. 16 and 17 
present the graphical representation of the actual and predicted Throughput values for both training and 
test dataset respectively. The significant difference in the training and test MAPE value is also attributed 
to the spikes as shown in Fig. 16. For instance, at the 256th minute, the actual Throughput value is 
approximately 16 requests/second while at the next minute; it drops to approximately 1.8 
requests/second. The predicted value at this point is about16 requests/second. The large variation lasted 
for about 12 minutes before the gap was closed. 

  
Figure 14. CPU Utilization Actual and Predicted 

training for SVR 
Figure 15. CPU Utilization Actual and Predicted 

test for SVR 

  
Figure. 16 Throughput Actual and Predicted 

Training for SVR         
Figure. 17. Throughput Actual and Predicted 

Test for SVR 
 

5.3.3 Response time training and test results 

The Response time’s training and test performance metric results are shown in Table 15. Additionally, Fig. 
18 and 19 present the graphical representation of the actual and predicted Response time values for both 
training and test dataset respectively. The training and test models present similar metric values. The 
graph in Fig. 18 shows some variation in the predicted and actual Response time values especially between 
the 140th and 160th minute and also towards the end of the training dataset. In the case of Fig. 19, test 
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dataset, the predicted values follow the trend of the actual values. Less traffic surge is also observed in 
comparison to Fig. 18. Again, the range of the test dataset is between 5.5 and 12 seconds unlike the wider 
range for the training dataset (1 to 12 seconds). Therefore, the test metric output result is much better 
than that of the training. 

5.4 Comparison of Prediction Models 
The overall CPU utilization values range from 1.73% to 85.96%. The training dataset presented in Tables 
7, 10 and 13 show that the MAPE values are above 100 percent with LR having the highest of 113.31. This 
abnormally high performance metric value is attributed to the fact that the traffic pattern of the workload 
for the experiment is random. For instance, at the 140th minute, there is a drop from 65% to about 5% 
CPU utilization. This drop lasted for about 40 minutes after which it surged again. The training behavior 
of the three models (SVR, NN and LR) for this scenario is shown in Fig. 20. It can be observed that NN 
shows a zigzag prediction pattern between the 132nd to about the 155th minute after which it gave a near 
perfect prediction of the CPU utilization. SVR and LR present a better and stable CPU utilization prediction 
than NN during this same interval. Isolating this randomness would significantly reduce the MAPE values; 
however, one of the goals of this work is to study how these learning techniques would perform in an 
almost realistic workload scenario. The PRED (25) metric for SVR reported the highest value of 0.64 or 
64%. More importantly, the forecasting (prediction) ability of these techniques gives a more interesting 
trend. 

 

Table 15 - Response Time Training and Test 
Performance Metric 

Model MAPE RMSE MAE PRED(25) 
Training 19.24 1.43 0.88 0.84 
Test 9.92 1.21 0.87 0.93 

 

Table 16 - CPU Utilization Step Prediction For 
MAPE 

Model 9-min 10-min 11-min 12-min 
SVR 22.31 22.69 22.78 22.84 
NN 53.07 49.90 45.62 50.46 
LR 34.43 35.14 35.92 36.19 

 

  
Figure 18. Response time Actual and Predicted 

training for SVR     
Figure 19. Response time Actual and Predicted 

test for SVR 
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Figure 20. CPU utilization training prediction for 

SVR, NN and LR at selected time interval                                            
Figure 21. Throughput training prediction for SVR, 

NN and LR at selected time interval 
 
SVR significantly outperforms the other two models when MAPE, RMSE and MAE performance metrics 
are considered. Interestingly, the test dataset was made up of short burst of high-low CPU utilization as 
shown in Fig. 3, 9 and 15. The generalization capability of SVR is brought to fore as it is the least susceptible 
to the high/low test dataset values that should result in poor forecasting output. NN and LR reports 
negative CPU utilization, an anomaly that exposes their weakness in random workload forecasting. The 
MAPE and RMSE step predictions in Tables 16 and 15 respectively show a prediction reliability of SVR and 
LR as opposed to NN. SVR yields the least MAPE, RMSE and MAE error. Therefore, a conclusion may be 
drawn in favor of SVR as the strongest and superior prediction model for CPU utilization with LR following 
closely. 

Moving on to the business level metrics of which the Throughput model is analysed first; the throughput 
values had a range between 1.25 and 21 requests/second. Again, Figure 4-20 shows the selected 
throughput training result between the 132nd and 180th minute. The SVR and LR models could not adjust 
immediately to the sharp drop at the 141st minute thus accounting for the high MAPE value. SVR and LR 
took about 12 minutes to significantly reduce the variance between the predicted and actual throughput 
values though LR’s prediction was not as close to the actual compared to SVR. Fig. 20 and 21 show negative 
prediction values for NN even though NN had the best training MAPE value of 56.46. Fig. 21 explains the 
reason for this as though NN had some negative predictions, the variance between predicted and actual 
throughput is the least. The step prediction outputs for test dataset are summarised in Tables 18 and 14. 
The dataset is also a mix of high and low throughput values corresponding to the random workload 
pattern employed in this work. SVR metrics proved to be the best by displaying a strong generalizing 
attribute, i.e. using the trained model to forecast unseen data (test) in a non-fitting manner. Fig. 5, 11 and 
17 show the graph plots of the forecasting ability of LR, NN and SVR respectively. LR comes second behind 
SVR.   
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Finally on the business level metric wherein Response time model is analysed; the overall Response time 
value had a range from about 0.6 to 12 seconds. From the results obtained for the test dataset presented 
in Tables 9, 11 and 15, SVR performed best in comparison to LR and NN. Furthermore, the step prediction 
output for the test dataset shown in Tables 20 and 21 reveals the superior prediction capability of SVR. 
Fig. 19 shows the prediction trend for SVR. The test result shows an impressive forecasting behaviour for 
the test dataset for SVR. LR had a better prediction result than NN. LR and NN’s test performance metric 
can be seen to be close to that of SVR. The reason for this is the seemingly closeness of the dataset to a 
linear pattern unlike the throughput and CPU utilization. Furthermore, with less variance, comes the 
tendency of linearity; an area LR and NN performs well. Response time model has the least range 
difference in comparison to CPU utilization and Throughput. In spite of this, SVR still shows superiority 
across board. The prediction consistency of SVR is also brought to fore in Tables 20 and 21. 

  

5.5 Sensitivity analysis 
In this sub-section, the validity of the experimental results is analyzed using the Little’s law. Customers 
(user requests) arrive at the system (web server), stay for a while (receiving service) and leave. Little’s law 
states that the average number of users in a system is equal to the departure rate of the user requests 
from the system multiplied by the average time each user request spends in the system. This can be 
summarized as [42]:   𝑁𝑁 =  𝜆𝜆𝜆𝜆  … (14); where 𝑁𝑁 = number of users in the system, 𝜆𝜆=throughput and 𝑅𝑅 = 
Response time 

Little’s law is quite general and requires few assumptions. It applies to all stable systems that may contain 
an arbitrary set of components such as CPU. Using Little’s law, the consistency of the measurement data 
obtained from the experiment can be validated. Due to the large sample space (532 data points), the data 
from Table 2 is used as subset of the entire dataset in checking the consistency of the measurement data. 
From equation (14), the Number of users in the system is the Total User Request; the departure rate is 
the Throughput. The average time spent in the system is calculated and compared with the response time 
measured experimentally. During the 1st to 7th minute interval, the average throughput measured was 

5.29requests/second. The average number of users during this time interval is 188
7

~ 27.  Using 

equation(14), the average time spent is 27
5.29

= 5.1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. The measured average response time during 

this period was 4.66 seconds. The percentage variance would be: 
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𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑥𝑥 100. With this example, Table 22 is completed. 

 
 
 
 
 
 
 
 
 
 
 

It can be observed that the results at the 154th-161st minute and that of the 504th-511th minute had a high 
percentage variance. While the period between 154-161 minute duration has an acceptable average 
throughput (based on numbers of user requests), the latter (504-511) has an unusually high average 
throughput for the number of users during the 7 minute window. For the 504-511 time interval, the logical 
explanation for this anomaly could be that the web server is still processing user requests from the 498-
503 window when the 504-511 user request batch started sending requests. The measured response time 
also shows that more requests i.e. greater than the actual average of 69 users must have been requesting 
for service at the web server. However, the anomaly during the 154-161 window could be attributed to 
experimental error. 

6 Conclusion 
In this work, three forecasting models are built using Linear Regression (LR), Neural Network (NN) and 
Support Vector Regression (SVR) for a two-tier TPC-W web application. Asides from the traditional single 
metric prediction using CPU utilization, the monitoring metric is extended to include response time and 
throughput (business SLA metrics). This three-factor combination in the prediction model provides a 
broader view of the QoS. The user workload traffic employed is random, an approach to simulate a 
realistic workload pattern. After an extensive simulation lasting about 10 hours, the three machine 
learning techniques are trained and validated with 60% and 40% of the historical dataset respectively. The 
performance of SVR, LR and NN are measured using four metrics; MAPE, RMSE, MAE and PRED (25).   

Overall, Support Vector Regression (SVR) model displayed superior prediction accuracy over both Neural 
Network (NN) and Linear Regression (LR) in a 9-12 minute window. Specifically and in terms of the MAPE 
performance test metric the following key observations from the simulation results are presented. 

• In the CPU utilization prediction model, SVR outperformed LR and NN by 58% and 120% 
respectively 

• For the Throughput prediction model, SVR again outperformed LR and NN by 12% and 76% 
respectively; and finally, 

• The Response time prediction model saw SVR outperforming LR and NN by 26% and 80% 
respectively. 

• The clear prediction superiority of SVR shows strong generalization ability in a non-linear model 
(random-like workload pattern). SVR can optimally map the non-linear input data to a higher 
dimension feature space via the Kernel function (RBF in this case), then perform linear regression 

Table 22 - Data Consistency Measurement 
Time (minute) 1-7 56-63 154-161 350-357 490-497 498-503 504-511 

Average total user 
requests 

27 (188/7) 55 
(388/7) 

11 
(80/7) 

103 
(724/7) 

101 
(708/7) 

95 
(664/7) 

69 
(480/7) 

Average 
Throughput 
(Requests/second) 

5.29 10.52 2.47 15.92 10.00 12.23 13.27 

Average time spent 
(seconds) 

5.10 5.23 4.45 6.47 10.01 7.77 5.2 

Measured time 
spent 

4.66 4.92 9.92 7.53 9.06 9.01 9.45 

Time variance (%) 9.44 6.31 55.14 14.08 10.49 13.76 44.97 
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in the higher dimensional feature space [41]. The absence of the Kernel function in LR and NN 
makes it difficult for them to perform well in non-linear models. 

Therefore, based on these experimental results SVR may be accepted as the best prediction model. 
Consequently, cloud clients can employ SVR to build their prediction models. Furthermore, the addition 
of business level SLA metrics (response time and throughput) into the prediction model paves the way for 
a three-factor combination decision matrix for scaling VM resources. The inclusion of response time and 
throughput further broadens the view of the QoS of client applications as these business level metrics 
may have degraded long before an application reaches its set CPU utilization threshold.   

In this study, forecasting future resource usage using machine learning techniques has shown promising 
results. However, some areas have been identified for further research and they are presented in this 
section. 

• This study has focused only on the web server tier. Further work to include the database tier may 
be worth investigating. With this inclusion, unsaturated/saturated webserver and database 
combination can be modeled and subsequent forecasting made using the same machine learning 
techniques. 

• Investigating the combination of SVR and other predicting techniques that may further increase 
the prediction accuracy is another future direction.  

• In order to further validate the forecasting strength of machine learning techniques and 
specifically SVR, the use of other application workloads that are not web based is another 
interesting investigation that may be pursued. 
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ABSTRACT 

This research aims to study the efficiency of a well-known classification algorithm, K-Nearest Neighbour, 
and suggest a new classification method, an optimised version than one of the existing classification 
method. The purpose of this research is to reduce the time taken by the existing K- Nearest Neighbour 
Classification method. The classification algorithm’s purpose is to identify the characteristics that indicate 
the class to which each document belongs. This pattern not only helps in understanding the existing data 
but also to predict how new instances will behave. Classification algorithms create classification models 
by examining already classified data (cases) and inductively finding a predictive pattern. 

Keywords: Supervised Learning, classification, k Nearest Neighbour, Cosine Similarity 

1 Introduction 
Classification [1] is a data mining (machine learning) technique used to predict group membership for data 
instances. For example, you may wish to use classification to predict whether the weather on a particular 
day will be sunny, rainy or cloudy. Popular classification techniques include decision trees and neural 
networks. 

Following are the examples of cases where the data analysis task is Classification − 

• A bank loan officer wants to analyse the data in order to know which customers (loan applicant) 
are risky or which are safe. 

• A marketing manager at a company needs to analyse a customer with a given profile, who will 
buy a new computer. 

Classification is a supervised learning data mining techique. 

2 k-Nearest Neighbour Algorithm (kNN) 
Simply stated, kNN is an algorithm that classifies the new cases based on similarity measures[2] or 
distance measures of pair of observations such as euclidean, cosine, etc. kNN algorithm is a lazy learner 
i.e. it does not learn anything from the training tuples and simply uses the training data itself for 
classification [5]. It is a non-parametric method used for classification and regression. [3] 
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The newly arrived document is classified on the basis of the majority occurring class of its neighbours, 
with the document being assigned to the class most frequent among its k nearest neighbours. Figure 1[4] 
depicts how kNN works. 

 

Figure 1: Example of kNN 

The test document of green circle needs to be classified; it can either be classified into red triangle or Blue 
Square depending on the distance between each of them. If k=3 (shown by a solid line), green circle will 
be classified to red triangle class as out of the three, red triangle occurs two times and blue square occurs 
one time. But, if k=5(shown by a dotted line), then the green circle will be classified to blue square for 
similar reasons. 

Line up of sub-procedures explains how kNN method is implemented on a broader aspect.  

A newly arrived document is fed into an algorithm that removes all the stop words present in the text file 
and the intermediate result is then sent to porter stemming algorithm. The sub-procedure at that point 
calculates tf-idf score and hence cosine similarity between the newly arrived document and all the cases 
which were previously classified into specific classes. An ordered sorted list is prepared with cases 
arranged in the descending order fashion of cosine similarity. Cosine similarity ranges between 0 and 1 
where cosine similarity of 0 means that the two compared cases are not at all similar and a cosine 
similarity of 1 means that the two compared cases are completely similar. ‘k’ in k Nearest Neighbour 
method is a user input. The procedure then selects the top k neighbours from the ordered list. The newly 
arrived document is then classified in to that class which occurs maximum number of time in the top k- 
selected neighbours. 

 

Figure 2: Flowchart showing stepwise implementation of kNN 
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2.1 Advantages of kNN  
The advantages of the kNN method are as follows: 

1. Analytically tractable  
2. Simple implementation 
3. Nearly optimal in the large sample limit (𝑁𝑁 → ∞) 
4. Uses local information, which can yield highly adaptive behaviour  
5. Lends itself very easily to parallel implementations 

2.2 Drawbacks of kNN  
The drawbacks of the kNN method are as follows: 

1. kNN algorithm is that it is a lazy learner, i.e. it simply uses the training data itself for classification.  
2. Result of this is that the method does not learn anything from the training data, which can result 

in the algorithm not generalizing well. Further, changing K can change the resulting predicted 
class label. 

3. Also, algorithm may not be robust to noisy data. 
4. To predict the label of a new instance the kNN algorithm will find the K closest neighbours to the 

new instance from the training data, the predicted class label will then be set as the most common 
label among the K closest neighbouring points. 

5. The algorithm needs to compute the distance and sort all the cases at each prediction, which can 
be slow if there are a large number of training examples. 

6. Large storage requirements.  
7. Computationally intensive recall.  
8. Highly susceptible to the curse of dimensionality. 

3 The Adept k Nearest Neighbour Algorithm  
Here we describe the proposed algorithm. We have considered our input data as text documents. These 
documents belong to three classes ARTS, SCIENCE and FINANCE with a number of documents already 
been classified into one of these three classes. In the document of the conventional kNN as we have seen 
above, after the removal of stop words and obtaining the stemmed output, the intermediate result will 
be compared with the existing classes of documents, in order to find the cosine similarity between all of 
them.  

The newly suggested method, Adept kNN, emphasises on the fact that most of the comparisons or 
similarity checks go in vain.  It is suggested that in contrast of comparing a document with each existing 
or previously classified document, it will be better to compare the document to be classified with three 
cases only (or files as in our example) each document being an intermediate representation of 
corresponding class. This intermediate representative document or text file is subjected to change over 
time.  

Adept kNN is just an optimisation of kNN. The flowchart of the Adept kNN is as shown in Figure 3. 

The intermediate file is designed in such a way that it contains only the important or frequently occurring 
words/tags. To determine the frequently occurring words, a counter for each word is maintained which is 
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incremented by one each time the word occurs in the text. Once, the counter exceeds a value X (which is 
a user defined value), the counting procedure for that particular word stops as the word has already been 
put in the file or list of frequently occurring words or tags. A newly arrived document is then compared 
with only 3 such files/cases instead of being compared to 30 files as we were doing it previously. Also with 
arrival of each new document, the intermediate representative file is updated with concatenation of new 
frequently occurring tag, if any. 

The line-up of sub-procedures in Adept kNN is similar to the one in conventional kNN.  

Firstly, the document is fed into procedure for stop word removal and then into porter stemming method. 
Then the cosine similarity between the intermediate stemmed output and representative files is 
determined. The document to be classified is classified into the class which is most similar to it, that is the 
one which has highest cosine similarity. This can also be inferred that there is no question of k (user input) 
in this method. 

 

Figure 3: Flowchart showing stepwise implementation of Adept kNN 

3.1 Advantages of Adept- kNN over kNN  
1. The algorithm needs to compute the distance with only the representative files and hence reduce 

the time required to perform this task significantly. 
2. Accuracy of this method is almost comparable to that of the original kNN. 
3. Lesser number of comparisons or similarity checks are needed to be performed as compared to 

that of kNN. 
4. There is no need of a user input K as the document is directly classified to that class whose 

representative file is most similar to the newly arrived document i.e. where cosine similarity is 
highest between the new document and the representative file.  

3.2 Disadvantages of Adept kNN  
1. There is an overhead of maintaining an additional file in addition to maintain the already residing 

files or cases. 
2. When the count of previously classified files will increase to millions, the size of intermediate 

representative file will also become huge. 
3. In addition to maintain the representative file, Adept kNN also needs to consistently maintain a 

counter of each word or tag. If at any moment it fails to do so, the algorithm may result in an 
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inconsistent classification as it no longer maintains the perfect list of frequently occurring words 
or tags.  

The algorithm for our proposed Adept kNN method is as shown is Figure 4. The details about each 
procedure are described as per the pre-processing done on the documents and the classification process 
itself is also described in detail. 

The documents are first tokenized and converted to a bag of words. After that the stop words have been 
removed by comparing the tokens from the documents with the list of stop words available on the net. 
The Porter’s stemming algorithm has been used to perform stemming on the remaining words. The 
comparison between the bag of words of documents has been done using the cosine similarity. 

 
Figure 4: Algorithm of Adept kNN 
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4 Future Scope  
The area of application of Adept kNN is almost similar to that of the original kNN  

1. Text Mining 
2. Agricultural Area 
3. Financial Departments 
4. Medicinal Field 
5. Large Organizations 
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ABSTRACT   

The segmentation of magnetic resonance images plays a crucial role in medical image analysis because it 
extracts the required area from the image. Despite intensive research, it still remains a challenging 
problem and there is a need to develop an appropriate and efficient medical image segmentation method. 
In this paper, we propose a clustering approach for brain tumor segmentation to diagnose accurately the 
region of cancer. Applied to magnetic resonance image brain our method provides better identification 
of brain tumor. 

Keywords: Brain tumor image segmentation, fuzzy clustering, multiobjective optimization, genetic 
algorithm. 

1 Introduction  
Image segmentation is an essential process in most medical image analysis, particularly in the study of 
some brain disorders. Interpretation process of complex medical structures,  like tumor,  cannot be 
identified without automatic image segmentation [1]. For example, the tumor portion of an image is 
defined as the irregular development of cells’ growth inside the brain. Hence,  image segmentation is 
needed to extract the required area from images [2]. As a common data analysis tool, clustering is a vital 
technique to segment a given data set into a distinct clusters such that similar patterns are assigned to a 
group, which is considered as a cluster [3]. Clustering works  efficiently in discriminating between different 
tissues from medical images [4]. Conventional clustering methods assign points exclusively to one cluster. 
However, real medical image data sets present overlapping gray-scale intensities for different tissues [4]. 
In particular, borders between tissues are not clearly defined and memberships in the boundary regions 
are fuzzy. Fuzzy sets define the idea of uncertainty of belonging by a membership function [4]. Fuzzy 
clustering is considered to be the  most suitable to model this situation in decision oriented applications 
such as tumor detection and  tissue classification [5]. Fuzzy clustering technique provides a means of 
classifying pixel values with a good accuracy. 

Several studies of brain tumor segmentation have been proposed in the literature. Methods based on 
statistical models such as Markov random models and Gaussian intensity models work well in normal 
brain image segmentation but not for abnormal tissues [6]. 

In pathological cases, methods based on classification techniques are widely used in image segmentation 
and have shown their robustness [6]. Fuzzy c-means (FCM)  is the most popular clustering for image 
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segmentation [1]. Li et al. [7] segmented brain images using FCM algorithm. Maksoud et al. [8] used K-
means clustering technique integrated with FCM algorithm. It is followed by thresholding and level set 
segmentation stages to provide an accurate brain tumor detection. Pham and Prince [9] used also FCM to 
deal with magnetic resonance imaging (MRI). Udupa and Pnuam [10] used the fuzzy connectedness for 
abnormal tissue segmentation. Menon et al. [11] and Alsmadi [12] proposed a MRI brain image 
segmentation method using the hybridization of FCM and artificial bee colony algorithm.  

Fuzzy clustering has been successfully applied, even though, it is greatly affected by noise and being very 
sensitive to its initialization [13].  

MRI segmentation using thresholding is thought to be a very simple method to section an image that has 
dark backgrounds. Natarajan et al. [14] used thresholding based method for proficient recognition of a 
brain tumor image. Thapaliya et al. [15] used also thresholding for brain tumor image. Whereas, the  
determination of thresholding for the distribution of tissue intensities is very complex [1]. Therefore, 
segmentation techniques based on thresholding are simple and effective but they don’t consider busyness 
of gray levels [16]. 

Region growing is also an important segmentation approach used for tumor detection. Weglinski et al. 
[17] proposed a region growing approach to segment  brain tumor images. Won and Kim [18] proposed a 
similar technique to detect a brain ventricle in MRI brain images. Viji and JayaKumari [19] developed a 
texture based region growing technique for brain image segmentation. Gibbs et al. [20] used region 
growing for tumor volume determination. Lachmann et al. [21] used means of the texture analysis for 
brain tissue classification. Region growing is also effective but not a fully automatic segmentation of tumor 
tissues. 

Numerous neural network based approaches have been proposed to segment brain images [22]. Hall et 
al. [23] used artificial neural network for segmentation of MRI brain images. Wells et al. [24] and Leemput 
et al. [25] used expectation-maximization (EM) for classification of MRI brain images. While, a common 
disadvantage of EM algorithm is the use of the normal distribution to model the intensity distribution 
which is untrue for noisy images [25]. 

Despite the potential of these approaches, some of them need manual guidance for their initialization 
with some manual learning [6].  In conclusion, fuzzy clustering is the most widely used technique [13].  

However, fuzzy clustering methods optimizing a single objective fail to give satisfactory results since a 
single validity measure is not able to deal with different kinds of data sets. Moreover, the wrong selection 
of a validity measure leads to poor results [5]. Therefore, it is reasonable to consider more than one 
objective.  Acharay et al. [26] used simulated annealing as the multiobjective optimization strategy for 
classification of tissue samples from cancer data sets. However, most multiobjective fuzzy clustering 
techniques are usually used in the segmentation of brain images but less for brain tumor detection [26]. 
Therefore, this paper proposes an adapted multiobjective fuzzy clustering algorithm for brain tumor 
segmentation of MRI images to accurately diagnose the region of cancer [27]. 

This paper is organized as follows. Section 2 details our proposed approach.  Section 3 describes our 
experimental analysis and displays a visual comparison results with other fuzzy clustering techniques 
along with a quantitative comparison. Section 4 gives a conclusion and some perspectives. 
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2 The Multiobjective Fuzzy Clustering Model 
A brain tumor segmentation consists of separating the different tissues such as solid tumor, edema and 
necrosis from the normal brain tissues as same as the tissue classes of brain MRI,  gray matter, white 
matter and cerebrospinal fluid [6]. 

We propose a multiobjective fuzzy clustering method which simultaneously optimizes the fuzzy spatial 
compactness of the clusters and the fuzzy spatial separation among the clusters. In brain MRI image, 
neighboring pixels have a strong correlation. Thus, we propose to incorporate the spatial information 
among objective functions to generate more accurate clusters.  Moreover, we use FCM for encoding initial 
centers instead of randomly extracting them from the data set. For the final generation, our multiobjective 
approach produces a set of non-dominated solutions, from which the best solution is chosen to be the 
final image segmentation based on the I index measure. In the following section, we discuss the different 
steps of our proposed method. 

2.1 Feature extraction 
Original brain MRI is a gray-level image deficient to support fine features [2]. To obtain more useful 
features and improve the visual density, the proposed method adopts the standard RGB color space. In 
medical image segmentation, color features could be considered [28]. 

2.2 Pattern proximity 
The pattern proximity is calculated using a distance function defined on pairs of patterns, namely the 
Euclidean distance [29]. In general, the distance between two pixels x: (x1 , ..., xn ) and y: (y1, ..., yn )  in an 
Euclidean n-space is defined as follows: 

2

1
( , ) | | | |

n

i i
i

d x y x y x y
=

= − = −∑                                                               (1) 

2.3 Multiobjective fuzzy clustering algorithm 
NSGA-II is used as the underlying optimization multiobjective strategy. NSGA-II inputs are the data set, 
population size, maximum generation and an upper bound on the number of clusters. This algorithm 
requires a number of individuals as potential solutions to be initialized at the beginning of the algorithm. 

2.3.1 Population Initialization 

In NSGA-II based clustering, real-valued chromosomes representing the coordinates of the partitions 
(centers) are used. Centers encoded in a given chromosome in the initial population are computed using 
FCM instead of being randomly extracted from the data set to give a more robust partition. FCM produces 
C cluster centers and C x N membership matrix U(x). The FCM output is developed in a fuzzy 
representation where each pixel has a variable degree of membership to each of the output centers 
encoded in a chromosome. 
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2.3.2 Computation of the objectives 

NSGA-II fitness functions, fuzzy global spatial compactness and fuzzy spatial separation are simultaneously 
optimized and computed for each chromosome. To compute the objective functions, we extract the 

centers V = {vi } f or i ∈ {1, ..., C } encoded in  a given chromosome. 

The first objective, global spatial compactness τ, is given by : 
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where σi  denotes  the  variation,  D(vi , xk ) is the  Euclidean  distance  between  ith  cluster center and 

kth data point, m ∈ {1,∞}  is the fuzzy exponent  and  ni  is the fuzzy cardinality of the ith cluster such 

that 
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The second objective, fuzzy spatial separation S, is defined as : 
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The measure τ should be minimized while the fuzzy separation S should be maximized, as follows 

 

 

We propose to integrate the relative locations of neighboring pixels assuming that a pixel has a dependent 
intensity to its surrounding pixels. However, a pixel is too small to represent a part of an image and it is 
affected by neighborhood intensity [1]. The notion of spatial coherence for brain tumors is carried out in 
order to segment different varieties of brain tumors. This is a challenging issue because tumors can appear 
in many different sizes and shapes [30]. The segmentation process is therefore decided not only by the 
pixel intensities but also by the neighboring pixels intensities. A pixel gets high membership value to a 
cluster when its neighborhood pixels have a higher membership value to that cluster [31]. 

The spatial function hik represents the probability that pixel xk belongs to the ith clustering. The NB(xk) 
represents a square window centered where pixel xk is in the spatial domain. A window of 3x3 is used 
throughout this work. The modified membership function of the current pixel, that includes the spatial 
information, is defined as follows: 

Min τ 

Max S 
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where  uik is computed as follows.  
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For 1 ≤i ≤C; 1 ≤ k ≤ N.  

The spatial function is defined as: 
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2.3.3 Genetic Operators 

Crowded binary tournament selection is adopted to generate the mating pool of chromosomes, followed 
by conventional crossover and mutation, is used here. The last part of the NSGA-II is its elitism operation, 
where the non dominated solutions among the parent and child populations are propagated to the next 
generation. This algorithm produces a large number of non-dominated solutions on the final Pareto 
optimal front. 

2.3.4 Optimal solution 

In the last stage of the proposed approach, it is obvious to choose the appropriate solution from the set 
of non-dominated solutions based on a validity measure namely the I index [32].  

The pseudo code of our proposed algorithm is given in Algorithm 1. 

Algorithm 1 

1. Initialization process: FCM to compute the cluster centers of the partition encoded in 
chromosomes for the initial population. 

2. Multiobjective optimization: Multiobjective clustering technique NSGA-II produces a set of 
near Pareto optimal solutions. 

3. Partition validation: Maximum I  index value. 
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3 Experimental Analysis  
In order to show the performance of our method, we conducted an experimental study on two simulated 
brain tumor image data sets representing two different tumor shapes. Moreover, we compare our 
segmented image to other images produced by competing algorithms respectively, k-means algorithm, 
histogram clustering and FCM clustering algorithm [2]. Then, a quantitative comparison is conducted 
between clustering algorithms based on performance accuracy and execution time. 

The platform for conducting the experiments is a Core 2 Duo 2.10 GHz laptop with 3 GB RAM using 
Windows 7 32bit. The program was implemented using MATLAB development environment. The 
simulated T-weighted MRI brain data sets were downloaded from Brainweb [33]. Brainweb provides a 
simulated brain database including a set of realistic MRI data volumes produced by an MRI simulator. 

3.1 Visual Comparison  
Figure 1 contains a low grade tumor, while, Figure 2 contains a large, partially enhancing tumor inside the 
brain stem. Figure 1 and Figure 2 (a) show the original MRI brain tumor image and (b) display the image 
segmented by our approach. 

  
Figure 1 (a) Original MRI brain tumor image with a 

low grade tumour (b) Corresponding image 
segmented by our method 

Figure 2 (a) Original MRI brain tumor image with a 
large grade tumour (b) Corresponding image 

segmented by our method 
 

In Figures 1, 2, our method succeed to locate the tumor part of the brain and clearly identifying from the 
other part of the brain. 

Figure 3 shows the segmentation results of four different clustering algorithms including our proposed 
method. Figure 3 shows (a) The original MRI brain image, (b) K-means segmented image, (c) Histogram 
segmented image, (d) FCM segmented image and (e) Our image segmented. 

   
               (a)                     (b)            (c)                 (d)                      (e) 

Figure 3 (a) The original MRI brain image, (b) k-means segmented image, (c) histogram segmented image, (d) 
FCM segmented image and (e) Our image segmented 

From Figure 3, it can be noticed that the k-means and FCM clustering algorithms identify efficiently the 
different regions of the brain image, while the Histogram algorithm does not. Our proposed method 
succeed in identifying the different regions, showing the ability of fuzzy clustering for brain image 
segmentation and brain tumor detection. 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 63 
 

 



Olfa Mohamed Limam; Brain Tumor Segmentation using Multiobjective Fuzzy Clustering. Transactions on Machine 
Learning and Artificial Intelligence, Volume 4 No 1 February (2016); pp: 58-67 

 

It can be seen through comparison that our method gives better result as compared to the original image. 

In conclusion, based on experimental study, we show the effectiveness of our method in segmenting the 
brain tumor with different tumor grades. Also, our proposed method gives better results compared with 
three state-of-the-art algorithms: K-means, Histogram and FCM. 

3.2 Quantitative comparison for brain tumor images 
Moreover, to show the performance of our proposed method, we conducted a comparative study on two 
different brain tumor image data sets. Based on a performance measure namely accuracy [32], defined 
as follows 

( , ) 100,a bAccuracy T C
c
+

= ×
                                                             (9) 

The accuracy of segmentation is obtained as the ratio between the sum of correctly classified pixels to the 
total number of pixels [8], where T denotes the true clustering of data set based on domain knowledge, C 
the partition given by a clustering algorithm, a the number of pairs of points that belong to the same 
clusters in both T and C, b the number of pairs of points that belong to different clusters in both T and C, 
and c the total number of pairs of points. A high value of accuracy (≥ 65%) denotes better matching 
between T and C [35].  Thus, high values of accuracy mean that we have an optimal matching between 
the clustering solution and the known partition. 

Also, our comparison is based on the execution time. Tables 1 and 2 show the results of a comparison 
between our proposed method with K-means (KM), Expectation Maximization (EM), Mean shift clustering 
technique (MS), FCM, K means integrated with fuzzy c means (KFCM), particle swarm optimization (PSO) 
[8] and our proposed method (PM), based on the performance accuracy and the execution time, 
respectively. 

Table 1 The performance accuracy of fuzzy clustering algorithms for brain tumor images 

 

Table 1 illustrates the evaluation results using the performance measure of accuracy for different 
clustering algorithms.  Where the accuracy refers to the percentage of correct predictions made by the 
model compared to the known partition in the test data.  

The performance accuracy is enhanced compared to other algorithms. The performance accuracy results 
show the capacity of our proposed method in providing better results. 

Table 2: The Execution time of fuzzy clustering algorithms for brain tumor images 
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Table 2 shows the execution time (seconds). For the first brain image, KM takes less processing time but 
it does not give accurate results as in the second brain image. However, the obtained results indicate the 
success of our proposed method in detecting clearly the tumor site in the image. Therefore, our proposed 
method provides good results compared to other competing algorithms in terms of execution time. 

4 Conclusion  
This paper proposes an improved detection method of brain tumor using clustering technique. We used 
a multiobjective fuzzy clustering that integrates the spatial information and a robust initialization process. 
The proposed method is applied to segment MRI brain image for recognition of tumor. Both quantitative 
and visual comparison show the superiority of our proposed method which has the ability of finding  
tumor locations in MRI brain. Our method can be extended to detect tumors on other views of brain. 
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