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ABSTRACT 

Schizophrenia is a brain disorder that distorts the way a person thinks, acts, expresses emotions, 
perceives reality, and relates to others. A systematic approach and an overview perception has been 
carried out over the years by different researchers, but none has sufficiently introduced and Adaptive 
Neuro-Fuzzy Inference System (ANFIS) approach for these prediction which has served as the focal aim 
of this research paper using available parameters and datasets. Matric Laboratory (MATLAB) 7.0 served 
as the tool of implementation highlighting various views. The ANFIS training was successful completed at 
epoch 34, and had an error of 2.47367e-005 and the test error which was generated by the ANFIS was 
0.0002511. The training was accomplished using a constant membership function type at an error 
tolerance at 0.05.  

Keyword:  Schizophrenia, ANFIS, Membership Function, Training and Testing Errors 

1 Introduction 
Schizoaffective disorder is a serious mental illness that has features of two different conditions, 
schizophrenia, and an affective (mood) disorder that may be diagnosed as either major depression or 
bipolar disorder (WebMD, 2014). 

Schizophrenia is a brain disorder that distorts the way a person thinks, acts, expresses emotions, 
perceives reality, and relates to others. Depression is an illness that is marked by feelings of sadness, 
worthlessness, or hopelessness, as well as problems concentrating and remembering details (WebMD, 
2014). Bipolar disorder is characterized by cycling mood changes, including severe highs (mania) and 
lows (depression). 

Schizoaffective disorder is a lifelong illness that can impact all areas of daily living, including work or 
school, social contacts, and relationships. Most people with this illness have periodic episodes, called 
relapses, when their symptoms surface. While there is no cure for schizoaffective disorder, symptoms 
often can be controlled with proper treatment (WebMD, 2014). 

While the exact cause of schizoaffective disorder is not known, researchers believe that genetic, 
biochemical, and environmental factors are involved (Help Guide, 2014 WebMD, 2014 and Right 
Diagnosis, 2014: 

• Genetics (heredity): A tendency to develop schizoaffective disorder may be passed on from 
parents to their children. 
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• Brain chemistry: People with schizophrenia and mood disorders may have abnormalities in the 
functioning of brain circuits that regulate mood and thinking.  

• Environmental factors: Theories suggest that certain environmental factors such as a viral 
infection, poor social interactions or highly stressful situations may trigger schizoaffective 
disorder in people who have inherited a tendency to develop the disorder. However, the 
relationships between biological and environmental factors that may lead to schizoaffective 
disorder are not well understood. 

The positive symptoms of Schizophrenia are delusion, hallucination, disorganised speech and thinking 
affect and catatonic behaviour the negative while the negative symptoms associated with schizophrenia 
occur as a result of degeneration of everyday activity which might include Flattened Affect, Alogia and 
Avolition also known as loss of motivation from the medical point of view, the person might show lack 
or disinterest in socializing (Mayoclinic, 2014 and webMd, 2014). This is as a result of degeneration in 
catatonic behaviour. Both positive and negative symptoms of Schizophrenia has their functionalities; if 
the patients displays only positive symptoms then the patient might be suffering from acute  
schizophrenia whereas the  chronic schizophrenia occur when patients displays  signs of negative 
symptoms (HelpGuide, 2014). 

According to the Diagnostic and Statistical Manual of Mental Disorder IV (DSMMD-IV) for a patient to be 
diagnosed with schizophrenia both positive and negative characteristic signs and symptoms (both 
positive and negative) must be present for a significant period (a month) with the symptoms delusion 
and hallucination persisting for at least 6 months. Schizophrenia can be classified under five categories 
they are (MedicineNet, 2014, RightDiagnosis, 2014 and WebMD, 2014): 

• Paranoid Schizophrenia: The patient is obsessed with someone following him/her, spicing on 
him/her or tricking him/her. It might even involve symptoms like hallucinations but muddle 
behaviour of loss of speech is not evident here.  

• Disorganized Schizophrenia: this form of schizophrenia involves positive symptoms like 
disorganized speech and behaviour which might also show loss of self-expression. 

• Catatonic Schizophrenia: Patient suffering from catatonic schizophrenia might exhibit severe 
bewilderment in behaviour  

• Undifferentiated Schizophrenia: A patient suffering from undifferentiated schizophrenia might 
show signs of delusions, hallucinations, disorganized speech or behaviour, catatonic behaviour 
or negative symptoms. 

• Residual Schizophrenia: A patients suffering from residual schizophrenia must show signs of only 
negative symptoms. 

2 Review of Related Literature  
Several research works has focused on Schizoprehnia, 

Dwight et al., (2010), carried out a research on comparison of cognitive structure in schizophrenia 
patients and healthy controls using confirmatory factor analysis based on the underlining evidence that 
cognitive task performance breaks down into the same broad domains in schizophrenia. In reaching a 
conclusive boundary, a confirmatory factor analysis (CFA) to compare the latent structure of a broad 
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neuropsychological battery in schizophrenia patients (n= 148) and healthy controls (n= 157) were 
utilized.  Conclusively it was agreed that CFA possesses higher efficiency. 

Tara et al., (2013) focused on suicide prevention in schizophrenia spectrum disorders and psychosis 
embedding a systematic approach using Cochrane, PubMed and PsycINFO databases dataset as 
methodology. Conclusively, it was agreed that Psychosocial interventions may be effective in reducing 
suicidal behaviour in patients with schizophrenia spectrum disorders and psychosis, although the 
additional benefit of these interventions above that contributed by a control condition or treatment-as-
usual is not clear. 

Other research work includes (Víctor and Manuel, 2003; Steffen and Todd, 2007, Olivier and Marc, 
2005). 

From the exhaustive literature review, an Objective approach has rear been adopted for the diagnosis of 
schizophrenia, based on this demerit; An Objective Approach to Schizophrenia Recognition Utilizing an 
Adaptive Neuro-Fuzzy Inference (ANFIS) Model was inspired. 

3 Methodology: Adaptive Neuro Fuzzy Inference System (ANFIS) 
Architecture 

The Adaptive Neuro Fuzzy System is one of the several types of Neuro-fuzzy system that combines both 
the learning capabilities of the Neuro fuzzy system and the explanatory power of the fuzzy inference 
system. It has 6 layers and each layer comprises of neurons that performs specific function.  The fuzzy 
inference system can be built using the mamandi or the sugeno-tagaki model. The ANFIS uses the 
sugeno-tagaki model in building the fuzzy inference system. 

 
Figure 2: Adaptive Neuro-Fuzzy Inference System (ANFIS) Model for Schizophrenia Application 

a) Layer 1:  (Input Layer): This is the first layer it is called the input layer. 
b) Layer 2: (Fuzzification layer): The second layer of the Adaptive Neuro Fuzzy Inference System 

(ANFIS) model is called fuzzification layer. It could also be called the membership function layer. 
In this layer the input coming in from the input layer is mapped to fuzzy set using the bell 
membership function. 

c) Layer 3: (Rule Layer): The third layer in the ANFIS is called the rule layer. The rules in this layer 
are built using the sugeno rule fuzzy model. Each neuron in this layer receives the input from the 
fuzzification layer and computes the output. 
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d) Layer 4 (Normalization layer): The fourth layer of the ANFIS is called the normalization layer. The 
neurons in this layer receive inputs from the rule layer and calculate the normalization firing 
strength. This is sent to the fifth layer. 
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a) Layer 5 (Defuzzification layer): The fifth layer in the Adaptive-Neuro Fuzzy System is called the 
defuzzification layer. The neurons in this layer receive it’s input from the fourth layer.  

     O w f w p x q y ri i i i i i i4, ( )= = + +  

b) Layer 6 (Output Layer): the sixth layer of the Adaptive Neuro Fuzzy Inference System is called 
the output layer. It give the overall out of the Adaptive Neuro Fuzzy System. It contains a single 
neuron that performs 
summation of all the 
incoming inputs from the 
fifth layer. 

                                                         
 

4 Stimulations and Results 
The dataset used for the computer stimulation was retrieved from eight-two case sample was randomly 
selected from the sample and it contained 76% schizophrenic cases and 24% free cases. 40% of this data 
was randomly selected and used to train the system at a cutoff 0.05% the data was trained for 34 
epochs while 30% of the dataset was used for testing and 12% was used for checking. The stimulation 
result is as follows. 

Table 1:  Membership Function, Training Error and Test Error Representation 

S/N Membership Function Training Error Test Error 

1. Bell-curve Membership Function 2.47367e-005 0.0002511 
2. Triangular Membership Function 0.0082133 0.0075454 
3. Trapezoidal  Membership Function 0.0097643 0.0087654 
4. Guass1 Membership Function 0.0054332 0.005143 
5. Guass2 Membership Function 0.0074532 0.005432 

The results were gotten using linear membership function an at an error tolerance level of 0.05 

 

∑==
i

ii fwoutputoverallO  1,5
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Figure 2: ANFIS Text View Editor 

 

 Figure 3: ANFIS Training Data Editor 
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 Figure 4: ANFIS Training Error Editor 

 

 Figure 5:  ANFIS Output Editor 
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 Figure 6:  Surface View Illustrating Hallucination and Delusion 

 

Figure 7: Surface View Illustrating Hallucination and Delusion 
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Figure 8: Surface View Illustrating Negative Symptoms and Hallucination 

 

 Figure 9: Surface View Illustrating Hallucination and Distorted Speech 

5 Conclusion 
To draw the inference from the experiment it has been clearly shown that the bell curve membership 
function shows the least training error when used in training the dataset. The training was completed at 
34 epochs and had an error of 2.47367e-005 and the test error which was generated by the ANFIS was 
0.0002511. The training was accomplished using a constant membership function type at an error 
tolerance at 0.05. 
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ABSTRACT 

Quality assurance is a key factor for the improvement of an organizational behaviour. It is quite 
challenging to enhance an organizational performance without realising internal errors and mistakes 
done by its employees. We have also experienced that most of the security solutions are unsuccessful 
wherever human behaviour is involved. Organisations sometimes pay huge cost for its survival especially 
when human error is untraceable and misleading. Online survey has been conducted from different 
professionals serving at different positions in different organisations. Variety of multi-agent system tools 
(MAS) is available in the market for modelling and simulation of human behaviour. Brahms modelling 
and simulation tool has been selected among different multi-agent system tools due to its distinguished 
features to detect human errors in an organisation which supports warning alert generation system. 

Key Words: Brahms Model, Human behaviour Modelling, Cognitive Science, Security and Privacy, 
Warning Dialogues, Mental Model Approach 

1 Introduction  
The world is changing and improving day by day with the help of latest developments and research. The 
real challenge for today’s world is to keep in pace of progress and improvement in all the sectors of life. 
Scientists, technologists, economists, doctors, engineers and professionals are trying their level best to 
enhance and maintain the quality standards in their existing scenarios. Different sectors of life including 
agriculture, economy, science, engineering, literature and arts, social sciences need improvement and 
skills. Every sector of life is involved with human intelligence and behaviour. Human beings are divided 
into communities and groups based on their religious, social and ethnic beliefs. History proves itself; 
every impact of society is based on human behavioural changes [17]. 

Competition in every field of life is a foundation stone for quality assurance and improvement. Every 
organisation in the existing world wants to improve and produce quality results which are an essential 
part of its survival. Government and private organisations spend millions of dollars for their own 
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improvement and enhancement. Sometimes, huge budget is allocated for the machinery and equipment 
but results are not encouraging and progressive. The human behaviour plays a key-role for the success 
and improvement of an organisation [22], [30], [31], [32]. 

This paper addresses two types of surveys, first survey is conducted among those organisations which 
have human behavioural problems which results in the form of inefficiency and failure of an 
organisation, second survey is conducted for the selection of tool based on different parameters to 
detect human behavioural problems in an organisation. 

There are different MAS tools available for modelling and simulation of human behaviour but most of 
the tools do not cover all the aspects of human behaviour especially when human-machine interaction is 
concerned. Brahms Model provides holistic approach while dealing with human behavioural roles in an 
organisation keeping in view of human-machine interaction system [26], [27]. 

 Brahms model provides us an opportunity to address the human behaviour problems in an organisation 
with the help of monitoring human behaviour activities in an organisation [26], [27]. The model is 
subdivided into sub-models called agents, objects, artifacts, activity, timing, geography, communication 
and knowledge. It is used to monitor human behaviour activities and warning codes would be used to 
generate warning alerts by using warning alert generation system. Once human behavioural errors in an 
organisation are detected well in time, then corrective measures can be taken to improve the system. 
Consequently, quality assurance in an organisation can be achieved and maximized by using Brahms 
model along with warning alert generation system [7], [12], [31], [32]. 

1.1 Contributions 
Human behaviour is a key-issue whenever progress of an institution is concerned. Online survey is 
conducted among different organisations to detect human behaviour problems, which proves that 
quality assurance problems exist due to human behaviour. Organizational performance is always a key-
issue whenever progress of a country is concerned. Online survey proves that different organisations 
have quality assurance problems due to human behaviour. Organizational performance could be 
improved and monitored by selecting and using Brahms Modelling and Simulation tool due to its 
distinguished features which are not available in other MAS [26], [27]. Second survey is conducted for 
the selection of tool which could detect human behavioural problems in an organisation. Brahms 
Modelling and Simulation tool is unique due to its completeness in terms of holistic approach. It is found 
that Brahms Modelling and Simulation tool is ideal to capture human behaviour in any work practice 
environment. It covers modelling and simulation of human behaviour keeping in view of human-
machine interaction system in an organisation [27]. Comparison between Brahms tools with other multi-
agent system tools is shown in table 1, which distinguishes the Brahms tool with other MAS tools. 

Most of the MAS tools cover one aspect or few aspects of human behaviour in the context of human-
machine interaction. Different parameters like Java support, BDI (Belief, Desire, Intention), goal based, 
Imperative Programming, Subsumption Languages, Holistic Approach, FIPA (Foundation for Intelligent 
Physical Agents), Declarative and Reactive features are considered to compare Brahms tool with 
different MAS like Jason, Agent-Speak, Jade, Jadex, Jack and others. The remainder of the paper is 
structured as follows: Section II presents a survey questionnaire with results. Section III focuses on the 
factors involved in choosing a language for agent based modelling and Section IV explores the detail 
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evaluation of existing Brahms modelling and simulations tools. Section V, describes related work. 
Section VI provides conclusions and identifies directions for future work. 

Table 1: Y=Yes, N=No 

MAS Java 
Support 

BDI 
Based 

Goal 
Based Imperative Subsumption 

Based 
Holistic 

Approach 
FIPA 

Standard Declarative Reactive 

Brahms Y Y N N Y Y Y Y Y 
Jason Y Y Y Y N N Y Y Y 
Agent 
Speak Y Y Y Y N N Y Y Y 

Jade Y Y Y Y N N Y Y Y 
Jack Y Y Y Y N N Y N Y 
Jadex Y Y Y Y N N Y Y Y 
Swarm Y N N Y N N N N Y 
Repast Y N N Y N N N Y Y 
NetLogo Y N N N N N Y Y Y 
3APL Y Y Y Y N N Y Y Y 
Prolog N N N N N N N Y Y 

 

2 Survey Report 
A survey has been conducted to identify the problems in an organisation due to human behaviour. The 
idea is to determine whether the problems exist in different organisations due to human behavioural 
activities or not. The questions related to human behaviour are included in the survey and designed in 
such a manner so that human behaviour problems could be detected in an organisation. 

A survey is conducted carrying twenty two questions to address the human behaviour issues in different 
organisations for various positions. More than hundred respondents have participated in the survey 
through online survey form. An online survey form was distributed among different countries like Saudi 
Arabia, United Arab Emirates, Qatar, Pakistan, Malaysia, Germany, Norway, United Kingdom and United 
States of America. Professionals including directors, managers, engineers and many others working at 
different positions participated in the survey through online submission form system. We have 
concluded the following points: 

• 75.5% people work in the organisations for their family and 30% people work for money.  

• 88% people want to meet the organizational targets and goals.  

• 85% people are satisfied from their achieved goals and targets while 9% people are not               
satisfied from their job objectives.  

• 43.5% people use social media up to 2 hours daily.  

• 80% people try to follow the job rules while 14% do not follow the job rules.  

• 29% people suggested that up to 10% of job rules are not compatible with their job activities 
while 22% people suggested that up to 20% of job rules are not compatible with their job 

              activities.  

• 87% people responded that they do not have health problems while 7% people replied that they 
have health problems.  
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• 85% people responded that they discuss issues with their colleagues to resolve problems while 
8% people do not like to discuss their problems with their colleagues.  

• 91.5% responded in the way that colleagues cooperate with them during job activities while                
3% responded negatively in the same sense.  

• 77.7% replied that they are well trained and skilled based on the job requirements while               
17.5% responded negatively.  

• 77.5% people suggested they have all the resources while performing job activities while              
17.5% said they do not have enough resources to perform their jobs effectively.  

• 38% agreed to work for overtime with less salary offer while 57.5% did not agree to work for 
overtime without less salary offer.  

As a conclusion, the whole survey reveals the larger picture of human behavioural problems which exist 
in different organisations at different positions and consequently, organizational objectives are 
compromised. Organisations suffer due to incompatible rules and do not progress due to unskilled and 
untrained staff. Some people do not interact properly with the colleagues and unable to communicate 
messages with their colleagues.  

3 Factors involved in Choosing A Programming Language for Agent- Based 
Modelling 

Agent-based modelling depends upon the specific requirements. General purpose programming 
languages, specially designed software and toolkits are used to model agents based on the 
requirements. Agent Based Modelling System (ABMS) can be developed from smaller scale to the larger 
scale. Desktop computing for ABMS application development includes Spreadsheets using VBA, 
dedicated agent-based prototyping environments like Repast, NetLogo and StarLogo [19]. General 
computational mathematical systems include MATLAB and Mathematica [19]. Large scale agent 
development environments include Repast, Swarm, Mason, AnyLogic and others. General programming 
languages used for ABMS include Python, Java and C++ [19].  

There are different factors involved in the selection of ABMS. We select ABMS based on certain reasons 
including natural representation of problem, well defined behaviours and decisions, reflection of agent’s 
behaviour from the actual behaviour of individuals, adaption of agents and change of behaviours, agents 
learning and dynamic interactions and dynamic relationships of agents [19]. It also includes the 
modelling of process through which agents form organization, having spatial component to their 
behaviours and interactions and observation of future without involving the past [19].The number of 
agents, its interactions and states are also considered. Finally, internal structural changes in the model 
play a vital role for the selection of ABMS [19].  

4 Evaluation of Existing Brahms Modelling and Simulation Tool 
We have considered different agent-based modelling and simulation tools which are available in the 
market to compare with Brahms modelling and simulation aspects. These tools are AgentSpeak, Jason, 
Jade, Jack, Jadex, JAM, Swarm, Repast, NetLogo, 3APL, Prolog, Soar and ACT-R. These tools are widely 
used for modelling and simulation of human behaviour as shown in table 1. Brahms stands for “Business 
Redesign Agent-based Holistic Modelling System”, and now it is being used as modelling language which 
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is comprised of different tools [26], [27]. Brahms provides us the deep insight about human-machine 
interaction system which helps us to understand how human actually interact with colleagues, 
documents, and machine, communicate and behave, while performing various job activities [26], [27]. 
Brahms Process Model comprise of various independent related models which provides us an 
opportunity to perform modelling job in an easier and efficient way. Brahms uses different models for 
example, Agents, Objects, Activity, Geography, Timing, Knowledge and Communication which capture all 
the human-based activities in an organisation [26], [7].  

Brahms is considered as an organizational process modelling and simulation tool. Most of multiagent 
based languages ignore the artifacts and its interaction with environment which makes difficult to 
develop a holistic model of real-world situations. Brahms actually defines the approach how people and 
machine work together to accomplish the job by considering behaviours of individuals and groups, how 
and where communication occurs and synchronization happens in an organisation [26], [27]. Brahms is 
based on BDI (Belief-Desire-Intention) language and rule-based-system concept [25], [27]. It uses a 
compiler, a virtual machine to execute Brahms Model, an Eclipse plug-in and an agent viewer program 
to monitor the activities of different agents at specific interval [23], [27]. 

According to Brahms modelling and simulation concept, we can record the human behavioural activities 
in different work practice systems [24]. Brahms is applied in the NASA International Space Stations 
Mission Control Center (ISSMCC) which is called OCAMS and it is in production since July 2008 [25]. This 
Program is quite successful despite certain drawbacks which are beyond the control like human mood 
and emotions. 

4.1 AgentSpeak and Jason 
It is simple but powerful programming language for building rational agents which is based on BDI 
paradigm. An intellectual heritage of AgentSpeak involves procedural reasoning systems (PRS) which 
was developed in late 1980’s at Stanford Research Institute (SRI) and logic programming (Prolog).  

An implementation of AgentSpeak is called Jason which is a development environment for AgentSpeak. 
Jason is implemented in Java which includes libraries and debugging tools. The main components of 
AgentSpeak architecture include Beliefs, Intentions, Desires, Plans and Interpreter. Events are initiated 
towards Interpreter and then Actions are generated by the Interpreter based on the BDI system [6].  

Jason is an extension of AgentSpeak language which is goal based and possesses BDI architecture. The 
main feature includes its support for persistent belief bases, relatively straight forward distribution over 
a network, high level speech-act based communications layer and plan labels or annotations which can 
be used to elaborate functions [6], [9].  

Referring to the work practice system, Jason is under gone through experimentation phase for the social 
simulation. It does not cover all the aspects of simulating a complete work practice system specially 
when agents are interacting with different objects to perform certain activities at certain location and 
interval [6]. 
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4.2 Jade (Java Agent Development Framework) 
Jade is fully developed in Java and it is used to build agent systems for the management of the 
networked information resources. It provides a middleware for the development of agent-based 
applications and can be used in wired and wireless networks. Its main features include interoperability, 
uniformity, portability, easy to use, and applies the concept of pay-as-you-go-philosophy [8].  

Technically, Jade is distributed and multi-party application with peer to peer communication. Jade is 
object-oriented language and fully compliance with FIPA standards. A single code is written in Jade for 
database server, application server and presentation client which will work independently and ap¬plied 
from end-to-end. Different applications of Jade include collaborative work support, e-learning, e-
terrorism, network management, knowledge management and entertainment [8].  

Simulation of work practice system in an organization like social human interaction, activities like timing, 
geography, knowledge, communication and objects altogether is not available in Jade [8].  

4.3 Jack 
It is a commercial and mature product which extends Java in two ways i.e. Syntax and Semantics. Jack 
defines the top level entities in the form of agent, belief-set, view, event, plan and capability. 
Applications of Jack include autonomous systems, modelling human-like decision making, decision 
support applications for military purposes and weather forecasting system [2].  

All the features of work practice system which involves human behavioural activities using objects at 
different situations, locations and timing is not an integral part of Jack [2]. 

4.4  Jadex 
It is a combination of XML and Java using the concept of BDI (Belief-Desire-Intention). Jadex agent 
consist of two components i.e. ADF (Agent Definition File) and procedural plan code. ADF is written in 
XML which is based on BDI and procedural plan code is written in Java. Applications of Jadex include 
teaching and research, portable PDA-based applications, simulation and scheduling [1]. 

It does not cover the aspects of human dealing within an organization using different objects like 
computers, devices and documents which are useful to perform certain tasks in the work practice 
system [1]. 

4.5 Jam 
It is a Java based language comprised of five primary components i.e. world model which represents 
database, plan library which represent plans to achieve goals by agents, an interpreter which represents 
the action plan of agent, an intention structure which represents different activities of agents and an 
observer which is responsible to access plan in order to achieve desired goals [1], [13]. 

Jam interpreter selects one plan from a list of applicable plans and places it into the intention structure. 
An agent may or may not execute the newly selected plan based on the existing intention structure and 
requirements to execute the plan [13].  

Jam does not provide us complete picture of work place practice system. Human-centered activities to 
complete different tasks using objects and artifacts, is not the part of JAM [13]. 
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4.6 Swarm 
Swarm intelligence (SI) is an emerging field of biologically-inspired artificial intelligence based on the 
behavioral models of social insects such as ants, bees, wasps and termites (Bonabeau, 1999).  

The main applications include complex interactive virtual environments generation in movie industries, 
cargo arrangement in airline companies, route scheduling in delivery companies, routing packets in 
telecommunication networks, power grid optimization control, data clustering, data routing in sensor 
network, unmanned vehicles controlling in the U.S. military, planetary mapping and micro-satellite 
controlling in NASA [3], [15], [21].  

SI is based on two basic principles which consist of self-organization and stigmergy. There are similarities 
between distributed computing system and social insects. Biologically inspired computing requires 
identification of analogies, computer modelling of biological mechanisms, and adaptation of biological 
mechanisms for IT application including motivation and methods [3], [15], [21]. 

Swarm is also lacking in human centered approach dealing with different objects and artifacts to 
perform different activities in an organization [3], [15], [21]. 

4.7 Repast 
Repast stands for Recursive Porous Agent Simulation Toolkit (Repast) which is a free open source toolkit 
mainly developed by Sallach, Collier, Howe, North and others. It is created in the University of Chicago 
and it was managed by Argonne National Laboratory. Currently Repast is managed by Repast 
Organization for Architecture and Development (ROAD). Members from government, industrial sector 
and academic fields participate in the maintenance of Repast [20].  

It borrows many ideas from Swarm agent-based modelling toolkit. It has built in adaptive features like 
genetic algorithms and regression. Repast can be implemented in different computer languages like 
Python (Repast Py), Java (Repast J), Dot Net (Repast.Net) and C# which is not possible in Swarm. The 
main features of Repast include agent templates, fully object-oriented, discrete event scheduling and 
built-in simulation tools like logging and graphing. It is possible to change the agent behavior equation 
and agent properties at run time. In addition, Repast provides the support to model the social 
networking, geographical information system (GIS) and it is available in all modern platforms like 
Windows, Mac OS and Linux [20].  

Modelling and simulation of complete work practice system including agent behaviour and dealing with 
multiple objects to perform different activities having various parameter is not feasible in Repast [20]. 

4.8 NetLogo 
NetLogo is developed by Northwestern University (Center for Connected Learning and Computer-Based 
Modelling) which is very easy to setup and run models. A very complicated models are outside the 
capability of NetLogo but successfully used for abstract models. Once models are created, it becomes 
harder to extend the model. There is encouraging support from academic community and active 
maintenance is provided by the software developers. Additional features include 3D visualization of 
models which can be easily embedded in the web pages [28], [29]. 
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It is a standalone application written in Java which provides multi-agent programming and modelling 
environment. It is a member of LISP family and supports agents including library of models with variety 
of domains [28], [29]. 

NetLogo world comprised of different goals including four types of agents namely Turtles, Patches, Links 
and Observer. Turtles are agents that move around two dimensional world which is divided into the 
form of Patches. Directed or undirected Links are the agents which connect two Turtles. Finally, 
Observer is an agent which does not possess any location [28], [29].  

Complete organizational behavior keeping human as center for all the activities using different objects 
and artifacts is not possible to model and simulate in NetLogo [28], [29].  

4.9 3APL 
3APL is an agent-based programming with a variant of modal logic. It is a combination of imperative 
programming and logic programming [4], [5], [11]. The basic components of 3APL are Goals and Beliefs. 
Applications of 3APL include high level control of mobile robots, small device mobile applications and 
control behaviour of SONY AIBO robots.  

3APL does not cover the capability of modelling and simulating human behaviour in an organisation 
which perform different tasks using different tools like computers, fax-machines, telephones and 
specific documents [11]. 

4.10 Prolog 
It is simply defined as programming logic which is most widely used and inspired by logic. The main 
features of Prolog are writing facts, querying and writing rules [10], [18]. Prolog can be used as query 
language for relational database and it can be converted into faster and efficient codes. Declaration of 
variable names is not required; moreover rules are simple and uniform [18].  

On the other hand, prolog is slower and provides an unnatural way to program which can be understood 
by only expert programmers. It seems clumsy for numerical calculations which cannot be implemented 
in fast hardware. Prolog cannot be implemented in faster hardware and consumes lot of memory. It also 
lacks in real time capability.  

The main applications of prolog include race track applications, compiler design, digital electronic circuit 
verification and providing program correctness. Prolog does not provide us complete picture of 
organisational behaviour in the form of modelling and simulation, where humans are involved in certain 
activities using different objects and artifacts [10].  

4.11 Soar 
It provides general cognitive architecture for developing systems which possess intelligent behaviour. It 
carries full range of tasks which can represent and use knowledge properly. Problem solving methods 
are employed successfully. Different aspects of tasks are learned and its performance is checked and 
monitored. The combination of different relevant knowledge reveals the decisions at run time process. 
All decisions made are based on interpretation of sensory data, context of working memory and relevant 
knowledge. Decisions are not interrupted into the form of sequences [16]. 
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Work practice system in an organisation cannot be modeled and simulated in Soar, where human social 
behaviour is involved specially performing series of different tasks to achieve targeted goals using 
different objects is a question mark [16]. 

4.12 ACT-R 
It is simply defined as human cognitive architecture, how human thinking-process works actually, and 
generates knowledge. ACT-R is simulation of understanding human cognition. There is a comparison 
between ACT-R cognitive modal and fMRI (functional magnetic resonance imaging) dataset which is 
used to predict the results based on datasets of fMRI [14]. 

Complete human behavioural modelling and simulation, when human is performing different activities 
in an organisation using different tools and objects is not available in ACT-R [14].  

Most of the tools available in the market for modelling and simulation of human behaviour are limited 
only to agent-based modelling and simulation as shown in table 1, but Brahms provides us an 
opportunity not only to model but also simulate complete work practice system in an organisation 
where human role is significant [24]. 

5 Related Work 
Charles M. Macal et al. (2009) presented an idea about agent based modelling system, its application 
and development process in different aspects of practical scenarios. He focused on ABMS usefulness 
and its advantage over conventional systems. Applications of ABMS includes Air Traffic Control System, 
Crime Analysis, Biomedical Research, Chemistry, Epidemic Modelling, Organisational Decision Making 
and Market Analysis. Different toolkits used for ABMS are Netlogo, Starlogo, Swarm, Repast Simphony, 
Matlab and Mathematica [19]. 

Maarten Sierhuis et al. (2002) presented an idea about modelling and simulating work practice system in 
an organisation using Brahms Model. Brahms Model is comprised of further sub-models called Agents, 
Objects, Activity, Geography, Timing, Knowledge and Communication. All the activities in a work practice 
system could be monitored at any interval using Agent Viewer [26]. 

Chin Seah et al. (2005) gave an idea about the analysis of Brahms model tool by its application in the 
NASA Mars Exploration Rover (MER) mission. There is a complex situation whenever there is an analysis 
of work practice system keeping in view of human-machine interaction system. It’s quite challenging to 
model and simulate space mission program using Brahms Model as still there are some areas where we 
need to improve Brahms modelling and simulating tool [23]. 

Maarten Sierhuis et al. (2007) presented an idea about detailed version of Brahms Modelling and 
Simulation technique at the implementation level where more details are needed observe people 
behaviour and activities in an organisation. It was proved that Brahms Modelling and Simulation 
technique could be applied in large organisations [27].  

Maarten Sierhuis (2013) presented an idea about modelling and simulating multi-agents using Brahms 
Model which involve people behaviour and their activities at different levels. In contrast, SOAR and ACT-
R focused on individual agent and its behaviour. Example of one day work practice system was 
considered to establish the facts about Brahms Modelling and Simulation [25].  
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F. Bellifemine et al. (2003) presented detailed information about the Jade Platform. Main functional-ities 
of Jade, its architecture and its conceptual model were discussed. Two basic components of its 
conceptual model comprised of Jade distributed system topology and software component architecture 
with agent paradigm were explained. Network topology defines, how different components linked 
together?  [8]. 

Rafael H. Bordini et al. (2006) presented an idea about programming languages and development tools 
for multi-agent systems. He discussed programming languages issues in terms of declarative, imperative 
and hybrid nature. He also focused on integrated development environment, platform and framework 
for these languages [4]. 

Bijaya Ketan Panigrahi,Yuhui Shi et al. (2011) presented detailed information about biologically inspired 
algorithms called swarm intelligence. It contains algorithms based on collective individual behaviours 
and finding its optimal solution. The book covers existing research in its own kind and its real world 
applications [21]. 

Mehdi Dastani et al. (2012) presented proceedings of the International Workshop on Programming 
Multi- Agent Systems (ProMAS 2012) where programming languages and tools for MAS were discussed. 
Theory and practical issues were discussed in detail in order to analyse different techniques and 
concepts of multi-agent systems. Revised published papers were presented as source of information [9]. 

Rafael H. Bordini et al. (2007) presented detailed information about AgentSpeak language using Jason. 
The book contains explanation about programming multi-agent system using programming language 
calledAgentSpeak with the help of Jason [6]. 

Agent Oriented Software Limited Group called AOS group presented white paper carrying detailed 
information about Jack functionalities and its applications. AOS group focused the application areas 
where autonomous decision making process is required like Oil Production Systems and Unmanned 
Vehicles on exploration missions both for under water and space. Jack is autonomous, efficient, resilient 
and carrying rapid specification [2]. 

Rafael H. Bordini et al. (2009) presented published papers in the form of book, “Multi-Agent 
Programming: Languages, Tools and Applications”, which comprised of published papers information 
about multi-agent systems [1].  

Alexander Pokahr et al. (2005) presented detailed information about Jadex BDI (Belief, Desire, Intention) 
reasoning engine. Jadex is a combination of XML (Extensible Markup Language) and Java using BDI 
concepts. Jadex platform supports editing, debugging and execution of multi-agent systems [1].  

Marcus J. Huber et al. (1999) presented idea about JAM architecture and its mobile operational 
capability due to Java implementation. JAM is a hybrid architecture based on Procedural Reasoning 
System (PRS), Structured Circuit Semantics (SCS) and Plan-Action combination [13].  

Christian Blum et al. (2008) expressed his views about swarm intelligence starting from basic concepts 
up to the level of real world applications. The book covers foundation concepts of swarm intelligence 
and presents applications in the field of swarm robotics and telecommunication technology [3].  

Aleksandar Jevti’ (2011) presented his doctoral thesis about swarm intelligence general framework. He 
proposed general new design methodology for swarm intelligence tools which did not exist before [15]. 
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Michael J. North et al. (2006) expressed his views about standardization of simulation architecture 
keeping in view the varying standards followed by different authors. Repast toolkit was examined in 
different context and suggestions were made for its improvement [20]. 

Seth Tisue et al. (2004) presented his views about multi-agent language called NetLogo which is being 
used for education and research. NetLogo is a multi-agent programming language which provides 
modelling environment for the simulation of complicated phenomenon [28].  

Uri Wilensky (1999) presented user manual for NetLogo version 5.0.5 which contains detailed infor-
mation at the user level. It is in continuous process of development at Center for Connected Learning 
and Computer-Based Modelling. Instructions can be given to thousands of agents operating at different 
levels [29]. 

Fernando Koch et al. (2005) presented his idea about 3APL-M platform which is used to provide multi-
agent system development environment on mobile devices which has limited resources. BDI and Java 
language was used in the development of 3APL-M [11].  

lvan Bratko et al. (1986) presented his ideas about programming language which is termed as Prolog. It 
is non-procedural and declarative language which makes the job easier for the programmer to perform 
logic operations. The main features include pattern matching, tree-based data structuring and automatic 
backtracking [18].  

Fernando C. N. Pereira et al. (2002) presented his ideas about computational linguistics and logic 
programming. It focuses on the main concepts of definite clause formalism used in computational 
linguistics and logic programming [10].  

John E. Liard (2012) expressed his views about design and structure of SOAR which is based on complex 
cognitive architecture. Detailed study has been done, how SOAR works actually and how it respond in a 
given environment [16].  

Jelmer P. Borst et al. (2014) presented his idea about comparison of brain thinking process using ACT-R 
and FMRI (Functional Magnetic Resonance Imaging). The focus remains in the use of ACT-R architecture 
using FMRI data [14]. 

Stephen P. Robbins et al. (2012) expressed his views about the impact of human behaviour in an 
organisational behaviour. He focused on different aspects of human behaviour in order to enhance the 
organisational performance [22]. 

John Preece (2013) presented his idea about human behaviour and its background. He focused on 
human behavioural roles and its impact on human society [17].  

Abid Ghaffar et. al (2013) presented his idea about warning alert generation system using Brahms 
Mod¬elling and Simulation technique. Human behaviour in an organisation could be improved and 
monitored and rapid action could be taken in the right direction [12]. 

6 Conclusion and Future Work 
Organisational performance is compromised due to human behaviour and challenging to address human 
behavioural roles in terms of performance and improvement. Online survey has been conducted which 
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clearly shows human behavioural problems in different organisations. Different MAS tools are evaluated 
for modelling and simulation of human behaviour in an organisation and we find Brahms modelling and 
simulation tool is the most appropriate and compatible for the simulation of Work practice system in an 
organisation. We can generate warning alerts using Brahms Modelling and Simulation tool based on its 
unique features which is not available in other MAS. MAS have played a significant role in the 
development of every field of life. Information technology would not be considered consistent, if MAS is 
not used and applied correctly in the progress of an industry. There is a need to check all the features of 
MAS in more details as MAS are being developed and updated on regular basis. We can incorporate 
those changes and developments in our warning alert generation system. 
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ABSTRACT 

In this paper, we present a novel postprocessor for speech recognition using the Augmented Conditional 
Random Field (ACRF) framework. In this framework, a primary acoustic model is used to generate state 
posterior scores per frame. These output scores are fed to the ACRF post processor for further frame 
based acoustic modeling. Since ACRF explicitly integrates acoustic context modeling, the postprocessor 
has the ability to discover new context information and to improve the recognition accuracy. The results 
on the TIMIT phone recognition task show that the proposed postprocessor can lead to significant 
improvements especially when Hid-den Markov Models (HMMs) were used as primary acoustic model. 
Keywords: Hidden Markov models; augmented conditional random fields; deep conditional random 
fields; speech recognition postprocessor. 

1 Introduction 
Acoustic modeling post processing based on methods derived from Conditional Random Fields [1] is an 
active area of research [2], [3], [4]. CRFs have a generic way to define feature functions (constraints).  
Consequently, the feature functions play a vital role in defining the model and its applications [5]. In this 
work, we present a frame based postprocessor for speech recognition based on ACRFs [6, 7]. The ACRFs 
paradigm is a nonlinear variant of CRFs where the feature functions are computed from scoring a large 
number of Gaussians. The projection of low dimensional acoustic data into a high dimensional 
(augmented) space aims to simplify the classification problem. The main advantage of this framework is 
that acoustic context information is explicitly integrated to handle the sequential phenomena of the 
speech signal and hence can be expected to improve the recognition accuracy. The ACRFs can be 
efficiently estimated using the Approximate Iterative Scaling (AIS) algorithm. 

In the original ACRF framework, the process of augmenting the low dimensional space to obtain a high 
dimensional space (ot ! ot

Aug) is based on the following algorithm: 

1. A large number of Gaussians is estimated from the training data using the EM algorithm 
[8]. 

2. The Gaussians provide scores for each frame. 
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Figure 1: Frame based postprocessor using augmented conditional random field (ACRF) framework. 

3. The scores are sorted and only the n-best scores are retained to reduce the storage 
requirements during the training. Typically, the n-best nearest-neighbor shortlist size is 
set to 10. 

4. An augmented vector is constructed and its size dAug equals the number of Gaussians in 
the recognition problem. A state feature value is calculated as a pruned posterior score 
for each Gaussian and is given by 

  

 
(1) 

Where Ni(ot; ʎ) ≈  0 for i n∉ −best list and the normalization step is conceptually redundant to improve 
the ACRFs training speed. Frame based acoustic models generate state scores. These state scores are 
fed to a decoder to generate the recognition hypothesis. For example, in HMMs [9, 10, 11, 12], an 
acoustic feature vector ot may be generated, with an output probability density function bj(ot), which is 
associated with state j. A mixture of Gaussian distributions is typically used to model the output 
distribution for each state, 

                           
(2) 

Where M is the number of mixture components, cjm is the component weight and  
M

jmm
C∑ =1. jmµ and 

jmΣ are the component specific mean vector and covariance matrix respectively. These state scores can 

be sorted and normalized in a similar way as in Equation (1). Hence, the normalized state scores is given 
by: 

                  
(3) 

Where bj(ot) ≈  0 for j n∉ − best list. 
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The generated normalized state scores in Equation (3) are fed to ACRF postprocessor for further acoustic 
modeling. The ACRF output state scores can be normalized in a similar way and fed to a second layer 
ACRF for further acoustic modeling. An example of the described process is shown in Figure 1. By 
explicitly integrating acoustic context modeling using the ACRFs, the post-processors have the ability to 
discover new context information and to improve the recognition accuracy. This is the main motivation 
behind the work. In this work, we investigated three different primary acoustic models which have 
different modeling power1. In particular, HMMs were tested as the main acoustic model. In addition, 
ACRF acoustic modeling as described in [7] was evaluated as a primary acoustic model. Finally, powerful 
deep conditional random fields (DCRFs) [13] were developed as a primary acoustic model. DCRFs are a 
variant of hybrid deep neural networks DNN/HMM [14], [15], [16], [17], [18] formulated using the 
maximum entropy principle [19]. The main goal of testing different primary acoustic models is to show 
the modeling effect of using an ACRF postprocessor.  

This paper is organized as follows: the mathematical formulation of ACRFs is given in Section 2. Section 3 
describes how to compute the normalized state scores for different primary acoustic models. 
Experimental results on a phone recognition task are given in Section 4. Finally, a summary of the 
presented work is given in the conclusions. 
 

2 Augmented Conditional Random Fields 
ACRFs are undirected graphical models that maintain the Markov properties of HMMs. They operate in a 
high dimensional (augmented) space to improve the discrimination between speech classes. This 
augmented space is constructed by 

 

Figure 2: ACRF phone model with state scores computed from a window of augmented frames. 

1 A primary acoustic model provides the features to the postprocessors. 
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scoring a large number of Gaussians. In addition, by using a large window of augmented frames, acoustic 
context information is explicitly integrated allowing the model to handle the sequential nature of speech 
signals. Hence, the HMM conditional independent assumptions are relaxed in this framework. ACRFs 

Feature functions are based on pruned posterior scores to improve the training speed. The ACRFs have a 
batch training algorithm that scales for a large amount of training data. The linear chain undirected 
graphical model behind the ACRF is shown in Figure 2. The model has the following properties: 

• It obeys the Markovian property. 
• The state scores are computed from the augmented frames (pruned posterior scores). 

 
Given a state sequence S = (s1, s2……sT ) and a time sequence of speech frames or acoustic 
observations associated an utterance O = (o1, o2…..oT ),the maximum entropy conditional distribution 
de_ning ACRFs is 

        
(4) 

 

where 
t

ui
Sλ and 

1t tS Sλ
−

 are associated with the feature functions ( )i ux O and the transition functions              

1( , ).t ta S S −  The feature functions ( )i tx O 2are computed as in Equation (3) when HMMs are used as a 

primary acoustic model. The number of frames in the acoustic context window is w = 2c+1. ( )Z OΛ  

(Zustandsumme) is a normalization coefficient referred to as the partition functions and is given by 

         
(5) 

and it can be computed efficiently using the forward algorithm [1]. The feature functions xi(ot) are 
computed in a different way for other primary acoustic models. Section 3 will explain how to compute 
these feature functions for ACRFs and DCRFs acoustic models. In particular, Equation (11) and Equation 
(16) are used for primary acoustic models based on ACRFs and DCRFs respectively. The primary acoustic 
decoding results are based on state scores. Compared to the primary system, the ACRF post-processing 
sees next to the current set of state scores also those of the neighboring frames, allowing the 
integration of context information in the augmented space. It is worth to mention that when acoustic 
context information is not modeled (i.e. c = 0), the ACRF post-processor and the primary acoustic model 
should lead to the same recognition results. 

2.1 ACRF Optimization 
For R training observations {O1,O2,Or, …OR} with corresponding transcriptions {Wr}, ACRFs are trained 
using the conditional maximum likelihood (CML) criterion to maximize the posterior probability of the 
correct word sequence given the acoustic observations. Exact lower bound optimization algorithms for 
CRFs are very slow [1]. Therefore, we use the Approximate Iterative Scaling (AIS) algorithm to speed up 

2
1( , ).t ta S S − is binary valued and can be used to specify the transition topology. 
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the training process. The value of the learning rate is the main difference between exact and 
approximate algorithms. An AIS algorithm update equation is given by: 

               
(6) 

where 
1

AIS w
η =  is called the learning rate and τ is the iteration number. The sparse accumulators of 

the sufficient statistics, ( )jiC O , for the thJ  state and thi  constraint are calculated as follows: 

  

                         

(7) 

(8) 

Where r is the utterance index and ,[ ..... ,.... ].Aug
t t c t t cO O O O− +=  Given the forward score ( )j tα and 

backward score ( )j tβ , the occupation probability of being in state J at time t, jγ  , is given by: 

                
(9) 

and to avoid the necessity of building lattices, the ( | )j t Mγ is approximated with state estimates as 

follows [20]: 

     

(10) 

3 State scores generation 
Three di_erent primary acoustic models which have di_erent modeling power were developed in this 
work. For HMM, the generated normalized state scores are computed as in Equation (3). For ACRF and 
DCRFs, the goal of this section is to show how to compute their normalized state scores. 

3.1 ACRF as a primary acoustic model 
ACRFs can be used as a primary acoustic model if the input features to ACRFs are based on Equation (1) . 
The parameter estimation is exactly identical to described in Section 2. The normalized state scores are 
given by 

          
(11) 
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3.2 DCRF as a primary acoustic model 
Training CRFs on the top of a hidden layer constructed from scoring a large number of sigmoid functions 
was introduced in [17]. One way to improve this approach is to compute the state scores based on a 
DNN that has several hidden layers [21]. Deep Conditional Random Fields acoustic models are a 
particular implementation of linear chain CRFs where the state scores are computed based on a DNN 
that has several hidden layers [13]. The output layer of DCRFs is based on linear activation functions 
while in hybrid DNN/HMM it is based on softmax activation functions. This is the main difference 
between DCRFs and hybrid DNN/HMM systems. A graphical representation of the DCRF acoustic model 
is shown in Figure 3. The conditional distribution defining DCRFs is given by 

 
(12) 

Where ( )
tS tb o is computed from a DNN scorer. 

The feed-forward phase of a DNN scorer updates the output value of each hidden unit. Each hidden unit 
output is computed as follows: 

  

 
(13) 

 

Where h
tO  is an output of a hidden layer, n is the number of inputs, and h is an index to a hidden layer. 

The sigmoid function is computed as follows: 

 
(14) 

 

The output of a hidden layer is forwarded to the next layer until the output layer is computed as follows 
(linear activation): 

 
(15) 

 

where N is the index of the output layer. Hence, ( )
t t

N
S t tsb O O=  connects a DNN scorer to CRFs. 

The normalized state scores are given by 

     
(16) 

 

Where exp 0N
tjO ≈  for j n∉ − best list. 
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4 Experiments 
In this section, the standard TIMIT phone recognition task is used to evaluate the proposed approach 
described in this paper. The training sets consist of 462 speakers and results are computed using the 24 
speaker core test set. The DNN training development set is based on 50 speakers from the test set [22]. 
The SA1 and SA2 utterances were not used. 

The speech was analyzed using a 25ms Hamming window with a 10 ms fixed frame rate. The speech is 
represented using 12 mel frequency cepstral coefficients (MFCCs), energy, along with their first and 
second temporal derivatives, resulting in a 39 element feature vector. Another representation used for 
DCRFs is based on using a Fourier-transform-based filter-bank with 40 coefficients (plus energy) 
distributed on a mel-scale, together with their first and second temporal derivatives resulting in a 123 
element feature vector. The features are pre-processed to have zero mean and unit variance and 
acoustic context information is integrated using a window of 9 frames (4 left + current frame+ 4 right) to 
construct the final frames. 

The original 61 phone classes in TIMIT were mapped to a set of 48 labels, which were used for training 
[23]. After decoding, this set of 48 phone classes 

 

Figure 3: Linear chain DCRF model (the state scores are computed from a DNN). 

was mapped down to a set of 39 classes. The phone error rate (PER) metric, which is analogous to word 
error rate, is used to report phone recognition results. Each phone of the baseline HMMs was 
represented using a three state left-to-right model. Mixtures of Gaussian densities with diagonal 
covariance matrices were used for state scoring (emission probabilities). The HMMs were trained by the 
maximum likelihood criterion using the conventional EM algorithm [24]. Discriminative training based 
on Minimum Phone Error (MPE) criterion was used to refine the HMMs [25]. The acoustic scale was set 
to 1/6 and I-smoothing parameter τ was set to 100. 

Similar to the HMMs, the ACRF-based models emply three-state left-to-right phone models. The 
transition parameters were initialized from trained HMM models. Other parameters were initialized to 
zero. The   same model structure was used for postprocessor ACRFs. A Viterbi pass (forced alignment) of 
the reference transcription using HMMs trained using the maximum likelihood criterion was used to 

accumulate the numM sufficient statistics. The number of frames in the acoustic context window,                      
w = 2c + 1, was set to 19. For ACRFs primary acoustic models, 7917 Gaussians were used to construct 
the augmented space. A powerful primary acoustic model based on DCRFs was evaluated. Each phone 
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was represented using a three state left-to-right DCRF. The transition parameters were initialized from 
trained HMM models as in ACRFs. The DNN parameters were initialized to random values. The DNN has 
nine hidden layers and each layer has 2048 neurons. For training DCRFs, the PDNNTK toolkit [26] in 
combination with the Theano library [27] is used, allowing transparent 

Table 1: HMM decoding results on TIMIT recognition task in terms of PER 

 

Table 2: Decoding results on TIMIT recognition task in terms of PER for different primary acoustic models. 

 

Computation for CPUs and GPUs. 

The acoustic modeling process starts with generating the state scores of the primary models in pruned 
posterior forms. These scores are fed to the first ACRF postprocessor. The output state scores of the 
firrst ACRF post processor are generated in pruned posterior forms and are fed to the second ACRF 
postprocessor in all experiments. A generic bi-gram in-house decoder is used to generate the 
recognition phone sequence for the different acoustic models. Table 1 shows the decoding results when 
HMMs are used as a primary acoustic model. The results show that the first stage of ACRFs post 
processing leads to significant improvement in terms of PER. When ACRFs and DCRFs were used as 
primary acoustic models, the improvements are smaller than HMMs as shown in Table 2. The second 
stage of post processing did not lead to improvements. These results may suggest that ACRF post 
processing has limited ability for powerful acoustic models. 

5 Conclusions 
In this paper, an augmented conditional random field postprocessor for speech recognition is presented. 
In this framework, a primary acoustic model is used to generate state posterior scores per frame. These 
posterior scores are then used as input to an ACRF. The main goal of this process is to model the 
acoustic context information in a high dimensional space constructed using the primary acoustic model 
state scores. Consequently, the postprocessor acoustic model discovers new context information and 
improves the recognition accuracy. Three different primary acoustic models were investigated in this 
work (HMM, ACRF, and DCRF). Results on the TIMIT phone recognition task show that the proposed 
postprocessor can lead to significant improvements especially when HMMs were used as a primary 
acoustic model.  
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ABSTRACT 

Prediction of English Premiership League (EPL) matches has been on the heart and minds of researcher 
over the pass decades, but none has sufficiently introduced and Adaptive Neuro-Fuzzy Inference System 
(ANFIS) approach for these prediction which has served as the focal aim of this research paper using 
seven premier league teams and nine linguistic values. Matric Laboratory (MATLAB) 7.0 served as the 
tool of implementation highlighting various views. The ANFIS training was successful completed at 
epoch 2 and having an error of 1.41237e-006. The model was further used to predict the outcome of 7 
matches with a successful rate of 71%. 

Keywords: ANFIS, Premiership, Soccer, Predication, Layers 

1 Introduction 
It is no doubt that the most viewed sport in the world is soccer having above 10 billon fan all over the 
world (Tony, 2014). The English league is the most watched soccer league all over the world having 
more than 2 billion fans (Jonathan, 2014 and Tony, 2014). It comprises of 20 teams and each team plays 
38 match in a season which spans ten months. A team plays 19 matches at home (at the city in which 
the club originates) and 19 match away (Jonathan, 2014). A win for any match regardless of home or 
away is 3 points a draw is 1 point while a loss earn no point. At the end of each season the 3 teams at 
the lower end (bottom) of the league are relegated to a lower division (Tony, 2014). The outcome of any 
match is a win, a draw or a loss (Jonathan, 2014 and Tony, 2014). To calculate the number of games 
played in a season using the hand shaking lemma we represent each team as a node and a matched 
played as an edge. There are two parallel edges between each node (one for home match and the other 
for away match). So, the number of game played = (38*20) / 2 =380 matches. Since the edge contribute 
twice to the degree of the graph. 

2 Review of Related Literature 
In predicting the outcome of a soccer match, various approaches have been used some of which include 
Statistical method, Probabilistic method, Bayesian network, Multilayer perceptrons.  

Yue (2003) used multilayer perceptron model to predict the outcome of a soccer match. The neural 
network had 13 inputs, 3 hidden layers and 1 output layer. The network was feed with the most recent 5 
matches of team A and team B. The model was used to predict the outcome of 9 matches and 4 out of 
the nine matches gave accurate prediction. Based on the efficiency of the result, the model was re-
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implemented with two additional hidden layers (a layer for the home team with a weight of 1 and the 
other for the position of the team on the table of ranking) which was utilized in predicting nine matches, 
with an 80% accuracy Aditya et al (2013) used a Multi Nominal Logic Regression (MNLR) and Support 
Vector Machines (SVM) to predict the outcome of a match utilizing 3 fundamental approaches. In their 
first approach Multi nominal Logistic was enacted for the training phase in which performance 
optimization metrics derived from current matches were considered, rather than taking the average of 
previous matches and during testing they predicted the outcome between two teams using the number 
of matches past played. In the second approach, they trained in the same way they later test the data 
and instead of using the feature vector as the performance metric vector corresponding to the current 
match, they used Key Performance Parameters (KPP). The third approach tried to find a global set of 
parameter which was independent of the competing teams.   

Ian and Phil (2013), forecasted international; soccer matches result using bivariate discrete distribution. 
They collected a total of 8,735 international soccer results from two main sources. The data for the 
period 1993-2001 was obtained from the archive of International Soccer Results (ISR) and the data for 
the period 2001 to 2004 were obtained from the Record Sport Soccer Statistics Foundation (RSSSF) 
archive.  Data on the Federation of International Football Association (FIFA) world rankings were 
collected from the FIFA website for each month during the years from 1993 to 2004. The model was 
based on copula functions. The copula regression model forecasts 41.8% of the results correctly. 

From the review of related literature An Adaptive Neuro-Fuzzy Inference System (ANFIS) approach has 
not been adopted previously for EPL matches prediction which is serving as the focal point of our 
research. 

3 The ANFIS Model for Predicting the Outcome of English Premiership 
League (EPL) Soccer Match  

The Adaptive Neuro Fuzzy Inference System (ANFIS) is one of the many hybrids of neural and fuzzy 
system. ANFIS combines the learning capability of the neural network and the explanatory power of the 
fuzzy system. The ANFIS architecture uses the sugeno type inference system Jang (1991). An example of 
the sugeno inference is given in equation 1: 

If x is A and y is B, then f1 = p1x + q1y + r1 (1) 

Where x and y is the input variable and A and B is the fuzzy set of linguistic variables and q, p and r, are consequent 
parameters. 
ANFIS ARCHITECTURE 

 
Figure 1: ANFIS ARCHITECTURE 
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The ANFIS architecture in Figure 1 comprises of varied layers which includes: 

a. Layer 1 (Input Layer): this is the first layer it is called the input layer. Each node 
generates the membership grades of a linguistic label (Jang, 1993). An example of a 
membership function is the generalized bell function is given in equation 2: 

µ A
i

i
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i

i

x
x c

a

( )
[
( )

]
=

+
−
1

1
2

2

 
(2)  

Where {a, b, c} is the parameter set and x stands for the individual value. As the values of the 
parameters change, the shape of the bell-shaped function varies. Parameters in that layer are called 
premise parameters. 

b. Layer 2 (Fuzzification layer): The second layer of the Adaptive Neuro Fuzzy Inference 
System (ANFIS) model is fuzzification layer it is also called the membership function 
layer. In this layer the output of the first layer is mapped to a fuzzy set using bell-shaped 
membership function (Jang, 1997 and Nauck et al., 1997).  The Bell membership 
function provides smooth and non-linear functions that can be used by the learning 
systems. Each node calculates the firing strength of each rule using the min or prod 
operator show in equation 3. In general, any other fuzzy AND operation can be used. 
 

2, ( ) ( )       1,  2
i ii i A BO w x x iµ µ= = × =  (3) 

 

c. Layer 3 (Rule Layer): The third layer is the rule layer. Each neuron in this layer 
corresponds to a single first-order Sugeno fuzzy rule receiving signal from the 
membership function layer and computes the truth value of the rule (Jang, 1993 and 
1997. The nodes calculate the ratios of the rule’s firing strength to the sum of all the 
rules firing strength using the equation 4. The result is a normalised firing strength. 

3,
1 2

           1,  2   i
i i

wO w i
w w

= = =
+

 (4) 

d. Layer 4 (Normalization layer): The fourth layer is the normalization layer. Each neuron 
in this layer receives signals from all rule neurons in the third layer, and calculates the 
normalized firing strength of a given rule. The nodes compute a parameter function on 
the layer 3 output using equation 5. Parameters in this layer are called consequent 
parameters. 

4, ( )   i i i i i i iO w f w p x q y r= = + +  (5) 

 
e. Layer 5 (Defuzzification layer): The fifth layer is the defuzzification layer. Each neuron in 

this layer is connected to the respective normalization neuron in the fourth layer (Jang, 
1997 and Nagnevitsky, 2002). It is a single node that aggregates the overall output as 
the summation of all incoming signals using equation 6 

 

5,1  i i
i

O overall output w f= =∑  
 

(6) 
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3.1 Generating Dataset 
In generating the dataset we relied on 5 factors which then constituted the ANFIS parameters which was 
then used to predict the outcome of the match, they are: 

• 2 of the last most recent match played by team A 
• 2 of the last most recent match played by team B 
• The point of both teams in the table of ranking 
• Their popularity  
• Home advantage. 

The first 2 parameters (2 of the last most recent match played by team have 9 linguistic variable (WW, 
WD, WL, DW, DD, DL, LW, LD, LL) while the point of both teams and the popularity of the teams have 3 
parameters (highA, same, lowA) and the home advantage have 2 linguistic variable (homeA and awayA).  

3.2 Variable Used In the Model 
Table 1, shows, six linguistic variables and six linguistic values associated with the Anfis proposed 
architecture for predicting the EPL results and matches 

Table 1: Fuzzy Linguistic Variables and Values 

Position Club Last Two Match 
Played 

Point 

1 Chelsea WD 33 

2 Manchester City WW 25 

3 Southampton WW 22 

4 Manchester United WW 21 

5 West ham United DW 20 

6 Arsenal LW 20 

4 Stimulations and Experiment 
The stimulation was carried out using MATLAB Fuzzy logic toolbox 2007 and the model was used to 
predict the outcome of 7 matches. The various simulation modules are specified from Figure 2, 3, 4 and 
5 respectively 

 

Figure 2: Training Error 
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Figure 3:  Surface View Prediction 1 

 

Figure 4: Surface View Prediction 2 

 

Figure 5: Surface View Prediction  

The ANFIS training was completed at epoch 2 and having an error of 1.41237e-006. The model was 
further used to predict the outcome of 7 matches and 5 outcomes out of the matches were accurately 
predicted. 
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4.1 Prediction Results 
The EPL prediction matches are specified clearly on Table 2, highlighting both actual result and 
prediction results 

Table 2: English Premier League (EPL) Prediction Matches 

Home 
Team 

Away Team Actual 
Result 

Prediction 

Manchester Stoke Manchester Manchester 

Chelsea Tottenham Draw Chelsea 

Sunderland Man City Man City Man City 

Everton Hall City Draw Draw 

Arsenal Southampton Arsenal Southampton 

Leister City Liverpool Liverpool Liverpool 

Swansea QPR Swansea Swansea 

5 Conclusion 
The ANFIS model was able to make an accurate prediction of 5 out of 7 matches which is promising but 
this implies that there might be more factors which were not included in our model that determine the 
outcome of a soccer match. So, further study is encouraged to increase the accuracy of prediction of a 
soccer match suing more applicable variables. 
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ABSTRACT   

Authorship Identification is being used for forensics analysis and humanities to identify the author of 
anonymous text used for communication. Authorship Identification can be achieved by selecting the 
textual features or writing style. Textual features are the important elements for Authorship 
Identification .It is therefore important to analyze them and identify the most promising features. This 
paper tries to identify and analyze promising generalized features and computational methods for 
authorship Identification. The performed experiments in the authorship identification task shows that, 
the support vector machine classifier used as computational method can achieve better results with 
identified generalized feature set. 

Keywords: Author identification, support vector machine, feature extraction, classification 

1 Introduction  
Internet has provided us a platform and convenient way to share information across time and place. At 
the same time it is also used for criminal activities like Cyberattacks, Distribution of illegal materials in 
cyberspace, Computer-mediated illegal communications within big crime groups or terrorists. 
Cybercrime has become one of the major securities Issues for the law enforcement community. The 
anonymity of cyberspace makes identity tracing a significant problem which hinders investigations. 
Anonymity means senders will attempt to hide their true identities to void detection. Cybercriminals 
also Forged sender’s address and Use multiple usernames to distribute online messages via different 
anonymous channels. Cybercrimes due to anonymity includes 1.Identity theft and masquerade 
2.Phishing and spamming 3.Child pornography 4.Drug trafficking 5.Terrorism 6.Infrastructure crimes: 
Denial of service attacks. The possible solution for above mentioned problem is identifying the writing 
style of these messages. Cyber-criminal may have “word print” hidden in his online messages.  

This study proposes the use of authorship analysis approach to solve the problem of identity tracing in 
cybercrime investigation. Problem statement is to verify whether suspect S is or is not the author of a 
given malicious e-mail or online message µ.with assumption that investigator has access to previously 
written e-mails of suspect S and have access to e-mails {E1,…,En}, collected from sample population U= 
{u1,…,un}.The task is to extract stylometric features and develop two models that is Training model & 
testing model. After that classify e-mail µ using the two models. Feature selection and computational 
methods are two critical research issues that influence the performance of authorship analysis. Selected 
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features should be effective discriminators. Computational Methods provides approach to 
discriminating texts by authors based on the selected features. Next section of paper describes the 
existing work in the authorship identification field by analyzing the various features used in various 
research papers along with their accuracy followed by another section experimental setup which is 
describes the methodology used for performing experimentation. Last section shows the experimental 
results in terms of accuracy. 

2 Related Work  
Authorship analysis is categorized into three major categories [11] 

1. Authorship identification (authorship attribution) which determines the likelihood of a piece of 
writing to be produced by a particular author by examining other writings by that author 

2. Authorship characterization:-It summarizes the characteristics of an author and generates the 
author profile based on his/her writings along with Gender, educational, cultural background, 
and writing style 

3. Similarity detection:-It Compare multiple pieces of writing and determines whether they were 
produced by a single author without actually identifying the author for e.g. Plagiarism detection. 

In previous work Writing-style Features applied for Authorship Identification are Lexical features, 
syntactic features, Structural features & Content-specific features. Lexical features (F1) based on words 
and character analysis. Syntactic features (F2) perform function words, punctuation usage; POS. 
Structural features (F3) make use of signature, personal article-organizing style. Content-specific 
features (F4) analyze consistently used and content-related key words [11].Various researchers used 
these features for experimentation and accuracy is calculated. The table-1 shows the features and 
technique used for Authorship Identification along with accuracy. Chaski (2005)[8] has achieved 95.70% 
accuracy by using feature set (F1,F2,F3,F4) and 10 authors were used for experimentation. Similarly 
Iqbal (2008)[9] used Frequent Pattern Mining Algorithm to extract writing style of author. Hadjidj 
(2009)[7] used F1,F2,F3,F4 with accuracy 90%. Iqbal (2010)[10] used K-means with accuracy 90%. Zheng 
used F1, F2, F3, F4 and achieved 97.69% accuracy. 

Table 1:  Features used in various Research Paper 

Research Paper Number 
Of 

Authors 

Features 
/Technique 

Used 

Accuracy Number Of 
Authors 

Chaski(2005)[8] 10 F1,F2,F3,F4 95.70% 10 
Iqbal(2008)[9] 10 Frequent 

Pattern 
Mining 

77% 10 

Hadjidj(2009)[7] 3 F1,F2,F3,F4 90% 3 
Iqbal(2010)[10] 3 K-means 90% 3 

Zheng 10 F1,F2,F3,F4 97.69% 10 

Performance for Authorship Identification can be measure in terms of Accuracy and number of Authors 
used for analysis.Table-2 shows previous work done in terms of number of authors used for 
experimentation. 
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Table 2:  Experimental setups from previous research. 

Research 
Paper 

Total 
Number of  
persons(P) 

Total 
Number 

Of 
messages 

Average message 
Length(Word) 

Average 
Message 

per person 

Corney et al 4 253 92 64 
De Vel 3 156 259 52 

Zheng et al 20 960 169 48 
Stamatotes 10 300 1122 30 

Tsuboi 3 4961 112 1653 

From above literature survey it is observed that despite significant progress achieved on the 
identification of an author within a small group of individuals, it is still challenging to identify an author 
when the number of candidates increases .secondly, it is difficult to identify if the sample text is short as 
in the case of e-mails or online messages. The following experimentation shows that for short text and 
more number of authors, proposed methods gives more accuracy using new feature set. 

3 Experimental Setup 
Figure 1 shows computational methods that can be used for experimentation are divided into two 
categories. Those are 

1. Statistical Approach uses cluster analysis and Multidimensional Scaling. 
2. Machine Learning Approach uses SVM, Naïve Bays 

In this paper, For Experimentation purpose method used is Support Vector Machine  and Features used 
are most frequent words means the words with highest frequency are considered in analysis and n-gram 
approach. 

 

Figure 1:  Computational Methods 

3.1 Corpus used 
3.1.1 C50 corpus 

The C50 dataset was downloaded from the UCI Machine Learning Repository. It consists of one training 
and one test set, these sets are not overlapping. Each of the datasets contains 2500 documents (50 
authors with 50 documents each) in text format. All of the documents are written in English and belongs 
to the same subtopic which will minimize the possibility of being able to classify documents depending 
on topics instead of the unique features which represent each author. 
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3.1.2 Enron corpus 

Enron corpus was made public during the legal investigation concerning the Enron Corporation. The 
current version contains 619,446 messages belonging to 158 users 

This dataset was collected and prepared by the CALO This data was originally made public, and posted 
to the web, by the Federal Energy Regulatory Commission during its investigation. 

4 Experimental Results 
Table3 shows experimental results on C50 dataset with number of authors =5, 7,15,25,50 using SVM 
classifier and n-gram for word=1 

Table 3:  Experimentation on c50 Dataset 
 

 

Table 4 shows experimental results on Enron dataset with number of authors =5, 10,15,25,50 using SVM 
classifier and n-gram for word=1 

  Table 4:  Experimentation on Enron Dataset                             

 

 

Data 
set 

Used 

Total 
Number 

Of 
Authors 

Trainin
g set 

Testing set Accuracy 

C50 
Dataset 

5 173 173 82.5% 
7 173 2 100% 

15 373 3 86.5% 
25 625 2 100% 
50 625 10 88% 

Data 
set 

Used 

Total 
Number 

Of 
Authors 

Training 
set 

Testing 
set 

Accuracy 

Enron 
Dataset 

5 62 10 93.3% 
10 125 10 85% 
15 188 10 85% 
25 310 13 82% 
50 650 2 80% 
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5 Conclusion 
The proposed approach is able to identify the authors of online messages. Character and word Uni-gram 
features showed particular discriminating capabilities for authorship identification. SVM gives more 
accuracy with word uni-gram .Different parameter settings of authorship identification had an impact on 
performance. The above experimentation shows that for short text and more number of authors, 
proposed methods gives more accuracy using n-gram approach for feature set. 
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ABSTRACT 

Underlying technique for mobile agent development is often mystified. Existing research sometimes 
ignore unveiling the details of the mobility and autonomy of the agent system. This paper exposes using 
formal methods the technique of a mobile agent system using a life cycle. The system proposed will 
serve as takeoff springboard for mobile agent developers. 

Keywords: Mobile Agent, Formal Method, Z-notations, Mobile Agent Life Cycle. 

1 Introduction 
Mobile agents are autonomous and intelligent programs that are capable of moving through a network, 
searching for and interacting with the resources on behalf of the network administrator. Mobile agent is 
an executive program that can migrate at times of its own choosing from one machine to another in a 
network. This means that a mobile agent is ‘free’ to travel to any place in the network. It can execute 
without requiring a link with or being controlled from the originating location (Imianvan, 2009).  

Mobile agent could be activated and launched from one computer to another for the purpose of 
autonomously searching for and interacting with network resources on the network administrator’s 
behalf (Imianvan and Akinyokun 2014). A conscious effort at developing a mobile agent for the 
assessment and evaluation of computer networks with emphasis on throughput, utilization and 
availability have been proposed in (Aderounmu, 2001). Mobile agent technology is useful in electronic 
commerce transactions, distributed information retrieval, and network management (Huy et al., 2005; 
Imianvan, 2009;  Weina and Gaoyuan 2011; Djamel et al., 2012). 

The following are examples of some existing mobile agent systems. The items inscribed in the brackets 
are the individual, or institution or organizations that developed them. 

a. Agentspace (Alberto Silva). 
b. Agent TCL (Dartmouth). 
c. Aglets (IBM). 
d. D’ Agents (Dartmouth College). 
e. Dicovery (University of Maryland). 
f. JATLite (Standford University). 
g. MARS (University of Modena). 
h. Messengers (University of California). 
i. Mobile Agent Platform (Universita’ di Catania). 
j. TACOMA: Tromso and Cornell Moving agent (University of Tromso). 
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Mobile agent like every other intelligent agent has the following features: 

a. Autonomy. 
b. Adaptiveness. 
c. Collaborative behavior. 
d. Character. 
A specification written and approved in accordance with established (mathematical) notations is a 
formal specification. Z (‘zed’), for instance is a formal notation based on set algebra and predicate 
calculus for the specification of computing systems. Z specification of systems employs the power of 
discrete mathematics. The Z notation is useful to organize and communicate thoughts within a design 
team (Diller 1994; Spivey 1998).  

Since a formal specification is precise, if such a specification is wrong, it is easier to tell where it is wrong 
and correct it. Using formal notation increases the understanding of the operation of a system especially 
early in a design. It helps to organize the thoughts of a designer, making clearer, simpler designs 
possible. Formal specification provides a check that the system will behave as expected by the designer. 
The use of formal methods can help to explore design choices. Such methods aid the design team in 
reasoning about the operations of the system in clear terms before and during its implementation 
(Spivey, 1998).  

This paper provides an attempt to demystify using formal methods (Zed notations), the operational life 
cycle of a mobile agent system.  

2 The Mobile Agent Life Cycle 
A mobile agent is an artificial life which is capable of birth (creation), survival (launching) and death 
(disposal). The processes of birth, survival and death are characterized by a sequence of logical steps 
called the mobile agent life cycle as presented in Figure 1. 

 

Figure 1: The Mobile Agent Life Cycle 
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The mobile agent life cycle presented in Figure 1 involve the following series of logical procedures 
(Imianvan, 2009). 

a. CreateAgent. 
b. DisassembleAgent. 
c. TicketAgent. 
d. SelfSendAgent and SelfHomeAgent. 
e. LiveAgent. 
f. MeetAgent. 
g. AssembleAgent. 
h. DumpAgent. 

The creation of the mobile agent involves developing the functionality of the system and then adding it 
to the universal set of agent as presented in Figure 2. 

 

 

Figure 2: Formal Specification of the CREATE Agent Process 

At the source, the mobile agent is decomposed into units that are transportable to the target 
workstations. The formal specification of the disassembling of the mobile agent is presented in the Z 
Schema of Figure 3. 

 
Figure 3:  Z Schema Specification for Mobile Agent Disassembling. 
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Operational procedure of TicketAgent component of mobile agent system is presented in Figure 4. 

 

 Figure 4: TicketAgent Algorithm 

The following are sequence of Telescript commands specification to notify an agent (for example, 
Bandwidth Agent) of target workstations. 

Teleaddress addr := here@LookUpPlaces.Address.Copy(); 

Ticket(BandwidthAgent, addr): 

SelfHomeAgent operates as follows: 

a. Use SELF-command to activate autonomy. 
b. Use GO command to activate the agent movement. 
c. Use HOME command to activate return home. 

LiveAgent uses the game of life algorithm presented in (Akinyokun, 1997) to account for the resource of 
the computer network environment. 

MeetAgent operates using the command. 

  agentToMeet := here@MeetingPlace.Meet (aPetition, nil); 

The agent will normally interact with the host operating system of the target and its appendages or 
utility programs for network monitor and cyber clock for the purpose of assessing and evaluating 
network resource. The results obtained by mobile agent after a successful visit to a set of target 
workstations are assembled using the specification of Figure 5 for the purpose of reporting them for 
external analysis, interpretation, policy formulation and decision making. 
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  Figure 5: Z Schema description of ASSEMBLE Agent 

The disposal of the mobile agent simply means removing the mobile agent from the universal set of 
agents. The process of the mobile agent disposal is presented in Figure 6.  Telescript command used to 
dispose agent is    DUMP. 

 
 Figure 6: Specification of the Mobile Agent Disposal Process 

3 Conclusion 
Formal method (Zed notations) has been used as the operational engine for demystification of the life 
cycle of a mobile agent. The use of Formal Method is one more weapon in the armoury against making 
design mistakes. It is hoped that developers of mobile agent system will find the scheme useful. 
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ABSTRACT 

Confusion matrix is a useful tool to measure the performance of classifiers in their ability to classify 
multi-classed objects. Computation of classification accuracy for 2-classed attributes using confusion 
matrix is rather straightforward whereas it is quite cumbersome in case of multi-class attributes. In this 
work, we propose a novel approach to transform an n × n confusion matrix for n-class attributes to its 
equivalent 2 × 2 weighted average confusion matrix (WACM). The suitability of WACM has been shown 
for a classification problem using a web service data set. We have computed the accuracy of four 
classifiers, namely, Naïve Bayes (NB), Genetic Programming (GP), Instance Based Lazy Learner (IB1), and 
Decision Tree(J48) with and without feature selection. Next, WACM has been employed on the 
confusion matrix obtained after feature selection which further improves the classification accuracy.  

Key words: Confusion Matrix, Classifiers, Feature Selection, Weighted Average Confusion Matrix,         
Classification Accuracy, Weighted average accuracy. 

1 Introduction 
Confusion matrix provides the basis for evaluating the performance of any classifier with the help of its 
four components, viz., True Positive (TP), False Negative (FN), False Positive (FP) and True Negative (TN). 
Among others, classification accuracy is the major parameter to judge the efficiency of a classifier. 
Classification accuracy of a classifier on a given data set refers to the percentage of test set tuples that 
are correctly classified by the classifier. It reflects how well the classifier recognizes tuples of various 
classes. The error rate or misclassification rate of a classifier M can be expressed as 1- Acc(M), where 
Acc(M) is the accuracy of M [1].  

The common form of expressing classification accuracy is the error matrix (confusion matrix or 
contingency table). Error matrices compare the relationship between the known reference data and the 
corresponding results of classification on a class-by-class basis. The overall accuracy is computed by 
dividing the total number of correctly classified elements (the sum of the elements along the major 
diagonal) by the total number of elements in the confusion matrix. However, there are other 
contributing elements in the true negative component (which is an n-1 × n-1 matrix) of the confusion 
matrix which are ignored while computing the overall accuracy. This considerably reduces the accuracy 
of a classifier. The proposed WACM considers the contribution of those left out elements which 
eventually increases the accuracy of a classifier.  
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In our earlier work [2], we have applied the weighted average technique for computing classification 
accuracy wherein the individual classification accuracy for each class of a multi-classed attribute is 
calculated first and then the individual accuracies of the respective classes are aggregated using the 
weighted average accuracy algorithm. This method has a limitation as it only helps in computing the 
classification accuracy. But, in order to calculate other performance criteria like sensitivity or true 
positive rate (TPR), specificity (SPC) or True Negative Rate, precision or positive predictive value (PPV), 
negative predictive value (NPV), fall-out or false positive rate (FPR), false discovery rate (FDR), Miss Rate 
or False Negative Rate (FNR), accuracy (ACC), F1 score, Matthews correlation coefficient (MCC), 
Informedness, Markedness etc. the four components, namely, TP, FN, FP and TN of a confusion matrix 
plays a vital role. In this work, we have proposed a technique to build a weighted average confusion 
matrix and have shown its novelty in the performance evaluation of four different classifiers, namely, 
Naïve Bayes (NB), Genetic Programming (GP), Instance Based Lazy Learner (IB1), and Decision Tree(J48). 
It is shown that the proposed approach considerably enhances the accuracy.  

2 Weighted Average Confusion Matrix 

2.1 Confusion Matrix 
A confusion matrix (also known as a contingency table or an error matrix) is a table layout that allows 
visualization of the performance of a supervised learning algorithm [3]. Each column of the matrix 
represents the instances in a predicted class, while each row represents the instances in an actual class. 
All correct guesses are located along the diagonal of the table such that errors can be easily visualized by 
any non-zero values outside the diagonal. In order that a classifier yields better accuracy it is necessary 
the total number of instances of a particular class in a data set should be represented along the diagonal 
of the confusion matrix (CM) as far as possible.  

2.2 Confusion Matrix for two classes 
Here we consider an example of a Two-class scenario that depicts the buying behavior of customers.  Let 
us consider an attribute “buys computer” which can take two possible values “yes” and “no”. Next, we 
introduce the notion of positive tuples when the class attribute value is “yes” (i.e., buys computer = 
“yes”) and negative tuples when the class attribute value is “no” (e.g., buys computer = “no”). True 
positives refer to the positive tuples that were correctly labeled by the classifier as positive, while true 
negatives are the negative tuples that were actually labeled as negative by the classifier. False positives 
are the negative tuples that were incorrectly labeled (e.g., tuples of class buys computer = “no” for 
which the classifier predicted buys computer = “yes”). Similarly, false negatives are the positive tuples 
that were incorrectly labeled (e.g., tuples of class buys computer = “yes” for which the classifier 
predicted buys computer = “no”). 

Table 1: Confusion matrix for 2-class scenario 

 Predicted Class 
C1 C2 

Actual Class 
C1 True positive False negative 
C2 False positive True negative 

C1 – particular class  C2 – different class 

True positive (TP) - The number of instances correctly classified as C1 
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False negative (FN) - The number of instances incorrectly classified as C2 (actually C1) 

False positive (FP) - The number of instances incorrectly classified as C1 (actually C2) 

True negative (TN) - The number of instances correctly classified as C2 

P = Actual positive = TP + FN   

P1 = Predicted positive =TP + FP 

N = Actual negative = FP + TN  

N1 = Predicted negative =FN + TN 

TP rate = Sensitivity = TP / P = Recall 

TN rate = Specificity = TN / N 

FP rate = selectivity =1 – TN rate = FP / N 

Precision = TP / P1 

Accuracy = (TP + TN) / (P + N) 

= TP / (P + N) + TN / (P + N) 

= TP / P × P / (P + N) + TN / N * N / (P + N) 

= Sensitivity × P / (P + N) + Specificity × N / (P + N) 

F1 score = 2 ×𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝×𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

 

2.3 Conversion into 2 × 2 confusion matrix 
If a classification system has been trained to distinguish between cats, dogs and rabbits, a confusion 
matrix will summarize the results of testing the algorithm for further inspection [3]. Assuming a sample 
of 27 animals — 8 cats, 6 dogs, and 13 rabbits, the resulting confusion matrix could look like the table 2. 

Table 2: Confusion matrix for a three class scenario 

 Predicted class 
Cat Dog Rabbit 

 
Actual class 

Cat 5 3 0 
Dog 2 3 1 

Rabbit 0 2 11 

In this confusion matrix, of the 8 actual cats, the system predicted that three were dogs, and of the six 
dogs, it predicted that one was rabbit and two were cats. Considering the confusion matrix above, the 
corresponding table of confusion (Ref. Table 3), for the cat class, would be: 

Table 3: Table of confusion for the class “Cat” 

5 true positives 
(actual cats that were 

correctly classified as cats) 

3 false negatives 
(cats that were 

incorrectly marked as dogs) 

2 false positives 
(dogs that were 

incorrectly labelled as cats) 

17 true negatives 
(all the remaining animals, 

correctly classified as non-cats) 
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Likewise, one can obtain 2 × 2 matrices for dog and rabbit classes. The actual count of a particular class 
is taken as the weight for the same class, e.g., for the “Cat” class the actual count is 8, hence the weight 
for the “Cat” class is taken as 8 at the time of building the WACM. Aggregating all the individual 
confusion matrices along with the weights of the individual classes, the weighted average confusion 
matrix for an attribute is calculated. The process of aggregation is presented in the following algorithm. 

 

In the subsequent sections we show the applicability of WACM in improving the classification accuracy 
of classifiers. For our experimentation we have considered four different classifiers, namely, Naïve Bayes 
(NB), Genetic Programming (GP), Instance Based Lazy Learner (IB1), and Decision Tree(J48). First, we 
determine the classification accuracy of the individual classifiers and then apply feature selection to 
observe the improvement in accuracy. Finally, WACM is applied to compare the accuracy so obtained 
with the earlier experiments. 

3 Classification Techniques 

3.1 Naïve Bayesian Classifier 
The Naïve Bayesian Classifier is one of the Bayesian Classifiers [4] which has been extensively used for 
classifying objects with a higher degree of accuracy. It has proven performance in various Machine 
Learning and Data Mining applications [5] - [8]. Naïve Bayesian classifiers assume that, given the class 
label all attributes within the same class are independent. Based on this assumption, the Naïve Bayesian 
classification rule is expressed as: 

P(C|E) = arg max𝑝𝑝 𝑃𝑃(𝐶𝐶)∏ 𝑃𝑃(𝐴𝐴𝑝𝑝| 𝐶𝐶)𝑝𝑝
𝑝𝑝=1  

Where C represents a class label, Ai the attributes, and E the unclassified test instance. E is classified into 
class C with the maximum posterior probability. 

3.2 Genetic Programming (GP) 
It is a specialization of genetic algorithm (GA) [9]. Genetic Algorithm (GA) is a global search method 
based on natural selection procedure consisting of genetic operators such as selection, crossover and 
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mutation. GA optimizers are particularly effective in a high-dimension, multi-modal function, in which 
the number of variables tend to be higher. GA performs its searching process via population-to-
population (instead of point-to-point) search. A member in a population called a chromosome is 
represented by a binary string comprising of 0 and 1 bits. Bits of the chromosome are randomly selected 
and the length of bit strings is defined in relevance. However, real values are taken in continuous genetic 
algorithm. In order to apply the methodology, a randomly generated initial population is required. From 
initial population, child population is born guided by three operators such as reproduction, crossover 
and mutation. New born child members are judged by their fitness function values. These child 
members act as parents in the next iteration. This procedure is repeated till the termination criteria are 
met. 

The pseudo code of a genetic algorithm is depicted as below. 

Simple Genetic Algorithm ( ) 
{ 
 Initialize the Population; 
 Calculate Fitness function; 
 While (Fitness Value! = Optimal Value) 
 { 
  Selection; 
  Crossover; 
  Mutation; 
  Calculate fitness Function; 
 } 
} 

3.3 Lazy Learner (IB1) 
IB1 is a nearest-neighbor classifier [10] which uses normalized Euclidean distance to find the training 
instance closest to the given test instance, and predicts the same class as this training instance. If 
multiple instances have the same (smallest) distance to the test instance, the first one found is used.  

The Euclidean distance between two points or tuples, say X1 = (x11, x12, …..x1n) and X2 = (x21, x22, …. 
x2n) is 

Dist(X1,X2) = �∑ (𝑥𝑥1𝑝𝑝 −  𝑥𝑥2𝑝𝑝)2𝑝𝑝
𝑝𝑝=1  

IB1 or IBL (Instance-Based Learning) is a comprehensive form of the Nearest Neighbor algorithm [10, 
11]. IB1 generates classification predictions using only specific instances. Unlike nearest neighbor 
algorithm, IB1 normalizes the range of its attributes, processes instances incrementally and has a simple 
policy for tolerating missing values [10]. IB1 uses simple normalized Euclidean distance (similarity) 
function to yield graded matches between training instance and given test instance [11]. 

3.4 Decision Tree (J48) 
J48 is a classifier for generating a pruned or unpruned C4.5 decision tree [12]. J48 is an open source Java 
implementation of the C4.5 algorithm [13] in the WEKA data mining tool. C4.5 builds decision trees from 
a set of training data in the same way as ID3, using the concept of information entropy. The training 
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data is a set S = s1, s2, ..… of already classified samples. Each sample si consists of a p-dimensional 
vector (x1,i, x2,i, …, xp,i) where the xj represent attributes or features of the sample, as well as the class 
in which si  falls. 

4 Experimental Set Up 

4.1 Data Set  
The QWS (Quality of Web Service) dataset [14-16] consists of data from over 5000 web services out of 
which the public dataset consists of a random 364 web services. The service descriptions were collected 
using the Web Service Crawler Engine (WSCE) [17]. The majority of Web services were obtained from 
public sources on the Web including Universal Description, Discovery, and Integration (UDDI) registries, 
search engines, and service portals. The public dataset consists of 364 web services each with a set of 
nine Quality of Web Service (QWS) attributes that have been measured using commercial benchmark 
tools. Each service was tested over a ten-minute period for three consecutive days. WSRF is used to 
measure the quality ranking of a web service based on the nine quality parameters (1-9 in Table-4) 

Table 4: QWS Parameter description 

P-ID Parameter  Name Description Units 
1 Response Time (RT) Time taken to send a request and receive a response ms 
2 Availability (AV) Number of successful invocations/total invocations % 

3 Throughput (TP) Total Number of invocations for a given period of time Invokes per 
second 

4 Success ability (SA) Number of responses / number of request messages % 
5 Reliability (REL) Ratio of the number of error messages to total messages % 

6 Compliance (CP) The extent to which a WSDL document follows WSDL 
specification % 

7 Best Practices (BP) The extent to which a Web service follows WS-I Basic Profile % 
8 Latency (LT) Time taken for the server to process a given request ms 
9 Documentation (DOC) Measure of documentation (i.e. description tags) in WSDL % 

10 WSRF Web Service Relevancy Function: a rank for Web Service Quality % 
11 Service Classification Levels representing service offering qualities (1 through 4) Classifier 
12 Service Name Name of the Web service None 

13 WSDL Address Location of the Web Service Definition Language (WSDL) file on 
the Web None 

In table 4, the service parameters 1-9 are used for computation of classification accuracy with respect to 
four “Service Classification” values, namely, “Platinum” (high quality), “Gold”, “Silver” and “Bronze” (low 
quality) equivalent to 1 through 4 respectively. Thus, a classifier can give rise to a 4×4 confusion matrix. 

4.2 WEKA Workbench 
We have used the WEKA (Waikato Environment for Knowledge Analysis) machine learning platform [18] 
for our experimentation. The WEKA workbench consists of a collection of implemented popular learning 
schemes that can be used for practical data mining and machine learning.  

 

4.3 Cross-Validation 
We employ the cross-validation technique to calculate the accuracy of the classifiers. Cross-validation 
calculates the accuracy of the model by separating the data into two different subsets, namely, training 
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set and validation set or testing set. The training set is used to perform the analysis and the validation 
set is used to validate the analysis. This testing process is continued k times to complete the k-fold cross 
validation procedure. We have used 10-fold cross-validation wherein the dataset is partitioned into 10 
subsets, of which 9 subsets are used as the training fold and a single subset is used as the testing data. 
The process is repeated 10 times such that each subset is used as a test subset once. The estimated 
accuracy is the mean of the estimates for each of the classifiers. 

4.4 Feature Selection  
An attribute selection measure is a heuristic for selecting relevant attributes and reducing redundant 
and irrelevant attributes in the dataset to improve upon classification accuracy. Therefore, suitable 
attribute selection method for selecting the most prominent features from the dataset is of paramount 
importance to enhance the performance of classification accuracy and reduce the computation time. In 
this study, we have applied two feature selection techniques, namely, Information Gain Attribute 
Evaluator and Gain Ratio Attribute Evaluator. 

4.4.1 Information Gain 

It evaluates the worth of an attribute by measuring the information gain with respect to a class. 
Information gain measure is used to determine how accurately a particular attribute classifies the 
training data. Information gain is based on the concept of entropy which is widely used in the 
Information theory domain.  

Let node N represents the tuples of partition D. The attribute with the highest information gain is 
chosen as the splitting attribute for node N. This attribute minimizes the information needed to classify 
tuples in the resulting partitions and reflects the least randomness or impurity in these partitions [1]. 

The expected information needed to classify a tuple in D is given by 

Info (D) =   − ∑ 𝑝𝑝𝑝𝑝 log2(𝑝𝑝𝑝𝑝)𝑚𝑚
𝑝𝑝=1  

where pi is the probability that an arbitrary tuple in D belongs to class Ci and is estimated by |Ci,D| / 
|D|.  Info(D) is the average amount of  information needed to identify the class label of a tuple in D. 

InfoA (D) = ∑ |𝐷𝐷𝑗𝑗|
|𝐷𝐷|

𝜈𝜈
𝑗𝑗=1 × Info (Dj) 

The term (|D_j |)/(|D|)  acts as the weight of the j-th partition.  InfoA (D) is the expected information 
required to classify a tuple from D based on the partitioning by A. Information gain is defined as the 
difference between the original information requirement and new information requirement. That is  

              Gain (A) = Info(D) – InfoA(D) 

Using Information Gain Evaluation with Ranker Search method for web service data, top 3 attributes 
(WSRF, WSDL Address, Service Name) are selected for classification. 

4.4.2 Gain Ratio 

It evaluates the worth of an attribute by measuring the gain ratio with respect to the class.It applies a 
kind of normalization to information gain using a “split information” value. The split information value 

URL:http://dx.doi.org/10.14738/tmlai.32.1108                  58 
 

http://dx.doi.org/10.14738/tmlai.32.1108


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume  3 ,  Issue 2,  Apr i l  2015 
 

represents the potential information generated by splitting the training data set D into ν partitions 
corresponding to ν outcomes on attribute A, and is expressed as [1]: 

 SplitInfoA(D) = -∑ |𝐷𝐷𝑗𝑗|
|𝐷𝐷|

𝜈𝜈
𝑗𝑗=1  × log2 �

|𝐷𝐷𝑗𝑗|
|𝐷𝐷|
� 

The gain ratio is defined as 

GainRatio(A) = Gain(A) 
SplitInfo(A)

 

The attribute with the maximum gain ratio is selected as the splitting attribute. 

Using Gain Ratio Evaluation with Ranker Search method for web service data, top 3 attributes (WSRF, 
Throughput, Response Time) are selected for classification. 

5 Implementation of WACM Algorithm 
For the chosen attribute “Service Classification” in the Web services data set the confusion matrix is a 
4×4 matrix as the attribute can assume 4 possible class values, namely, ‘Platinum’, ‘Gold’, ‘Silver’ and 
‘Bronze’. Table-5, 6, 7 and 8 depict the 4×4 confusion matrix obtained using Naïve Bayes classifier for the 
attribute “Service Classification”.  

The intersection of 1st row and 1st column gives the TP value for the ‘Platinum’ class. Sum of the 
remaining elements in the 1st row gives the FN value and sum of the remaining elements in the 1st 
column gives the FP value for the ‘Platinum’ class. Similarly, sum of the remaining elements in the entire 
matrix gives the TN value for the ‘Platinum’ class. This is shown in table-5 and table-9(as described in 
table-3). Similarly, for ‘Gold’, ‘Silver’ and ‘Bronze’ class values the “2ndrow and 2nd column”, “3rd row 
and 3rd column”, “4th row and 4th column” are respectively consideration for determining the TP, FN, 
FP, and TN values. Instances are shown in table-6, table-7 and table-8 respectively. 

Table 5: Instance for “Platinum” Table 6: Instance for “Gold” 

  
Table 7: Instance for “Silver” Table 8: Instance for “Bronze” 

  

 

 

 

     

41 0 0 0
1 94 5 0
0 1 119 0
0 0 0 103

41 0 0 0
1 94 5 0
0 1 119 0
0 0 0 103

41 0 0 0
1 94 5 0
0 1 119 0
0 0 0 103

41 0 0 0
1 94 5 0
0 1 119 0
0 0 0 103
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Table-9 Table of confusion for the class “Platinum” 

41 true positives 
(actual platinum that were 

correctly classified as platinum) 

0 false negatives 
 

1 false positive 
(gold that were 

incorrectly classified as platinum) 

322 true negatives 
(all the remaining ‘service 

classification’ classes, 
correctly classified as non-platinum) 

Next, we explain the process of obtaining the elements of Table 11.  

The available 4 × 4 matrix is the actual data from the input 4 × 4 confusion matrix. First 4 elements of 
the 5th row represent the sum of column elements and the 5th column the sum of row elements. First 4 
elements of the 6th column are for true positive values i.e. individual diagonal elements. First 4 
elements of 7th column are for false negative values, which are obtained by subtracting TP from the 
concerned row sum. First 4 elements of 8th column are for false positive values, which can be obtained 
by subtracting TP from the concerned column sum. Lastly, first 4 elements of 9th column are for true 
negative values, which can be obtained by subtracting sum of the TP, FN, and FP from the total number 
of elements in the confusion matrix.  In this way first 4 rows of columns 6, 7, 8 and 9 give TP, FN, FP and 
TN values for ‘Platinum’, ‘Gold’, ‘Silver’ and ‘Bronze’ classes respectively as shown in Table-10. 

Table 10: Four 2 × 2 confusion matrices 

 

 

 

Now to aggregate these individual confusion matrices to generate the resultant 2 × 2 confusion matrix, 
we have taken the actual number of instances for each class as the weight. As per the WACM algorithm, 
four components (TP, FN, FP and TN) of the WACM are calculated and placed in the last four cells of the 
last row of Table-11. 

Table 11: (n+1) × (n+5) matrix as in algorithm 

 
 

 
 

 

6 Results and Discussion 
As explained in section 4, the four classifiers are first applied to classify the web services data set. Next, 
the same classifiers are used after applying two feature selection methods and the results are analyzed 
for possible improvement in the degree of accuracy. Finally, the process is repeated by applying the 
proposed WACM algorithm. 

Platinum Gold 

41 0 94 6 
1 322 1 263 

Silver Bronze 

119 1 103 0 
5 239 0 261 

Row 
Sum

TP FN FP TN

Platinum 41 0 0 0 41 41 0 1 322

Gold 1 94 5 0 100 94 6 1 263

Silver 0 1 119 0 120 119 1 5 239

Bronze 0 0 0 103 103 103 0 0 261

Column Sum 42 95 124 103 364 98.81868132 1.978021978 2.035714286 261.1675824

Input confusion matrix
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The sum of the 4 aggregated components TP, FN, FP and TN (the last row of table-11) turns out to be 
364, which is the total number of instances in the data set. Classification accuracy i.e. (TP+TN) / 
(TP+FN+FP+TN) for the multi-classed attribute “Service Classification” is same as that calculated using 
the weighted average accuracy algorithm proposed in our earlier work [2] which establishes correctness 
of WACM. 

Table 12: Classification accuracy for classifiers using IG 

 
 
 
 
 
 
 
 
 

 

 

Figure 1: Improvement trend of classifiers 

The values in Table-12 and 13 clearly indicate that by applying WACM the performance of the individual 
classifiers improves to a considerable extent irrespective of the feature selection method used. 
However, it is observed that both the feature selection methods do not have any impact on the J48 
classifier, i.e., the classification accuracy remains unaltered with and without feature selection. Further, 
the classifier J48 outperforms all other classifiers in terms of accuracy. The improvement trends in both 
the cases are shown in figure-1 and 2. 

Table 13: Classification accuracy of classifiers using GR 

 

 

 

 

 

 

Classifier
Without 
feature 

selection

With feature 
selection 

(IG)
IG + WACM

NB 0.81044 0.980769 0.988973252
GP 0.983516 0.989011 0.993954535
IB1 0.717033 0.947802 0.969659461
J48 0.997253 0.997253 0.998935817

Classifier
Without 
feature 

selection

With 
feature 

selection 
(GR)

GR + WACM

NB 0.81044 0.887363 0.935824478
GP 0.983516 0.994505 0.997871634
IB1 0.717033 0.93956 0.96441402
J48 0.997253 0.997253 0.998935817
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Figure 2: Improvement trend of classifiers 

Further, the values for precision, recall and f-value are also computed using the weighted accuracy 
confusion matrix and are tabulated in table-14. Here also it is observed that the classifier J48 performs 
much better compared to the rest of the classifiers. 

Table 14: Precision, Recall, F-value for the classifiers using WACM 

 

 

 

 

 

 

 

7  Conclusion 
In this work, we have introduced the notion of weighted average confusion matrix which is an 
aggregation of n number of 2 x 2 confusion matrices each referring to a particular class. Such a matrix 
enables one to compute the TP, FN, FP and TN components succinctly based on which the performance 
measures like Precision, Recall, F-value, etc. can be computed more accurately. In order to verify the 
usability of WACM, we have applied it for calculating the classification accuracy of four classifiers, 
namely, Naïve Bayes, Genetic Programming, Instance Based Lazy Learner, and Decision Tree. Feature 
selection techniques are also used to improve the accuracy. A systematic study shows that the 
performance of each of the classifier is improved to a considerable extent by using the weighted 
average confusion matrix. In future, we propose to study the impact of increasing the number of data 
instances on the accuracy level.  
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Feature Selection Classifier Precison Recall F-Value

NB 0.979815314 0.980376124 0.980095639
GP 0.990139576 0.988007632 0.989072455
IB1 0.945970296 0.944371763 0.945170354
J48 0.998880729 0.997274462 0.998076949
NB 0.891105869 0.875197602 0.883080096
GP 0.997757848 0.994548923 0.996150801
IB1 0.935709808 0.935786318 0.935748062
J48 0.998880729 0.997274462 0.998076949

Information Gain

Gain Ration
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ABSTRACT 

Acoustic models based on Deep Neural Networks (DNNs) lead to significant improvement in the 
recognition accuracy. In these methods, Hid- den Markov Models (HMMs)  state scores are computed 
using flexible discriminant DNNs. On the other hand, Conditional Random Fields (CRFs) are undirected 
graphical models that maintain  the Markov properties of HMMs formulated using the maximum 
entropy (MaxEnt) principle. CRFs have limited  ability  to model spectral phenomena since they have 
single quadratic activation  function per state. It is possible and natural to use DNNs to compute the 
state scores in CRFs.  These acoustic models are known as  Deep  Conditional  Random Fields (DCRFs).   
In  this work,  a variant of DCRFs is presented and connections with  hybrid DNN/HMM systems are 
established.  Under  certain assumptions, both DCRFs and hybrid  DNN/HMM systems can lead to 
exact  same results for a phone recognition task.  In addition,  linear activation  functions are used in 
the DCRFs output  layer. Consequently, DCRFs and traditional DNN/HMM systems have the same 
decoding speed. 
 

Keywords:  Hidden Markov models;  deep conditional random fields; deep neural networks; 
discriminative training. 

1 Introduction 
Acoustic modeling based on Hidden Markov Models (HMMs) [1, 2, 3, 4] is employed by state-of-the-art 
stochastic speech recognition systems. Generative HMMs are well understood models and may be 
trained efficiently using the Expectation-Maximization (EM) algorithm [5].  

An example of an HMM with left-to-right transition topology, which is used to model a phone in an 
acoustic model, is shown in Fig. 1. This model has one entry state, three emitting states, and one exit 
state. The left-to-right topology imposes prior information, where speech production is sequential in 
time. For every observation at time t, a jump from the current state i to some new state j is allowed with 
a transition probability: 

 
(1) 

where,  is the number of states in the HMM model. An acoustic feature vector ot may be 
generated, with an output probability density function 
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Figure 1: A typical Hidden Markov Model for a phone (a stochastic finite state machine view). 

 
bj(ot), which is associated with state j. A mixture of Gaussian distributions is typically used to model the 
output distribution for each state, 

 
(2) 

 

where M is the number of mixture components, cjm is the component weight and .  

and  are the component specific mean vector and covariance matrix respectively. If the acoustic 
features are statistically independent, then diagonal covariance matrices are used to compute the 
likelihood of a Gaussian model, 

 
(3) 

 
where is the variance element of the Gaussian component m for dimension d. 

 
In hybrid ANN/HMM speech recognition systems [6], [7], arti_cial neural networks (ANN) models are 
used as exible discriminant classi_ers to estimate a scaled likelihood. In particular, the emission 
probability score is given by  

 
(4) 

where bj(ot) is the score of state j in the traditional HMM framework, PΛ ( sj|ot ) is the posterior 
probability of a phonetic state estimated by a connectionist estimator [8],[9] and the prior P(sj) is 
estimated from the labeled data. In addition to discriminative training, if the posterior probability                
PΛ ( sj|ot ) is sensitive to acoustic context, bj(ot) score may help to overcome conditional independence 
assumption and improve the overall recognition performance without changing the basic HMM 
framework. A graphical representation of the DNN/HMM acoustic model is shown in Fig. 2. 

DNNs with several hidden layers that are trained using new methods have been shown to outperform 
Gaussian mixture models in several tasks [10], [11], 
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Figure 2: HMM model for phone representation, where the state scores are computed from a DNN. 

[12], [13]. DNNs are trained in a generative way to learn the structure in the input data. This “pre-
training” step provides a good initialization  point to the traditional discriminative training using the 
backpropagation (BP) algorithm. DNN modeling is an active area of research and there is a lot of effort to 
improve the training speed of these models [14],[15], [16]. 

Over the last few years, there is an increased interest to develop acoustic models derived from 
MaxEnt [17, 18] and Conditional Random Fields [19]. Before CRFs became popular, there were several 
attempts to develop models similar to HMMs.  In particular,  the estimation of global posteriors using 
the forward-backward algorithm was derived in [20], [21]. Recent efforts in the field of MaxEnt/CRF 
modeling were reviewed and discussed in [22, 23]. Hidden Conditional Random Fields (HCRFs) were 
introduced to score the states based on a mixture of quadratic activation functions [24]. In [25], a multi-
layer CRF model (deep-structured CRF) in which each higher layer’s input observation sequence consists 
of the previous layer’s observation sequence was presented.  Deep extensions to HCRFs were developed in 
[26],[27]. A non-linear graphical model for structured prediction was introduced in [28]. In [29], deep 
hidden conditional neural fields  (Deep-HCNF) which utilized an observation function with  deep 
structure were presented. A segmental version of CRFs was developed in [30]. 

In [31, 32], a new acoustic modeling paradigm based on Augmented Conditional Random Fields (ACRFs) is 
investigated and developed. ACRFs paradigm addresses some  limitations  of HMMs while maintaining 
many of the aspects which have made them successful. In particular, the acoustic modeling problem is 
reformulated in a data driven, sparse, augmented space to increase discrimination. Acoustic context 
modeling is explicitly integrated to handle the sequential phenomena of the speech signal. In the context 
of ANN field, ACRFs can rep- resent  CRFs with  one hidden layer constructed  from scoring a large 
number of Gaussians.  Rank-based  scoring used in maximum entropy direct modeling approaches [33, 34] 
may be interpreted as a mean to construct an augmented space. 

Score-space kernels [35, 36], which are a generalization of the Fisher kernel [37], are used to extract new 
sufficient statistics, which may relax the conditional independence assumptions in a systematic fashion. 
These sufficient statistics are used to train MaxEnt models (C-Aug) for post-processing in HMM based 
speech recognition [38]. 

Training  CRFs on the top of a hidden layer constructed from scoring a large number of sigmoid 
functions was introduced in [39]. One way to improve this approach is to compute the state scores based 
on a DNN that has several hidden layers.  Hence, this  improvement  will  lead to a deep version of CRFs 
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(DCRFs) [40]. In this work, a mathematical formulation of DCRFs is reviewed and connections with hybrid 
DNN/HMM systems are established.  We will unify the training  procedure between DCRFs and  hybrid  
DNN/HMM in order to explore the gains related to different DNN structures used in the two systems. 
Under this assumption, the paper will show that the two systems can lead to same exact results for a 
phone recognition task. Consequently, DCRFs may be a natural choice for sequential modeling for 
speech recognition. 

This paper is organized as follows: the basic limitations  to use CRF as an acoustic model is addressed in 
Section 2. A mathematical formulation of DCRFs is  described in Section 3. The discriminative  training  
problem of DCRFs is addressed in Section 4. In Section 5, generative training which is used to initialize 
DNNs is presented.  DCRFs and DNN/HMM systems compute the state scores using similar deep  
architectures.  Hence, it is possible to unify and establish connections between DCRFs and DNN/HMM 
systems. This idea is addressed in Section 6. Section 7 gives experimental results on a phone recognition 
task. Several  issues about the implementation of DCRFs are discussed in Section 8. Finally, a summary of 
the presented work is given in the conclusions. 

2 Conditional  Random  Fields Limitations 
 
Linear chain Conditional Random Fields are undirected graphical models that maintain the Markov 
properties of HMMs, formulated using the maximum entropy (MaxEnt) principle [41]. The maximum 
entropy formalism for sequential modeling results in a probability  distribution,  which is the log linear 
or exponential model: 

 

(5) 

where 
• PΛ (S|O) obeys the Markovian property  

• 
1t t t

i j
S S Sandλ λ

−
 are the Lagrange multipliers (weighting factors) associated to the characterizing 

functions ( , )i tb O s and , 1( )j t ta S S − . 

• ( )Z O∧  (Zustandsumme) is a normalization coefficient resulting from the natural constraints 

over the probabilities summation, commonly called the partition function and given by  

 

and it is similar to the total probability ( | )p O M  in HMMs, which can be calculated using the forward 

algorithm [19]. The conditional distribution behind the CRF model as shown in Equation (5) implies 
arbitrary combinations of state scores ( , )i tb O s  and transition scores 1( , )j t ta s s − . Hence, it is 

conceptually similar to HMMs that have only two scores; emission probability ( | )t tp o s  and transition 

probabilities 1( | )t tP s s − CRFs offer a principled framework for combining different state scores in a 
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natural way. The HMMs and CRFs share the first order Markov assumption, which simplifies the training 
and decoding algorithms. 

CRFs have an attractive property: the MaxEnt models (linear chain CRFs are a special case) make little 
assumptions, as they are the most unbiased distributions that are simultaneously consistent with a set 
of constraints. Hence, CRF models do not suffer from the observation independence assumption made 
in the HMM framework, as the characterizing functions may be statistically dependent or correlated. 

This is very clear in the model equation where the characterizing functions bi(O, st) are arbitrary 
functions over the entire observation sequence O. Moreover, CRF models do not constrain the shape of 
the data generation and the modeling quality is a function of the sufficient statistics represented by the 
characterizing functions. In speech recognition problems, second order sufficient statistics are extracted 
from the acoustic observations. 

The state characterizing function bi(O, st) can depend only on the current observation (i.e. observation 
bi(O, st) = bi(ot, st)). For example, frontend speech processing generally extracts MFCC+Δ+ Δ Δ as the 
basic acoustic vector, the observation dependent term in Equation (5) is given by 

 

(6) 

where 0b is the bias constraint, d is the vector dimensionality, and 2,ti tiO O  are the first and second order 

moments of the acoustic features. Equation (6) can be written as 

 
(7) 

In addition, with one transition characterizing function, the transition dependent term in Equation (5) is 
given by 

 

(8) 

where 1( , )t ta s s −  is a binary function and can be used to define CRF topology and 
1t ts sλ
−

 is related to log 

1t ts sa
−

in HMM modeling. An example of a CRF with left-to-right transition topology, which is used to 

model a phone in an acoustic model, is shown in Fig. 3. 

Equation (7) shows the main limitation of CRF model as used for speech recognition systems. This 
equation shows that state activation is based on a 
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Figure 3: CRF model for phone representation 

 

single quadratic activation function. In HMM context, this means the state score is based on a single 
Gaussian component. This low complexity model cannot model the spectral phenomena. Therefore, CRF 
acoustic models will lead to poor recognition results. 

Hidden Conditional Random Fields (HCRFs) were introduced to score the states based on a mixture of 
quadratic activation functions [24]. This idea extends the CRFs to be similar to HMMs with mixture of 
Gaussians. However, the exponential quadratic activation functions are more flexible discriminant 
functions than Gaussian densities, which are used for local observation scoring within the HMM (but the 
physical meaning of mean and variance is no longer available). Alternatively, deep architectures can be 
used to compute the state scores. This idea is explored in the following section. 

3 Deep Conditional Random Fields 
Deep Conditional Random Fields acoustic models are a particular implementation of linear chain CRFs 
where the state scores are computed based on a DNN that has many hidden layers. The feed-forward 
phase updates the output value of each neuron. Starting from the first hidden layer, each neuron output 
is computed as a weighted sum of inputs and applying the sigmoid function to it: 

 
(9) 

where h
to  is an output of a hidden layer, n is the number of inputs, h is an index to a hidden layer, and 

sigmoid function is computed as follows: 

 
(10) 

The output of an hidden layer is passed to the next layer until the output layer is computed as follows: 

 
(11) 

where N is the index of the output layer. Hence, the activation of hidden layers is nonlinear based on a 
sigmoid function and the output layer activation is linear. 
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Figure 4: DCRF model for phone representation, where the state scores are computed from a DNN 

A graphical representation of the DCRF acoustic model is shown in Figure 4. The conditional distribution 
defining DCRFs is given by 

 
(12) 

where ( )
t

N
s t tsb o o=  is computed from Equation (11). Hence, ( )

ts tb o connects DNN output to CRF input. 

The partition function, ( )Z O∧ , is given by 

 
(13) 

and it can be calculated using the forward algorithm [19]. 

4 DCRF Optimization 
For R training observations {O1,O2,,,,,,,,,,Or,,,,,,,OR} with corresponding transcriptions {Wr}, DCRFs are trained 
using the conditional maximum likelihood (CML) criterion to maximize the posterior probability of the 
correct word sequence given the acoustic observations: 

 

(14) 

Where 
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(15) 

The optimal parameters ∗∧ are estimated by maximizing the CML criterion, which implies minimizing 
the cross entropy between the correct transcription model and the hypothesized recognition model. In 
other words, the process maximizes the partition function of the correct models1

 (the numerator term)

( | )num
rZ O M∧ , and simultaneously minimizes the partition function of the recognition model (the 

denominator term) ( | )den
rZ O M∧ . The optimal parameters are obtained when the gradient of the CML 

criterion is zero. 

4.1 Numerical Optimization for DCRFs 
Newton's method can be used to estimate DCRFs based on local quadratic approximation of the CML 
objective function. These methods rely on local quadratic approximation by expanding the CML 
nonlinear objective function ( )CMLF δ∧ +  using Taylor expansion around the current model point ∧  in 

parameter space and is given by 

 
(16) 

where g(∧ ) is the local gradient vector defined by 

 
(17) 

and the H(∧ ) is the local Hessian matrix defined by 

                   
(18) 

The Newton's Method update rule is given by 

                                 
(19) 

Since CML is not a quadratic function, taking the full Newton step 1( ) ( )H g− ∧ ∧ may lead to an 

overshoot of the maximum. Hence, ( ) 1τη ≠ will lead to the damped Newton step. A line search 

algorithm is used to calculate ( )τη . A line search works by evaluating the objective function starting 

from the current model in the direction of search and choosing ( )τη  will lead to an increase of the CML 

objective function. 

Hessian matrix calculation, its inverting and storage, makes Newton's Method useful only for small scale 
problems. Quasi-Newton or variable metric methods can be used when it is impractical to evaluate the 
Hessian matrix. Instead of obtaining an estimate of the Hessian matrix at a single point, these methods 
gradually build up an approximate Hessian matrix by using gradient information from some or all of the 

1 Since a summation over potential functions is commonly called the partition function in undirected graphical 
modeling, we coin the notation ( | )num

rZ O M∧
 for the summation of all possible state sequences of the correct 

models. 

URL:http://dx.doi.org/10.14738/tmlai.32.1108                  72 
 

                                                           

http://dx.doi.org/10.14738/tmlai.32.1108


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume  3 ,  Issue 2,  Apr i l  2015 
 

previous iterates visited by the algorithm. Limited memory quasi-Newton's methods like L-BFGS are 
particular realizations of quasi-Newton's methods that cut down the storage for large problems [42]. 

Truncated-Newton method known as Hessian-Free approach [42, 43, 14], is a second order method for 
large scale problems. It finds the search direction using an iterative solver and the solver is typically 
based on conjugate gradient but other alternatives are possible. In this method, Hessian-vector products 
are computed without explicitly forming the Hessian. Hessian-free methods approximately invert the 
Hessian while quasi-Newton methods invert an approximate Hessian. By ignoring the second order 
derivative, a first order approximation of the CML will lead to the gradient ascent methods and the 
update is given by  

 
(20) 

The step size η must be small enough to ensure a stable increase of the CML objective function. It can 

be shown that the algorithm is convergent provided that η  satisfies the condition 
max

20 η
λ

  where

maxλ  is the largest eigenvalue of the Hessian matrix ( )H ∗∧ evaluated at the global maximum of the CML 

objective function [44]. In practice, second order statistics are not accumulated so maxλ is not known and 

η is chosen in an ad-hoc fashion by trial and error. The training speed of gradient descent (batch mode) 
is usually slow. The training process can be accelerated using an online variant known as stochastic 
gradient descent (SGD)2. This algorithm can update the learning system on the basis of the objective 
function measured for a single utterance or batch. 

4.2 DCRFs Gradient Computation 
For an exponential family activation function based on first-order sufficient statistics, the gradient of the 
CML objective function for the output layer parameters is given by  

 
(21) 

where the accumulators of the sufficient statistics, ( )jiC O , for the thj  state and thi constraint are 

calculated as follows: 

 

(22) 

(23) 

where r is the utterance index and the frame-state alignment probability jγ , is the probability of being 

in state j at some time t can be written in terms of the forward score ( )j tα and the backward score 

( )j tβ as in HMMs: 

2 Since CML objective function is maximized in this work, stochastic gradient ascent is used to train DCRFs models. 
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(24) 

The delta of the output layer neuron j is given by 

 
(25) 

and the delta of the hidden layers: 

        
(26) 

and the gradient for the hidden layers parameters is given by: 

 
(27) 

Based on Equation (27) and Equation (21), a gradient based optimization can be used to estimate the 
parameters [42]. The transition parameters are given by: 

 
(28) 

where 
1t ts sa
−

is the transition probability in HMM modeling and is estimated using the maximum 

likelihood (MLE) criterion. 

5 DCRFs generative training 
The training of DNNs is divided into two phases: generative training to initialize the network to a good 
starting point, which may lead to good results. Fine tuning phase, which basically is the discriminative 
training described in Section 4. In this section, we will review the restricted Boltzmann machine (RBM), 
which is the basic building block for generative pretrained DNNs. 

5.1 Restricted Boltzmann Machine 
Restricted Boltzmann Machines (RBMs) are a special case of Markov random field that have one layer of 
binary stochastic hidden units and one layer of (Bernoulli or Gaussian) stochastic visible units. As shown 
in Fig. 5, they are bipartite graphs, where all visible units are connected to all hidden units. An RBM 
assigns an energy to every configuration of visible and hidden vectors, denoted v and h respectively 
according to 

 
(29) 

where W is the matrix of visible/hidden connection weights, b is the visible unit bias, and c is the hidden 
unit bias. The joint distribution ( , ; )p v h θ over the visible units v and hidden units h, given the model 

parameters θ , is defined in terms of an energy function ( , ; )E v h θ of 

         
(30) 

where the partition function is given by 
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(31) 

and the marginal probability that the model assigns to a visible vector v is 

 
(32) 

Since there is no hidden-hidden connections, the conditional distribution ( | ; )p h v θ is given by 

 
(33) 

Similarly, since there are no visible-visible connections, the conditional distribution ( | ; )p h v θ  is given 
by 

 
(34) 

Although RBMs with the energy function of Equation (29) are suitable for binary input data, they cannot 
be used for real-valued input data. For example, frontend of a speech recognition system generates real-
valued acoustic features. Therefore, the Gaussian- Bernoulli restricted Boltzmann machine (GRBMs) can 
be used to handle real-valued data. The GRBM energy function 

 
(35) 

Note that Equation (35) implicitly assumes that the visible units have a diagonal covariance Gaussian 
noise model with variance 1 for each dimension. The corresponding conditional distributions are given 
by 

 
(36) 

 

Figure 5: A graphical representation of Restricted Boltzmann Machine (RBM) 

 (37) 

where I is the identity matrix. Apart from these differences, the inference and learning rules for a GRBM 
are the same as for a binary RBM. 

5.2 RBM Training 
Exact maximum likelihood learning of large RBM is not feasible because it is exponentially expensive to 
compute the gradient of the log likelihood of the training data. Instead, an efficient approximate training 
procedure called “contrastive divergence" (CD) can be used to train an RBM [45]. To compute the log 
likelihood, let us define a quantity known as the free energy: 

 
(38) 

Using ( ; )F v θ , we can write the log likelihood as: 
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(39) 

Taking the gradient of the log likelihood ( )L θ we can derive the update rule for the RBM weights as: 

 
(40) 

The first expectation i i datav h〈 〉  is the frequency which the visible unit vi and the hidden unit hi are active 

together in the training data and modi i elv h〈 〉 is that same expectation under the distribution defined by 

the model. The one step CD approximation for the gradient w.r.t. the visible-hidden weights is: 

 
(41) 

where 1i iv h〈 〉 is the expectation over-one step reconstructions. In other words, it is the expectation 

computed with samples generated by running a Gibbs sampler initialized at the data for one full step. A 
Gibbs sampler can be defined using Equation (33) and Equation (34). 

Once the gradient is computed, SGD can be used to update the RBM parameters. The update equation is 
given by 

 
(42) 

6 Unified Frame Based Deep Acoustic Models 
DCRFs and DNN/HMM systems compute the state scores using similar deep architectures. Hence, it is 
possible to establish connection between DCRFs and DNN/HMM systems. The difference between the 
two systems comes from three issues: 

• The training criterion used to train each system. 
• The state score of each system and this implies the output layer specifications of each system. 
• The transition parameters of each system. 

6.1 Training criterion 
The traditional DCRFs are trained using sequence level CML training criterion to maximize the posterior 
probability of the correct word sequence given the acoustic observations as shown in Section 4. On the 
other hand, most DNN/HMM systems are trained using frame level CML training criterion (known as 
frame level cross entropy objective function)3. In order to get comparable results we need to unify the 
training criterion used to train the two systems. In this work, we will use the frame level CML training 
criterion to train the two systems. Therefore, the training of DCRFs needs to be modified to be based on 
frame level CML training criterion. Hence, the ( | )j t Mγ computation is approximated with state 

estimates as follows [47]: 

3 Hybrid DNN/HMM systems can be trained using a sequence training criterion [46]. 
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(43) 

Based on this approximation, the training criterion used to train the two systems are identical and 
differences in the results related to the training criterion are eliminated. 

6.2 DNN output layer 
The conditional distribution defining hybrid DNN/HMM may be given by 

 
(44) 

where )( |
( )

( )t

t t
s t

t

P s o
b o

P s
∧

= . It is worth to mention that this conditional distribution is very similar to DCRF 

conditional distribution described in Equation (12). The only difference is how the state score is 
computed in each model. In hybrid DNN/HMM speech recognition systems, the HMM state scores are 
computed based on Equation (4). This equation implies the calculations 

Table 1: Output layer design in different deep acoustic models. 

 

of a softmax activation function for each frame to compute the state posteriors. On the other hand, 
DCRFs state scores are based on a linear activation function in the output layer based on Equation (11). 
Hence, it is possible to convert DNN/HMM systems to DCRFs by removing the output softmax layer and 
decode directly using the linear output activation. Due to the different output layer specifications, the 
DCRFs and hybrid DNN/HMM system may use different language scaling factor to lead to exact results. 
Therefore, in order to convert DNN/HMM system to DCRF system: 

1. Train the DNN/HMM using frame cross entropy criterion. 
2. Remove the softmax output layer. 
3. Decode directly using the linear output activation. 

Another form of DNN/HMM hybrid system is to assume that the state score is computed directly from 
the posterior probably of a connectionist estimator. In particular, ( )

ts tb o is given by: 

 
(45) 

This implies that ( )tP s is a uniform distribution. It will be shown in the experimental section that these 

systems lead to exact results as DCRFs. Table 1 details the DNN output layer in the different systems 
under our unified deep acoustic modeling. 
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6.3 Transition parameters 
The transition parameters may be a source of different results between DCRFs and DNN/HMM systems4. 
In order to unify the state scores between the two systems, the transition parameters should be 
identical for the two systems. This is easily achieved as described in section 4 by setting the transition 
parameters of the two systems using: 

 
(46) 

where 
1t ts sa
−

 is the transition probability in HMM modeling and is estimated using the maximum 

likelihood criterion. 

7 Experiments 
We have carried out phone recognition experiments on the TIMIT corpus [48]. We used the 462 speaker 
training set, testing on the 24 speaker core test set, and the development set is based on 50 speakers 
from the test set [49]. The SA1 and SA2 utterances were not used. The speech was analyzed using a 
25ms Hamming window with a 10 ms fixed frame rate. We represented the speech using 12 mel 
frequency cepstral coefficients (MFCCs), energy, along with their first and second temporal derivatives, 
resulting in a 39 element feature vector. Another representation is based on using a Log-Fourier-
transform-based filter-bank with 40 coefficients (plus energy) distributed on a mel-scale, together with 
their first and second temporal derivatives resulting in a 123 element feature vector. The features are 
pre-processed to have zero mean and unit variance and acoustic context information is integrated using 
a window of 9 frames (4 left +current frame+ 4 right) to construct the final frames. 

Following Lee and Hon [50], the original 61 phone classes in TIMIT were mapped to a set of 48 labels, 
which were used for training. This set of 48 phone classes was mapped down to a set of 39 classes [50], 
after decoding, and phone recognition results are reported on these classes, in terms of the phone error 
rate (PER), which is analogous to word error rate.  

The baseline HMMs have three emitting states and the emission probabilities were modeled with 
mixtures of Gaussian densities with diagonal covariance matrices. The generative context-dependent 
HMMs (contained 1127 physical states, with 20 mixture components per state) were trained by the 
maximum likelihood criterion using the conventional EM algorithm [51]. The system is used only to 
provide the state alignment of the training data. Each phone was represented using a three state left-to-
right DCRF, all parameters of DNN were initialized to random values and the transition parameters were 
initialized from trained HMM models forcing left to right DCRFs (the transition parameters are held fixed 
after the initialization). The training procedure accumulated the Mnum sufficient statistics via a Viterbi 
pass (forced alignment) of the reference transcription using HMMs trained using maximum likelihood 
criterion. The language model scaling factor is set to 1.0 during the decoding process. All our 
experiments used a bigram language model over phones, estimated from the training set. In-house 
decoder is used to generate the recognition phone sequence. 

4 It is known that the transition scores have little impact on the recognition results. 
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For training DNNs, the PDNNTK toolkit is used [52] and it is based on Theano library [53], which supports 
transparent computation for CPUs and GPUs. In addition, the MFCC results is based on an in-house code 
developed based on Theano. In Table 2, DCRFs recognition performance is reported in terms of PER on 
TIMIT task (core test set) for MFCC based frontend. 

The results based on filter bank frontend are shown in Table 3. Some DCRFs models were pretrained 
when the number of hidden layers is large. When the number oh hidden layers was 9, the LM scaling 
factor was set to 1:5. 

It is possible to unify deep acoustic models based on a framework presented in section 6. However, the 
state score is different and may lead to different 

Table 2: DCRF decoding results on TIMIT recognition task in terms of PER (MFCC based frontend). 

 

Table 3: DCRF decoding results on TIMIT recognition task in terms of PER (FBANK based frontend). 

 

decoding results. The DCRFs decoder is modified to support DNN/HMM1 and DNN/HMM2 decoding 
based on equations summarized in Table 1. As shown in Table 4, the decoding results are sensitive to 
the value of the language model scaling factor. It is clear that DCRFs and DNN/HMM2 hybrid systems 
lead to exact PER results. 

8 Discussions 
In this section we address several issues about the implementation of DCRFs. 

8.1 Decoding speed 
In hybrid ANN/HMM speech recognition systems, the HMM state scores are computed based on 
Equation (4). This equation implies the calculations of a softmax activation function for each frame to 
compute the state posteriors. However, in efficient implementations of DNN/HMM decoders, the 
softmax  

Table 4: Comparison between different acoustic models using a unified frame-work on TIMIT recognition task in 
terms of PER ( FBANK based frontend) 
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calculations are ignored and the state scores are based on a linear activation function in the output 
layer. On the other hand, DCRFs state scores are based on a linear activation function. Consequently, 
DCRFs and traditional DNN/HMM systems have the same decoding speed. 

8.2 Related prior work 
The multilayer conditional random field (ML-CRF) was introduced in [39]. In this model, CRF is trained on 
the top of a single hidden layer constructed from scoring a large number of sigmoid functions. Hence, 
ML-CRF implies shallow neural networks. In addition, each phone was represented using a single state in 
the model. The Language model parameters are trained within the ML-CRF framework by defining            
bi-gram transition constraints. The training algorithm supports error backpropagation. In deep-
structured CRF [25], multi-layer CRF model was developed where the marginal probabilities obtained 
from the outputs of a lower layer are used as the input of the higher layer. The model can be further 
extended for phonetic recognition using a variant called deep hidden conditional random field (DHCRF) 
[26]. In this model, the final layer is a Hidden Conditional Random Field (HCRF) [24] and the 
intermediate layers are zero-th-order CRFs. The DHCRF supports bi-gram language model features. 
Although the model has a deep architecture, it does not support DNN and the training algorithm does 
not support error backpropagation. DHCRFs were further modified to support DNN in [27], where state 
scores are computed based on DNN setup but the output layer has a softmax activation function. This 
version of the algorithm supports RBM training for initialization and error backpropagation training 
algorithm for fine tuning. 

In [29], deep hidden conditional neural fields (Deep-HCNF) which utilized an observation function with 
deep structure were presented. The state scores are computed based on DNN setup and the output 
layer has a linear activation function as in [39] and our work. Deep-HCNF supports bi-gram language 
model features and Boosted-MMI training criterion (BMMI). 

In this work, the state scores are also computed based DNN architecture and the output layer has a 
linear activation function. In addition, we do not estimate state transition parameters or language 
model parameters within DCRF frame-work. The state transition parameters were estimated using 
traditional HMM framework. Moreover, Maximum Likelihood (ML) criterion is used to estimate bigram 
language model. Hence, DCRF architecture may be computationally efficient for training and decoding. 
During the decoding process, a language model scaling factor is used to improve the results. On the 
other hand, frame level CML criterion is used to estimate DCRFs rather than the full-sequence CML 
training. 

9 Conclusions 
In this paper, we present a method to construct deep conditional random fields. In this approach, the 
state scores are computed based on a DNN that has many hidden layers. The feed-forward phase 
updates the output value of each neuron. Starting from the first hidden layer, each neuron output is 
computed as a weighted sum of inputs and applying the sigmoid function to it. The output is forwarded 
to the next layer until the output layer is updated as a weighted sum of inputs. DCRF state scores are 
connects the DNN output layer. Hence, the gradient is computed and a back-propagation algorithm is 
used to compute the gradient of each parameter in the hidden layers. It was shown in the paper , it is 
possible to unify the deep acoustic models under a variation of CRF framework. Under certain 
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assumptions presented in the paper, both DCRFs and hybrid DNN/HMM systems can lead to same exact 
results for a phone recognition task. In addition, linear activation functions are used in the DCRFs output 
layer. Consequently, DCRFs and traditional DNN/HMM systems have the same decoding speed. In 
addition, it is possible to convert DNN/HMM hybrid systems to DCRFs using a procedure addressed in 
the paper. On the other hand, we do not estimate state transition parameters or language model 
parameters within DCRF framework. The state transition parameters were estimated using traditional 
HMM framework. Moreover, Maximum Likelihood (ML) criterion is used to estimate bigram language 
model. Hence, the presented DCRF architecture may be computationally efficient for training and 
decoding. 
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