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ABSTRACT 

In this paper, blind adaptive multiuser detection with Mean Output Energy (MOE) are designed in 

receivers for synchronous MC-DS-CDMA systems in Rayleigh fading channels. Pre and post detection in 

multiuser detectors are implemented in the system to detect their effects in the outputs. On the basic of 

the delayed received signals, we proposed Affine Projection Algorithm-link multiuser detector (APA) and 

its performance is evaluated with the existing multiuser blind detectors (Normalized blind LMS and 

Kalman Filter). Compared to existing multiuser detectors APA-link detector outperformed the BER 

performance and provided a tradeoff between performance and computation cost. The analysis if 

further extended by implementing, decorrelating multiuser detector based receivers in SC-DS-CDMA 

and MC-DS-CDMA to eliminate the MAI caused by other users. 

Keywords: MC-DS-CDMA, MOE, APA, BER, MAI, SC-DS-CDMA 

1 Introduction 

Unlike the adaptive MMSE receivers, blind adaptive interference suppression receivers do not require 

training sequences. It has been shown in the original work by Honig et al. [1] that, by knowing only the 

spreading code and the timing of the desired user, the MMSE multiuser receiver can be implemented 

blindly. They have developed the first blind LMS-based multiuser detection receiver in the absence of 

multi-path fading. It is based on the minimization of a MAI criterion by using a stochastic gradient 

approach. However, this method is not convenient in a time-varying environment. For this reason, other 

approaches have been proposed. (i) On the one hand, blind detectors based on Recursive Least Square 

RLS [2] and Kalman filter [3] algorithms make it possible to improve the convergence features and 

tracking capabilities in a dynamic environment and interferers. (ii) On the other hand, Mucchi et al. [4] 

have proposed a derived version of the pioneering blind LMS-based detector, which makes it possible to 

operate in a time-varying frequency-selective multi-path fading channels. For this purpose, they first 

completed channel compensation and time alignment on the signal replicas along each independent 

path and then combine the resulting signals before or after multiuser detection, resulting in two 

receiver schemes. The first scheme is called the RAKE blind adaptive multiuser detection receiver where 

combining is performed after multiuser detection. The second scheme is called pre-detection combining 

blind adaptive multiuser detection receiver where combining is performed before multiuser detection. 

The pre-detection combining based receiver has the advantage of using only one detector for the 
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combined replicas instead of one detector for each signal replica. In addition, according to [4], this yields 

a remarkable complexity reduction, more reliable decision variable and more robust convergence 

procedure. 

However, the above blind adaptive multiuser detection techniques were only developed for single-

carrier DS-CDMA systems. In this work, our purpose is to design blind adaptive multiuser detection 

receivers for synchronous MC-DS-CDMA systems in Rayleigh fading channels. For this purpose, we first 

reformulate the ideas presented in [4] to design two blind adaptive receivers for MC-DS-CDMA systems. 

Namely: 

• The first receiver provides a blind adaptive multiuser detector for each carrier followed by a post-

detection combiner. 

• The second receiver consists of a pre-detection combiner followed by a single blind adaptive multiuser 

detector. 

To implement them, we have proposed a blind APA-like multiuser detector [5]. The proposed detector 

can be seen as a generalization of the blind LMS-based detector [1], on the basis of multiple delayed 

input signal vectors. A comparative study is then carried out with existing blind LMS [1] and Kalman filter 

[3] based multiuser detectors initially developed for single-carrier DS-CDMA systems. 

1.1 Receiver Structure with Post-Detection Combining 

In this subsection, we propose a blind adaptive multiuser receiver with post-detection combining for 

synchronous MC-DS-CDMA systems in time-varying fading channels (see Figure 2.1). Thus, to retrieve 

the symbol sequence of the first user  1
d n we first recall the N × 1 discrete-time received vector over 

the mth carrier given as follows: 

                                  1 1 1 2

K
X n P d n h n c P d n h n c nkm m m mk kk

  


                            (1) 

Here, as our goal is to suppress the MAI, we assume that the fading processes    1, 2,...,h n m mm  are 

available at the receiver. Thus, channel compensation over the mth carrier can be performed in the 

following manner: 

         

      

            

*
Re

2 2 *
Re

1 1 1 2

X n h n X nm m m

K
P d n h n c P d n h n c h n nm m m mk k kk







  


                (2) 

where the multiplication with      * j nmh n h n em m


 compensates for the phase and weights the 

signal amplitude by a positive time-varying factor  
2

h nm . 

After channel compensation, the resulting vector 
 X nm

over the mth carrier defines the input to a blind 

adaptive multiuser detector whose canonical linear representation for user 1 was firstly established in 

[1], as follows: 
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   1

W n c a nm m 
                                                            (3) 

subject to the constraint: 

                                                                        
  0

1
T

c a nm 
                                                                      (4) 

or equivalently, since 
1

1 1
T

c c 
: 

                                                                          
1

1 1
T

c c 
                                                                            (5) 

Where c1 is the normalized spreading vector of the first user and 
 a nm is the adaptive part of the 

detector. Thus, the practical implementation of this detector is achieved by means of two orthogonal 

filters (see Figure 2): the spreading code of the desired user c1 and the adaptive part 
 a nm that is used 

to eliminate the MAI. 

 
Figure 1: Blind adaptive receiver structure with post-detection combining. 

 The detector  W nm is designed to minimize the Mean Output Energy (MOE) cost function: 

                                                  
2

T
J W n E W n X nm m mMOE


 

    
 

                                                        (6) 

 

 

Figure 2: Blind Adaptive Multiuser Detector    1
W n c a nm m  . 

It should be noted that the MOE criterion given by (6) is related to a “scaled” version of the MSE 

criterion given as follows: 
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                                               

 

2

1 1

1

T
J W n E P d n W n X nm m mMSE

J W n PmMOE

 

 

 
    

 

 
 

                                                     (7) 

Where it is assumed that  
2 2

1E h nm h
 

 
  

. As P1 is a constant, minimizing the MOE criterion will also 

minimize the MSE criterion. Hence, the MOE multiuser detector is equivalent to the MSE based one [1]. 

Since the MOE criterion does not depend on the data symbol  1
d n , there will be no need for training 

sequences. Therefore, this leads to the blind adaptive implementations that will be presented in 

subsection [1.2]  

The outputs of the blind adaptive detectors over all carriers are finally combined by a post-detection 

combiner resulting in the following decision about the desired user data symbol: 

                                                                 ˆ sgn
1 1

M T
d n W n X nm m

m
 



 
 
 

                                                    (8) 

In the next subsection, as the post-detection based receiver structure requires M blind adaptive 

multiuser detectors, we propose a blind adaptive receiver based on pre-detection combining which 

requires only one multiuser detector. 

1.2 Receiver Structure with Pre-Detection Combining 

The proposed blind adaptive MOE receiver with pre-detection MRC is shown in Figure 2.3. Thus, after 

channel compensation and time alignment, the resulting vectors    1,2,...,
X nm m M

given by (2) are 

combined before detection as follows: 

                                                                  
1

M
X n X nmtot

m
 


                                                               (9) 

The combined vector  X ntot is then processed with a single blind adaptive multiuser detector 

   1
W n c a n  as in (3), in order to minimize the following MOE criterion: 

                                                        
2

T
J W n E W n X ntotMOE


 

    
 

                                                (10) 

Where a (n) is the adaptive part of the detector which satisfies   0
1
T

c a n  . Finally, the symbol decision 

of the desired user can be obtained as follows: 

                                                                 ˆ sgn
1

T
d n W n X ntot                                                        (11) 

Where the detector W (n) will be implemented adaptively in the next subsection. 

It should be noted that the pre-detection combining receiver structure has the advantage of reducing 

greatly the computational cost by using only one detector for the combined vector instead of a detector 

for each carrier. 
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Figure 3: Blind adaptive receiver structure with pre-detection combining. 

To implement the post-detection and predetection based blind adaptive receivers, various blind 

adaptive algorithms are considered in the next subsection. 

1.3 Blind Adaptive Implementation 

To use unique notations, let  X n  and  W n respectively denote: 

• The received vector  mX n and the filter weights when considering the post- detection receiver 

structure.  

• The combined received vector  X ntot  and the filter weights W(n) when using the pre-detection 

receiver structure. 

1.3.1 Normalized Blind LMS Based Multiuser Detector 

By using a stochastic gradient approach, Honig et al. [1] have proposed to derive an adaptive 

implementation for the detector (3) that minimizes the MOE criterion (6). Thus, they first evaluated the 

unconstraint gradient of the MOE cost function (6) as follows: 

                                       
2

2
T T

J W n E W n X n W n X n X n
MOE

   
 

       
 

                             (12) 

The projected gradient, orthogonal to c1 is then obtained: 

                                        2
1 1

1

T T
J W n W n X n X n c X n c
MOE c

           
                                (13) 

Therefore, a stochastic gradient blind algorithm to update the adaptive part of the detector can be 

written as follows: 

                                          

     

       

1 1
1

1
1

a n a n J W n
MOE c

a n z n X n z n c
MF





    

   

  

 
 

                                          (14) 

Where      1
T

z n W n X n  the output of the detector is,    1
T

z n c X n
MF

 is the output of the 

conventional matched-filter, and μ is the step-size that controls the adaptation speed. 
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To avoid the gradient noise amplification problem, a normalized version of this algorithm (as the NLMS 

algorithm) can be written as follows: 

                           
   

 
     1

12
Na n a n Z n X n z n c

MF
X n





   



 
 

                                      (15) 

Where  0, 2
N

  is the normalized step-size and δ is a small positive regularization constant that 

insures stability when  
2

X n is too small. 

1.3.2 Blind APA-like Multiuser Detector 

To improve the convergence features in high MOE environments and time-varying fading scenarios, we 

propose to generalize the algorithm in (15) by using L delayed input signal vectors [5]. Toward this end, 

we first define the following received and code matrices of L column each: 

In addition, the MOE cost function in (6) is modified to account for L delayed input signal vectors: 

                                              1 . . . 1X n X n X n X n L                                                    (16) 

                                                        . . .
1 1 1 1

C c c c  
                                                                      (17) 

                                                  
2

T
J W n E X n W n
MOE


 

    
 

                                                    (18) 

Taking the unconstraint gradient of the MOE cost function: 

                           
2

2
T T

J W n E X n W n X n X n W n
MOE

   
 

       
 

                            (19) 

The projected gradient, orthogonal to C1 satisfies: 

                                    2
1 1

1

T T
J W n X n C C X n X n W n
MOE c

            
                             (20) 

Then, a stochastic gradient algorithm that updates the adaptive part of the detector (3) can be written 

as follows: 

                                             1 1
1

a n a n J W n
MOE c

                                                           (21) 

Where μ is the step-size. 

Substituting (20) in (21) and introducing a factor    
1

T
I X n X n
L




 
 

similar to that in the APA, a 

new blind algorithm (APA-like) to update a(n) can be expressed by [5]:  

                                
1

1
1

T
a n a n X n C Z n I X n X n z n

N MF L
 


      

   
                   (22) 

Where            1 , , 0, 2
1

T T
z n X n w n Z n C X n

MF N
     and δ is the regularization constant. 
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To insure that the orthogonally condition   0
1
T

c a n  is satisfied at each iteration, we replace a (n) by its 

orthogonal projection onto c1:  

                                                        1 1
T

a n a n c a n c                                                                  (23) 

It should be noted that when L = 1, the blind APA-like multiuser detector (22) reduces to the normalized 

blind LMS multiuser detector (15). 

1.3.3 Blind Multiuser Detection Based on Kalman Filtering 

In [3], Zhang et al. have proposed to use an alternative standard representation for the blind adaptive 

multiuser detector: 

                                                             1 1
W n c A a n                                                                            (24) 

Where the columns of the N × N − 1 matrix A1 span the null space of c1, i.e.: 

                                                                0
1 1
T

c A                                                                                     (25) 

It should be noted that A1 can be precomputed off-line via one of many orthogonalization procedures 

such as the Gram-Schmidt orthogonalization. Unlike (3), the adaptive part a(n) in (24) is now of size              

(N − 1) × 1 and has the advantage of being unconstraint.  

Let us define the output of the detector as follows: 

                                                                T
z n W n X n                                                                     (26) 

then z(n) has zero-mean and its variance is given by (due to equations (6) and (7): 

                                      
2

1
E Z n J W n J W n P

MOE MSE
                                                      (27) 

Thus, when the detector is optimal (i.e., JMSE[W(n)] attains its MMSE value), the variance of z(n) 

corresponds to the minimum MOE and is dominated by the power of the desired user P1. 

Substituting (24) in (26) results in the following measurement equation:                                             

        T
Z n d n a n Z n

MF
                                                                 (28) 

Where    1
T

Z n c X n
MF

  and     1
T T

d n X n A . 

 If the detector is assumed to be time-invariant, one can write: 

                                                                  1a n a n                                                                           (29) 

As (28) and (29) define a state-space representation of the adaptive part of the detector, Kalman 

filtering makes it possible to recursively update a (n) [3]. 

1.3.4 Computational Cost of the Various Algorithms 

Here, we provide the computational cost of the various blind adaptive multiuser detectors when used to 

implement the post-detection and pre-detection combining receiver structures. According to Table 1, 
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the predetection combining receiver structure with the Table 1: Computational complexity of the 

various blind adaptive multiuser detectors when considering the post-detection and predetection 

combining receiver structures. 

Table: 1 

Blind Adaptive 
Detector 

Post-detection 
Combining 

Pre-detection 
Combining 

LMS based detector  O MN   O N  

APA-like Detector  2
O MNL   2

O NL  

Kalman Based 
Detector 

 2
O MN   2

O N  

 

Various blind adaptive detectors has the advantage of greatly reducing the computational cost when 
compared with the post-detection combining based one. In addition, the proposed blind APA-like 
detector has the advantage of providing a scalable complexity by adjusting the parameter L which is 
usually much less than the filter length (i.e., L << N). The scalable complexity of the APA-like detector 
can be traded with the performance as we will see in the simulation results presented in the next 
subsection. Therefore, the APA-like detector with the pre-detection combining scheme is a priori 
preferable to design the receiver. 

2 Simulation Results 

In this subsection, we first carry out a comparative study between the following blind adaptive multiuser 

detectors: 

• The normalized version of the standard blind LMS multiuser detector [1], 

• The proposed blind APA-like multiuser detector, 

• The blind Kalman filter based multiuser detector [3], when they are used to implement the pre-
detection and post-detection combining receiver structures. 

In addition, we compare the performances of the proposed blind APA-like detector with the training 

based APA filter presented in subsection III. 

A synchronous MC-DS-CDMA system with K active users and M = 4 carriers is considered. The spreading 

sequences used are gold codes of length N = 31. The fading processes    1, 2,..., Mh nm m
 are 

generated according to the complex Gaussian distribution with zero-mean and unit-variance. User 1 is 

assumed to be the desired user with SNR per transmitted carrier kept constant at 10 dB. 

In the first example, a high MAI scenario is assumed with 14 multiple-access interfering users              

(i.e., K = 15), among which five users have ISR (see equation 1.50) of 10 dB each, five users have ISR of 

20 dB each, two users have ISR of 30 dB each and two other users have ISR of 40 dB each. According to 

Figure 2.4, the pre-detection combining receiver slightly outperforms the post-detection receiver with 

the various blind adaptive detectors, when considering the BER performance. In addition, the proposed 

blind APA-like detector provides much better BER performance and convergence features than the 

normalized blind LMS detector. Nevertheless, the blind Kalman detector yields the best BER 

performance and convergence features, but at the price of increased computational cost (see Table 2.1). 

http://dx.doi.org/10.14738/tmlai.26.593


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume 2 ,  Issue 6,  Dec 2014  
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom  9 
 

Figure 2.5 demonstrates the average Signal to Interference- plus-Noise Ratio (SINR) performance of the 

various blind detectors in the pre-detection combining receiver. The average SINR is defined as follows: 

 

                                     
 

    

     

2

1 1 1 1,

2

1 1 1 1,

loop T
W n P d n c

l tot
SINR n

loop T
W n X n P d n c

l tot

 


 
 
 

                                             (30) 

Where 

                                                                 
2

1, 11

M
c h n cmtot m

 


                                                            (31) 

and the average is performed over loop = 300. The SINR improvement of the proposed APA-like detector 

is better than that obtained with the normalized blind LMS detector and approaches that of the blind 

Kalman detector, when L is getting higher. Therefore, for the various reasons mentioned above, we 

recommend to use the blind APA- like detector with the pre-detection combining scheme to design the 

receiver. 

To illustrate the advantages of the blind adaptive MOE detectors over the training based adaptive 

MMSE filters presented in the previous section, we consider a high MAI scenario with 8 interfering users 

for which the ISR=20 dB (this hence corresponds to a severe near-far scenario). Figure 6 shows the SINR 

performance improvement of the proposed APA-like detector and the training based APA filter in the 

pre-detection combining receiver. According to this figure, the blind detector yields better SINR 

performance improvement than the training based filter which suffers from slow convergence in this 

severe near-far scenario. This is due to the fact that the blind detector uses the code sequence of the 

desired user in addition to an adaptive part, whereas the training based filter starts adaptation from a 

zero initial weight vector. Thus, in a high MAI environment, it is recommended to use a blind adaptive 

detector to efficiently suppress the MAI and to mitigate the near-far problem. 

 
Figure 4: BER performance of the pre-detection and post-detection receivers with the various blind adaptive 

multiuser detectors. 

 



R. Nirmaladevi  and K. Kishan Rao; Analysys of Blind Adaptive Multiuser Detection Receivers, Transactions on 
Machine Learning and Artificial Intelligence,  Volume 2 No 6 Dec, (2014); pp: 1-16 
 

URL:http://dx.doi.org/10.14738/tmlai.26.593    10 
 

 
 

Figure 5: SINR improvement of the various blind 
adaptive detectors in the predetection combining 

receiver. 

Figure 6: SINR improvement of the proposed blind 
APA-like detector and the training based APA filter in 

the pre-detection combining receiver. 

3 Receiver Design Based on Decorrelation Detection 

As an alternative to the MMSE multiuser receivers, the decorrelating multiuser detector based receivers 

are designed to completely eliminate the MAI caused by other users, using the spreading sequences of 

all users [7]. In this section, we first present the state of the art on single-carrier DS-CDMA receiver 

design based on the decorrelating detector. Then, we propose a MC-DS-CDMA receiver structure 

consisting of a decorrelating detector, a Kalman filter based channel estimator and a MRC [6]. 

3.1  Decorrelation detection for single-carrier DS-CDMA 

Given the spreading codes of all active users  
1,...,K

c
k k 

 the decorrelating multiuser detector for 

user 1 can be written in the following form [8]: 

                                                                    1
1

1 1

K
W R kc

kk


 



 
 

                                                                (32) 

Where ... ...
1 2 1 2

T
R c c c c c c

k k
    
   

the normalized cross-correlation matrix of the 

spreading is vectors and 1
R

ij

 
 

denotes the  ,
th

i j element of the inverse of the matrix R. 

Such decorrelating multiuser detector satisfies: 

                                                                      1
1 1
T

W c                                                                               (33) 

and 

                                                             0, 2,...,
1
T

W c k K
k
                                                                (34) 
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Equations (33) and (34) can be verified as follows: 
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                                                              (35) 

It is obvious from (34) that the decorrelating detector is orthogonal to the subspace spanned by the 

spreading sequences of all interfering users. Therefore, the decorrelating detector can completely 

eliminate the MAI and can achieve optimal near-far resistance whatever the ISR of the interfering users. 

It should be emphasized that the decorrelating detector does not require the knowledge of the power of 

all users. 

The decorrelating detector based receiver for synchronous DS-CDMA systems is first proposed by Lupas 

and Verd´u [9]. The generalization to asynchronous DS-CDMA systems is then reported in [10]. However, 

only AWGN channels are considered. Since then, the extension of these receivers to operate in fading 

channels has been extensively studied by several authors. Thus, Zvonar et al. [11] have analyzed the 

performance of the decorrelating detector in slowly time-varying flat-fading channels. Nevertheless, the 

fading processes are assumed to be available at the receiver. In [12], Kawahara et al. have proposed to 

combine decorrelation multiuser detection with channel estimation for asynchronous DS-CDMA systems 

in multi-path slowly fading channels. The fading processes are estimated by using a training based RLS 

algorithm. In [13], a decorrelating detector based receiver structure is considered for application in 

rapidly time-varying Rayleigh fading channels where the fading processes are estimated adaptively using 

the LMS or the RLS algorithm. Recently, in [14], Wu et al. have compared the performances of a Kalman 

filter based channel estimator combined with various multiuser detectors, such as the decorrelating 

detector, the decision-feedback detector, the parallel and successive interference cancelation. 

According to their study, the decorrelating detector is the most robust detector against the MAI and the 

near-far problem. 

3.2 MC-DS-CDMA receiver based on decorrelation detection 

Although decorrelation multiuser detection have been extensively used for single-carrier DS-CDMA 

systems, few approaches are developed for MC-DS-CDMA systems. Thus, Yang et al. [15] have proposed 

several decorrelation multiuser detection schemes for TF-domain spreading MC-DS-CDMA systems in 

AWGN channels. However, they did not investigate these schemes in fading channels. In [16], the 

authors have developed a multichannel joint detection scheme for MC-DS-CDMA systems in time-

invariant frequency-selective fading channels. The scheme consists of a decorrelating detector followed 

by a RAKE multi-path combiner for each carrier. Nevertheless, perfect channel knowledge is assumed at 

the receiver. 

Here, we propose to extend, to the multi-carrier case, the combination of decorrelation multiuser 

detection and Kalman channel estimation scheme presented in [14]. In particular, our scheme [6] 

operates in three steps (see Figure 7): 
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1. The decorrelating multiuser detector is carried out along each carrier to completely eliminate the 
MAI, 

2. The fading channel responses, modeled by Auto Regressive (AR) processes, are estimated by 
using Kalman filtering, 

3.  The fading processes estimates are fed into a frequency diversity MRC rule to obtain the data symbol 
estimate. 

Thus, to retrieve the desired symbol sequence of the first user  1
d n from the received signal, let us 

recall the N × 1 discrete time received vector over the th
m carrier given as follows: 

                              1 1 1 2

K
X n P d n h n c P d n h n c nm m m mk k kk

  


                           (36) 

Where the fading processes    1, 2,...,h n Mm m
  are assumed to be rapidly time-varying. At that 

stage, the received vector at the th
m carrier  X nm is processed by the decorrelating detector W1given 

by (32). 

By taking into account (33) and (34), the decorrelating detector yields the following observation: 

 

                                   
         1 1 1

T
y n W X n P d n h n nm m m m  

                                         (37) 

Where 
   1

T
n Wm m  

 is a zero-mean Gaussian noise with variance

2 2 1

11
R  


  
  . From 

equation (37), the decorrelating detector is able to completely eliminate the MAI caused by other users, 

but at the expense of slightly enhancing the additive noise. 

Based on the observations 
   1,...,M

y nm m  and by using an AR model for the fading processes, 

Kalman filtering can be carried out to provide an estimation of the fading processes 

  ˆ
1,2,..,

h nm m M  [6]. 

 
Figure 7: MC-DS-CDMA receiver structure with decorrelation detection for user 1. 
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The estimation of AR fading channels based on Kalman filtering will be investigated in chapter 3. This 

also includes the development of several channel estimation techniques that can be directly applied to 

the proposed receiver in Figure 7. 

Finally, MRC makes it possible to provide the estimate of the desired user data symbol as follows: 

                                                          *ˆ sgn Re
1 1

M
d n h n y nm m

m
 



  
  
  

                                             (38) 

3.3 Simulation results 

In this subsection, we first carry out a comparative simulation study between the proposed 

decorrelating detector based receiver and the correlator based one presented in [15]. 

A synchronous MC-DS-CDMA system is considered with M carriers and K active users, each using a gold 

code of length N = 31 to spread his information. The fading processes    1,2,..,
h nm m M

are 

generated according to the modified Jakes model with 16Lo   oscillators and Doppler rate 

0.05f T
d b

 . Here, to focus our attention on the effect of the MAI on both receivers, the fading 

processes are assumed to be available at the receiver. The performance of the decorrelating detector 

based receiver when the fading processes are estimated by various approaches will be presented in the 

simulation results.  

Figure 8 shows the effects of the ISR on the BER performance of both receivers for number of carriers 

equal to M = 1 and M = 3. On the one hand, the BER of the decorrelating detector based receiver does 

not depend on the ISR and, hence, it is near-far resistant. On the other hand, the BER of the correlator 

detector based receiver is highly dependent on the ISR, where degradation of the BER can be noticed 

starting at low ISR. In addition, for the decorrelating detector based receiver, a high frequency diversity 

gain is obtained when increasing the number of carrier from M = 1 to M = 3. This is not the case for the 

correlator based receiver when the ISR is high. 

According to Figure 9, increasing the number of users greatly increases the BER of the correlator based 

receiver. On the other hand, the decorrelating detector based receiver is insensitive to the number of 

users. This is due to the fact that, contrary to the correlator based receiver, the decorrelating detector 

based receiver can completely eliminate the MAI caused by other users. 

Here, we also present a simulation example that illustrates the performance of the proposed 

decorrelating detector based receiver compared with that of the adaptive receivers proposed in the 

previous sections. Namely, the training based Separate Detection (SD) receiver with APA and the post-

detection combining receiver with blind APA-like detector. To focus on the MAI suppression capabilities 

of these receivers, we consider only AWGN channels (without the effect of fading) with K = 10, M = 3, 

SNR=5 dB and ISR=15 dB. 

According to Figure 10, the decorrelating detector based receiver provides the lowest BER results 

without the need for any training period. This is due to the fact that it uses the spreading codes of all 

users and, hence, can completely eliminate the MAI. The blind APA based receiver has faster 

convergence than the training APA based one, but it results in higher steady state BER. To take the 

advantages of both adaptive receivers, their combination can also be considered. Thus, the blind APA-
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like detector is first carried out up to iteration number 500. As the blind APA-like detector uses the 

spreading code of the desired user, this will ensure the fast suppression of high amount of MAI. 

 
 

Figure 8: BER performance versus ISR for the 
proposed receiver and the correlator based one 

[Kon96]. Number of carriers considered are M = 1 
and M = 3. K = 10 and SNR=15 dB. 

Figure 9: BER performance versus number of active 
users K for the proposed receiver and the one in [18]. 
Number of carriers considered are M = 1 and M = 3. 

ISR=10 dB and SNR=15 dB. 

 
Figure 10: BER performance versus iteration number for the various receivers. M = 3, K = 10, ISR=15 dB and 

SNR=5 dB. 

At that stage, starting from the final filter weight values provided by the blind APA-like detector (at 

iteration 500), a training based APA can then be used to continue eliminating the residual MAI and can 

provide a BER performance close to that of the decorrelating detector based receiver. 

4 Conclusions 

In this work, we have proposed five MAI suppression receivers for MC-DS-CDMA systems in Rayleigh 

fading channels.  

We first presented two adaptive MMSE receiver structures based on adaptive filters such as NLMS, APA 

and RLS. The so-called Separate Detection (SD) structure consists in considering a particular adaptive 

filter for each carrier, whereas the so-called Joint Detection (JD) structure is defined by the 

concatenation of the adaptive filter weights dedicated to each carrier. Simulation results show that the 

JD structure provides lower BER than the SD structure. In addition, the order of complexity of both 

structures are the same when considering the APA, but this is not the case for the RLS filter where the JD 

structure has higher computational cost than the SD one. Therefore, APA in the JD structure 

corresponds to a trade-off between performance and computational cost.  
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However, as adaptive receivers require training sequences, we have proposed two blind adaptive Mean 

Output Energy (MOE) receivers based on an APA-like multiuser detector, where only the spreading 

sequence and the timing of the desired user are required. The so-called post-detection combining based 

receiver structure provides a blind adaptive detector for each carrier where combining is performed 

after detection. The so-called pre-detection combining based receiver structure uses a single blind 

adaptive detector after combining the signals of all carriers. Therefore, the computational cost of the 

pre-detection combining based receiver is much less than that of the post-detection combining based 

one. Simulation results show that the pre-detection combining based receiver provides slightly lower 

BER results than the post-detection combining based one. In addition, the comparative study is carried 

out with existing blind LMS and Kalman filter based detectors shows that the proposed APA-like 

detector can provide a trade-off between performance and computational cost. Furthermore, the 

proposed blind APA-like detector is shown to outperform the training based APA in severe near-far 

scenarios, when considering the BER and SINR improvement. 

When the spreading codes of all active users are available, we propose a receiver structure based on the 

decorrelating detector which includes also a Kalman channel estimator and a MRC [6]. The comparative 

simulation study we have carried out shows that, while the correlator based receiver is highly sensitive 

to the MAI and the near-far problem, the proposed receiver can completely eliminate the MAI and is 

insensitive to the near-far problem. In addition, the proposed receiver can provide approximately the 

same BER performance as the adaptive receivers without the need of any training sequences for MAI 

suppression.  

Nevertheless, the design of receivers usually requires the explicit estimation of the fading process over 

each carrier to achieve optimal diversity combining and coherent symbol detection. 
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ABSTRACT   

This paper involves the use of Rayleigh-Ritz finite element method to determine the temperature 

distribution in a nuclear fuel element consisting of a sphere of fissionable material and a spherical shell 

of aluminum cladding. The differential equation is a one – dimensional second order differential 

problem. The finite solutions obtained when compared with the exact solutions shows that the accuracy 

increases as the number of elements increases with decrease in error, and this was shown graphically. It 

can be stated that finite element method is an accurate method for determining the temperature 

distribution in a nuclear fuel element consisting of a sphere of fissionable material and a spherical shell 

of aluminum cladding. 

Keywords: Rayleigh – Ritz Finite Element method, temperature distribution, nuclear fuel, aluminum 

cladding. 

1 Introduction 

A nuclear fuel element for use in the core of a nuclear reactor is disclosed and has a composite cladding 

having a substrate and a metal barrier metallurgically bonded on the inside surface of the substrate so 

that the metal barrier forms a shield between the substrate and a nuclear fuel material held within the 

cladding. 

A number of researchers have used finite element and other method to study temperature distribution. 

In recent times, the heat generation due to fission within a nuclear fuel rod is not uniform and for a 

cylindrical fuel rod, the heat generation is given by [1]. The fuel elements are usually long cylindrical rod 

or rectangular plates of uranium (or thorium) enclosed by cladding. The uranium may be in the pure 

metallic form, in the form of a compound such as uranium dioxide UO2 or in the form of an alloy with 

another metal such as aluminum or zirconium in [2]. Reference [3] analyzed the temperatures and 

cooling rate that arises during welding. [4] determined temperature distribution on cutting tool in end-

milling. ABACUS software based on finite element method was used to study the temperature and heat 
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flux changes in a nuclear fuel rod by [5]. Reference [6] proposes to analyze in-pile fission gas release 

from UO2 fuel. The finite element model describes fission gas transfer from the grain interior to grain 

boundaries by simultaneous mechanisms of diffusive flow and boundary sweeping considering the 

effect of irradiation induced resolution when gas amount in grain. [7] used finite element method to 

determine the temperature distribution on TRISO fuel kernel. In [8] finite element is used to analyze the 

thermo-structural behaviour of cladding process. Reference [9] used finite element method to solve the 

problem of stress distribution in a cylindrical nuclear fuel element with a graphite matrix and spherical 

inclusions. The governing one-dimensional equation for heat transfer in the nuclear fuel element of a 

fissionable material and aluminum cladding is given in [10]. 

It is obvious that a number of researchers seem not to have analyzed the temperature distribution in a 

nuclear fuel element of a spherical form consisting of a sphere of fissionable material surrounded by a 

spherical shell of aluminum cladding. Hence, this paper using finite element analysis tends to fill this 

gap. 

2 Methodology 

2.1 Problem 

Consider a nuclear fuel element of spherical form, consisting of a sphere of “fissionable material 

surrounded by a spherical shell of aluminum “cladding” as shown in the figure below. Nuclear fission is a 

source of thermal energy, which varies non-uniformly from the center of the sphere to the interface of 

the fuel element and the cladding. We wish to determine the temperature distribution in the nuclear 

fuel element and the aluminum cladding. 

The governing equations for the two regions are the same, with the exception that there is no heat 

source term for the aluminum cladding. We have  

2 1
1 12

1 dTd
r k q

r dr dr

 
  

 
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22

1
0
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r k

r dr dr

 
  

 
 for fR r Rc     (2) 

Where subscript 1 and 2 refer to the nuclear fuel element and cladding, respectively. The heat 

generation in the nuclear fuel element is assumed to be of the form  

2

1 0 1
f

r
q q c

R

  
        

    (3) 

Where 0q and c are constants depending on the nuclear material. The boundary conditions are; 

2 1 0       0
dT

kr at r
dr

       (4) 

1 2 , 2 0                    f cT T at r R and T T at r R               (5) 
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Use eight linear elements to determine the finite element solution for the temperature distribution and 

compare the nodal temperature with the exact solution. 

2 4
2 2

0 0

1 0

1 2

3 3
1 1 1 1

6 10 3 5

f f f

f f c

q R q R Rr r
T T c c

k R R k R

                                              

     (6) 

2

2 0

2

3
1

3 5

o f f f

c

q R R R
T T c

k r R

  
     

  
     (7) 

 

Figure 1: A nuclear fuel elements of spherical form 

2.2 Solution 

Using Rayleigh – Ritz Finite Element method. 

Since the problem is a two in one problem, we consider both governing equations separately; 

Considering the governing equation of the fissionable material and putting it in residual form as shown 

below; 

2 21
1 1

d dT
r k q r

dr dr

 
  

 
              (8)  

 we develop the weak form by multiplying through by the weight function (w), equate to zero and then 

integrate over the whole area. This gives rise to the equation below;    

2 2 21 1
1 1 10 2 2

a

a

h r a

r
a

h rdw dT dT
r k q wr dr wk r

rdr dr dr
 

    
     

   
    (9) 

The general weak form for this fissionable material is therefore written as; 
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2 2 21 1
1 1 10

a

a

h r a

r
a

h rdw dT dT
r k q wr dr wk r

rdr dr dr

    
     
   
            (10) 

Considering the governing equation of the Aluminum Cladding and putting it in residual form as shown 

below; 

2 22
2 0

d dT
r k r

dr dr

 
  

 
   (11)  

we develop the weak form by multiplying through by the weight function (w), equate to zero and then 

integrate over the whole area. This gives rise to the equation below; 

2 22 2
2 20 2 2

a

a

h r a

r
a

h rdw dT dT
r k dr wk r

rdr dr dr
 

    
    

   
      (12) 

Where (ra, h+ra) is the domain of the element along its radius. 

Since there is no heat loss, the weak form for the Aluminum Cladding is therefore written as; 

2 22 2
2 20

a

a

h r a

r
a

h rdw dT dT
r k dr wk r

rdr dr dr

    
    
   


  (13) 

The approximate solution is of the form; 

1

( ) ( )
n

e e

i j

j

T r T r


      (14) 

Where                            
1 1 2 2 3 3

1

( ) ... ( )
n

e e e e e e e e e e

i j n n

j

T r T T T T r    


                           (15) 

2.2.1 For the Fissionable material 

Substituting equation (14) into the weak form of the fissionable material, and

w for  (for 1 to 3)i  , we have; 

3 3
2 2

1 1

1 1

0 ( )
a

a

h r
e e ei i

i i j
r

j j

d d
r k T q r dr Q r

dr dr

 
 



 

  
     

  
     (16) 

The above can be written in the form; 

1

n
e e

ij j i i

j

k w f Q


       (17) 

The finite element model can therefore be represented as; 
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e e

ij i ik f Q           (18) 

Where                                               
2

1 .
a

a

h r
ji

ij
r

dd
k r k dr

dr dr

  
  

 
                            (19) 

And                                                                
2

1

a

a

h r
e

i i
r

f q r dr


                                                                      (20) 

2.2.2 For Aluminium Cladding; 

Substituting equation (14) into the weak form of the aluminium cladding, and 

w for  (for 1 to 3)i  , we have; 

3 3
2

2

1 1

0 ( )
a

a

h r
e e ei i

i i j
r

j j

d d
r k T dr Q r

dr dr

 




 

  
    

  
       (21) 

The above can be written in the form; 

1

n
e e

ij j i i

j

k w f Q


                  (22) 

The finite element model can therefore be represented as; 

e e

ij i ik f Q                      (23) 

Where 
2

2 .
a

a

h r
ji

ij
r

dd
k r k dr

dr dr

  
  

 
                         (24) 

And 0e

if        (25) 

Evaluating the coefficient matrix using MathCAD software, results are obtained for 1 2  k and k  .The 

matrix obtained is thus; 

 

   

 

2 2 2 2 2 2

2 2 2 2 2 2

2 2 2 2 2 2

3 15 35 6 20 40 3 5 5

6 20 40 32 80 80 26 60 40
15

3 5 5 26 60 40 23 55 35

ij

h hra ra h hra ra h hra ra

k
k h hra ra h hra ra h hra ra

h

h hra ra h hra ra h hra ra

       
 
         
 
       
   

 

 

2 2

2 21

2 2

10

4

3 10 10
15

9 20 10

4

i

h ra

q h
f h hra ra

h hra ra

 
 
 
   
 

  
 
   
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Where we have k , we substitute into it, 1 2  k and k  which are used in solving the equations of 

fissionable material and aluminum cladding respectively. 

2.3 Assembly of the Matrix Using Eight Elements 

Next, we assemble the matrix using eight elements with four elements each for the fissionable material 

and Aluminium Cladding, since they both share the same centre, thereafter; we mesh the elements to 

get a 17 17 matrix. 

An illustration using one element each is shown below; 

For fissionable material; 

1 1 1 1 1

11 12 13 1 1

1 1 1 1 1

21 22 23 2 2

1 1 1 1 1

31 32 33 3 3

k k k T Q

k k k T Q

k k k T Q

    
    

    
    
      

For Aluminium Cladding; 

2 2 2 2 1

11 12 13 1 1

2 2 2 2 1

21 22 23 2 2

2 2 2 2 1

31 32 33 3 3

k k k T Q

k k k T Q

k k k T Q

    
    

    
    
      

  From boundary condition,  

1 2 2 0          F cT T at r R and T T at r R   
 

The mesh becomes; 

1 1 1 1
111 12 13 1

1 1 1 1
221 22 23 2

1 1 1 2 2 2 1 2
331 32 33 11 12 13 3 1

2 2 2 2
421 22 23 2

2 2 2 2
531 32 33 3

0 0

0 0

0 0

0 0

Tk k k Q

Tk k k Q

Tk k k k k k Q Q

Tk k k Q

Tk k k Q

    
    
    
      
    
    
          

The eight element mesh follows the same procedure. 

3 Results 

The results obtained from the finite element method are compared to that of the exact solutions. 

Assuming that; 
3

1 25 /k m h
, 

3

2 20 /k m h
,

8FR m
, 

16cR m
, 

3

1 30 /q m h
, 

3

0 11.5385 /q m h
, 0.4c  , 

020oT C
, 

8
2

4

L
h

n
   . 

Four elements each are used for the fissionable material and the aluminum cladding. The fourth 

element of the fissionable material is merged with the first element of the aluminum cladding material 
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to get a total of eight elements. The finite solution is determined after the boundary conditions have 

been applied. The results are shown in the table below; 

Table 1: Values of Exact and Finite Element Method Solutions for Temperatures of Nuclear Fuel for Eight 
Elements 

RADIUS FEA SOLUTIONS EXACT SOLUTIONS ERROR PERCENTAGE 

ERROR (%) 

ACCURACY 

(%) 

0 42.9813 33.14464342 0.22885898 22.885898 77.114102 

1 41.7413 33.06757595 0.20779717 20.779717 79.220283 

2 40.9013 32.83464276 0.19722251 19.722251 80.277749 

3 40.3169 32.44065154 0.19535848 19.535848 80.464152 

4 39.1347 31.87694841 0.18545566 18.545565 81.454435 

5 38.0828 31.13141797 0.18253338 18.253338 81.746662 

6 36.3864 30.18848327 0.17033608 17.033608 82.966392 

7 34.8207 29.0291058 0.16632619 16.632619 83.367381 

8 32.5991 27.63078551 0.15240649 15.240649 84.759351 

9 29.8015 25.93505539 0.12973993 12.973993 87.026007 

10 27.5597 24.5784713 0.10817348 10.817348 89.182652 

11 25.7278 23.46853887 0.08781400 08.781400 91.218600 

12 24.1999 22.54359517 0.06844263 06.844263 93.155737 

13 22.9080 21.76095050 0.05007201 05.007201 94.992799 

14 21.8000 21.09011222 0.03256366 03.256366 96.743634 

15 20.8401 20.50871903 0.01590112 01.590112 98.409888 

16 20.0000 20.00000000 0.00000000 00.000000 100.000000 

 

 

Figure 2: Graph of Temperature against Radial Distance for FEA and Exact Solutions 

4 Discussion 

The Finite Element solutions obtained in the problem can be used to determine the distribution of 

temperature distribution in a nuclear fuel element consisting of a sphere of fissionable material and a 

spherical shell of aluminum cladding. This is as a result of substituting the appropriate values of the 

domains and boundary conditions into the formulated coefficient matrix equations. The results are 

represented in the table, and it shows that there is increase in accuracy as the number of element 
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increases with decrease in error. The graph of the finite element solutions and the exact solutions has 

separate paths but converges at a point. 

5 Conclusion 

The results shows that finite element method is a more reliable and accurate method for determining 

the temperature distribution in a nuclear fuel element consisting of a sphere of fissionable material and 

a spherical shell of aluminum cladding successfully. 
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ABSTRACT 

For modernization, Feed water Pump Turbine (FWPT) for HANUL Nuclear Power Plants Unit 5 & 6 has 

been replaced with Triple Modular System including the upgrade of control logic actuating Low 

Pressure/High Pressure (LP/HP) stop valves and control valves. This modernization includes hardware 

platform change as well as ladder logic changes. This paper provides the lesson learned from the design 

support and the verification and validation (V&V) for control logic software in accordance with IEEE 

1012[1], which describes the Software Development Life Cycle (SDLC) phase activities for independent 

verification and validation (V&V). As usually it is necessary to interpret standards by upward and/or 

downward tailoring, i.e. interpretation, based on the SIL level and application function for practical 

independent V&V. It has been conducted to list up the inspection viewpoints for software itself as well 

as architectural design including the hardware interfaces. For successful independent V&V of FWPT, the 

specific viewpoints and approach are employed according to the functional characteristics and code 

optimization. The V&V for this project reviews only the requirement, design, implementation, and test 

phase. This article also provides the difficulty experienced during independent V&V including the design 

support, and concludes by addressing a couple of lessons learned for FWPT V&V.  

Keywords: FWPT (Feed water Pump Turbine), Software Development Life Cycle (SDLC), Verification and 

Validation (V&V), Nuclear Power Plant (NPP) 

1 Introduction 

Due to the hardware aging and obsolescence, the upgrade of FWPT for HANUL nuclear power plants 

unit 5 & 6 was brought up as necessary. In the course of upgrade, independent V&V has been requested 

to validate the design integrity of the software and its system which is classified to safety-related in 

accordance with the organization as Figure 1. 

 

Figure 1: The Organization for FWPT V&V for HANUL NPP unit 5 & 6 
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For the transparency of V&V activity, the design team and review team is officially separated for 

managing the independent review of the system and the component design, which is also the 

requirement from licensing organization of Korea Institute of Nuclear Safety (KINS) shown in Figure 1. 

However IEEE 1012 code is generally conceptual that is applicable to all the software of various fields 

including FWPT, it is necessary to devise application-specific review points to V&V team, which might be 

enhancing the reliability of the FWPT software system. 

2 FWPT Overall 

The critical characteristics[8] for FWPT is straight forward, i.e., processing the sensor signals, process 

engineering con-version, send out the result to monitor and control the Low Pressure/High Pressure 

(LP/HP) stop valves and control valves. 

Figure 2 indicates the interconnection diagram between FWPT and other auxiliary systems which 

provide the process input and control output. The main function (critical characteristics) of FWPT is to 

control the turbine output by manipulating the stop and control valves for Feed water Pump. 

 

Figure 2: FWPT for HANUL unit 5 & 6 

Input and output for FWPT that is controlling LP stop/control valve and HP stop/control valve simply is 

composed of triple sensors and signal processors. These signals are processed by the algorithm in each 

triple processor. Also one of the final outputs of triple modules is selected as a result of voting for actual 

actuation of valves by comparing the speed values from the magnetic speed pick-up devices... 
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Figure 3: Triple modular software structure 

Figure 3 provides the general configuration of the FWPT system including hardware and software. A 

single input and output is divided into 3 inputs and outputs for FWPT, which are processed in each 

hardware. And those signals are processed in the triple processor (PLC) for calculation and PID control. 

3 Approach for FWPT V&V 

3.1 Identification of critical characteristics 

FWPT software on HANUL 5&6 is independently verified and validated. Based on the conceptual V&V 

activities of IEEE 1012, the major viewpoint is selected as below through the system function and 

performance analysis. 

1. Identification of the critical functional characteristics for the FWPT – controlling LP/HP stop 

and control valves 

2. Identification of the interface between the internal and external sub-components like the 

communication and its transmission frequency (including the serial data links) – interface 

through HMI (Human-Machine Inter-face) 

3. Identification of the performance characteristics – response time for actuating valves 

4. Identification of the appropriateness on the functional cohesion and coupling in final 

implementation [2] – decomposition of logic module 

5. Identification of the test coverage – test plan for a type of test 

6. Exceptional handling 

The following section will address the detail of the several item enumerated above, and difficulty that 

has been experienced during independent verification and validation and design support. 

3.2 Modified verification and validation 

The verification and validation team has been organized to meet the independencies of managerial and 

technical aspect. However the team is not independent from the financial budget, which means there is 

a decisive weakness for performing a sincere verification and validation. See Table 1 for independency 

for this project. 

3.3 Identification of the interface 

For the modernization of FWPT controller, some of the hardwired interconnections between 

components are connected through a communication network. When communication is used for data 

exchange, there might be a discontinuity of data when a network failure occurs and is recovered soon 
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again. Through these communication media, the data pertaining to FWPT control and monitoring is sent 

out to MCR and relevant human interface.  

3.4 Identification for performance characteristic 

FWPT could have a malfunction mainly caused not by human intervention error but by internal software 

malfunction. Because the human intervention is limited to the manipulation of hand switch for 

MANUAL/AUTO transition, and the determination of a series of set points. This could result in critical 

hazard of malfunction in controlling the turbine in the type of human errors. 

3.5 Cohesion and coupling 

It is the design verification to check if the software module is decomposed to be constructed well based 

on the logical function decomposition, getting rid of implementation complexity and ambiguity resulting 

from incomplete software design. It is a critical measure to judge the testability and maintainability of 

software [2]. 

3.6 Reliability of function and performance 

It is a new aspect of verification and validation to check if the function to be implemented is 

implementable in a new software logic composer or hardware. Recently most of functions, even 

implemented with hardware in a legacy plant, are reformed as software, targeting for a digital system. 

Also hardware on which the software is running is different from the legacy hardware, and also the 

legacy code is transformed into a different algorithm although upgraded algorithm is implemented to be 

functioning in the same way to legacy code. It is very important check point to verify that the function 

and performance is equivalent to legacy. 

3.7 Exception handling 

In any software function, there is an exception of partial function. This partial function shall be clearly 

designed and implemented, which supports a reliable test plan and procedure in the test phase. But in 

this project, it is found that the software is functioning by assuming the prefabricated route, which 

means this is not resilient to the exceptions. 

3.8 Test coverage 

Practically exhaustive test coverage is not desirable and not recommended for robust software testing. 

However, when the output of the software is actuating the hardware devices connected to system, the 

maximum test coverage is recommended in test. For this, systematic and concrete test coverage has 

been generated by designer as well as independent verifier and validator based on the 6 criteria in 

Section 2.1. It was very helpful to remove the delicate failure sources, and it becomes the solid basis of 

test procedure preparation. 

4 Lesson learned in FWPT V&V 

The following are the patterns found through the analysis of anomaly reports in each phase about FWPT 

in HANUL nuclear power plant unit 5 & 6. 
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4.1 Requirement refinement 

In case of this project, there has been only the legacy source code and control logic which could be 

source of SDLC documentation. Based on this limited source, Software Requirement Specification (SRS) 

and Software Design Specification (SDS) have been prepared. So it omitted the some of the 

requirements, which have been finally resolved through anomaly report and analysis, and there was 

feedback for this to design documents. In requirement extraction on legacy plants without complete 

design data, it is necessary to discuss requirement refinement. As noted in [8], the inception phase of 

design is very critical for further process of SDLC. Some of the requirement has been identified in the 

design phase, not in requirement phase, which has been reincorporated into the design by iteration.  

4.2 The Code optimization in implementation 

The code analysis as well as decomposition analysis such as cohesion and coupling have been conducted 

for software integrity and completeness. The following is one of the example for this 

 

Figure 4: logic diagram for optimization 

In figure 4, the input value is less than 3.0, then the block “A” has a meaning to generate the effective 

output, i.e. 1. Thus without AND gate logic it is possible to generate the trigger condition by comparing 

that input is less than 3.0. This is one of the examples that the optimization is required as necessary, 

which means that the developer does not fully understand the requirements. 

4.3 The management of V&V 

According to Annex C “definition of independent V&V” of IEEE 1012-2004[1], independent V&V is 

categorized by three parameters: technical independence, managerial independence, and financial 

independence as described in Table 2.  

Table 1: Independent verification and validation form 

Independent 
V&V Form 

Technical Management Financial 

Classical I I I 

Modified I i I 

Integrated i I I 

Internal i i i 

Embedded e e e 

FWPT project i I e 

NOTE 
I : Rigorous, 
i : Conditional Independence, 
e : Minimal Independence 



Kwangyoung SOHN, Jayoung LEE and Changhwan CHO; The Modernization of Feed Water Pump Turbine (FWPT) 

Controller for Nuclear Power Plants Unit 5 and 6. Transactions on Machine Learning and Artificial Intelligence,  

Volume 2 No 6 Dec, (2014); pp: 25-31 
 

URL:http://dx.doi.org/10.14738/tmlai.26.386      30 
 

However FWPT project has the variance deviating from the independency from IEEE 1012. For 

reference, Korea Hydraulic and Nuclear Power (KHNP) has changed the project verification structures in 

hardware qualification into CLASSICAL form by reinforcing the internal regulation but still no action for 

software verification and validation. 

4.4 Test environment  

Unit testing and integration testing is for verifying its function and performance only. However Factory 

Acceptance Test (FAT) and Site Acceptance Test (SAT) should integrate the hardware and/or peripheral 

interfaces with software itself, which is ultimately an architectural system design testing for FWPT for 

HANUL unit 5 & 6. In this project, verification and validation should have considered the complete 

integration with hardware interfaces, but it was incomplete in integration. 

4.5 Design data freeze 

As we’re well aware of that the process for verification and validation is to review the SDLC design data 

in each phase right after the issue of frozen design data of each phase. But the design data such as SRS, 

SDS, source code and a multiple of test procedure that had not been finished and signed appropriately 

were transmitted to verification and validation organization, which brought up repetitive review process 

wasting a time. Thus the verifier has felt the difficulty in conducting the review process, i.e., entailing the 

repetitive review process for a single design documents like SRS, SDS, multiple test procedure and 

source code. For verification and validation team it seemed to have been an activity to support the 

fundamental design work, not verification and validation work. Also there has been case that utility 

changed the requirement in the implementation and testing phase all of sudden. 

4.6 Anomaly resolution process 

This is not a technical issue but a managerial issue for verification and validation process. Once verifier 

finds out the anomaly for target system regarding function, performance and interfaces, these anomaly 

report should have been justified and resolved by the designer with feedback to FWPT design selectively 

and appropriately.  

5 Conclusion 

Through the independent verification and validation for FWPT in HANUL nuclear power plant 5 & 6, a 

couple of obstacles in conducting the verification and validation have been found practically. 

In this project, the selection of critical characteristics of FWPT was very important even though some of 

the requirements are found in phase later than requirement phase. Also it is found that the requirement 

refinement, code optimization, the management of independent V&V, test environment, design data 

freeze, and anomaly resolution process is one of difficulty in performing successful verification and 

validation.  

Among them, the design data freeze, anomaly resolution process and design support due to the lack of 

understanding of FWPT system have been a tiresome factors deteriorating the smooth and successful 

independent verification and validation. 

Once the completion of independent V&V, issuing the anomaly report, a resolution meeting between 

independent verifier and validator and designer to obtain the optimal solution should have been held in 
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every SDLC phases. Unfortunately there is a tendency that the designer will not partly accept the 

anomaly issued just because the function is any-way performed well even though there is room for 

optimization and documentation [8]. 

To be a successful independent verification and validation, it is important to make an effort to find out 

the technical anomaly as well as to cooperate each other, i.e., designer and validator. 
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ABSTRACT  

The field of computer science is capable of calculating approximate weight of an object through its 

image. It is new and challenging. The idea behind the weight of an object is nothing but approximation 

of the pixel carries some weight value which is specific for the corresponding specific object. It is a 

challenge for the computer science people to develop methods through pixel weight. The main focus of 

this paper is to find the approximate weight of an object through its digital image. Generally weight 

calculating machine is used to find out the weight of any object(s). To improve the process and to make 

it somehow digitized we have proposed a novel method that does not require any physical standard to 

calculate weight.  

Initially, a surface image is captured by the system and whenever a newly taken image, i.e., the image of 

object placed over the same surface is input, it will be subtracted from our pre-existing surface image. 

Based on the features of Colour attribute the weight of the object is estimated. From the experimental 

results, it is observed that the proposed model works perfectly on both training data as well as novel 

data. We believe this paper could form a base for future works on related topics. 

Index Terms – Algorithms, Approximation methods, Colour, Surface image, Weight, Weight per pixel, 

Weight approximation, Image subtraction, Threshold. 

1 Introduction 

In today’s scenario people are becoming more application oriented rather than using physical 

equipment. In this context, here our work is an approach to meet the goal to some extent which will find 

the approximate weight of an object from its image in a convincing way. 

A digital image is a numeric representation (normally binary) of a two-dimensional image. Depending on 

whether the image resolution is fixed, it may be of vector or raster type. In a simple way, the term 

"digital image" usually refers to raster images also called bitmap images. As image consists of millions of 

pixels, Yao and Odobez described each pixel mode as a combination of intensity and texture [1]. Image 

features which can be used for retrieval purposes can be in the form of Colour, shape, and texture, as 

described in [2].Image retrieval by Colour feature is the most widely used method [2]. Our proposed 

model also utilizes the Colour feature towards the approximation of weight. 
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A background generation and background subtraction approach to separate the moving objects from 

other components in the image is derived by Yufang Zhang, Peijun Shi, Elizabeth G. Jones, and Qiuming 

Zhu [3]. The term “Surface image” in our proposed method is used to indicate a background image 

which has captured before the entrance of any moving object. Ruihua MA, Liyuan LI, Weimin HUANG, Qi 

TlAN proposed a model where they derived the relation for geometric correction for the ground plane 

and proves formally that it can be directly applied to all the foreground pixels to estimate the crowd 

density by pixel counting. They explained there how to implement pixel counting with geometric 

correction efficiently [4]. Saad Choudri, James M. Ferryman, Atta Badii, in their proposed model, tried to 

increase the robustness of “Pixel-based people counting” methods when background pixels become 

increasingly  difficult to resolve and to reduce the loss of people when they got absorbed into the 

background after being stationary for a long period by introducing a selective background update 

method[5]. In the proposed method also surface image is updated to avoid error reading during pixel 

counting. 

 Weight is directly proportionate to the number and type of atoms in the object and physically, atom is 

the smallest unit in an object, likewise, pixel is the smallest unit for that object in an image and to find 

the weight of object within the image we have to find the number of pixels covering only for the 

required object within the image and then finding out the weight per unit pixel or weight per pixel (w). 

Telling in other way, ‘w’ uses the concept of density in spite of the fact that we have kept the word 

‘density’ silent in our paper. The density of a substance is its mass per unit volume and since density 

varies from substance to substance, same is the case for “weight per pixel” (from object to object). 

Section-II contains proposed method where the whole process of finding weight per pixel for a specific 

type of object is derived.  After finding out weight per pixel we can accumulate the weight for whole 

object. Section III derives about the flow of processes, section IV and V contains experimental design 

and conclusions respectively. Finally section VI contains the references. 

2 Proposed Method 

The proposed method is based on known and similar type of objects. Similar type of objects refer to the 

objects made up of same materials, e.g., all fishes of the category Paralichthys olivaceus are similar, 

which in turn are different from fishes of category Oplegnathus fasciatus or any other, wooden pencils 

come under one category which are different from pencils having plastic sheath, eggs of pigeons are 

different from eggs of parrots etc. 

This method is basically performed in two phases. 

1: Pre-processing phase, 2: Execution phase 

In the pre-processing phase some similar type of objects are collected and their weights have been 

measured manually. Consider the physical weights W1, W2, W3, W4,.........,Win respectively are for 

objects O1, O2, O3, O4, ... , On.  The average physical weight ‘WAvg’ is calculated as given below: 

            n 

       WAvg =   (∑ Wi) / n                                                                                       (1) 

           i=1 

In the subsequent step the corresponding pixels of the object in the image is counted. Similarly this 

process is repeated for rest of the images. Now calculate average number of pixels per object. Consider 

the total number of pixels covering for object O1 is Pix (O1), for object O2, it is Pix (O2) and so on. 
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Suppose “PixAvg” is the average number of pixels per object. It can be calculated as: 

                                     

      n  

PixAvg    =   (∑ Pix (Oi) / n                                             (2) 
                     i=1 

In the next step, the weight per pixel, suppose “w” is calculated as follows: 

         w  =  WAvg   /  Pix Avg 

                              n                       n 
     =  (( ∑ Wi ) /  n)  / (( ∑ Pix (Oi )) /  n) 

          i=1                    i=1 
         n               n 

     =  (∑ Wi ) / ( ∑ Pix (Oi ))   
        i=1           i=1 
        n                

     =  ∑ ( Wi /  Pix (Oi ))                                                                      (3) 
          i=1              

Now store the value of “w” for further use.  

In the execution phase the weight of the required object in a novel image can be finding out in two 

steps: 

Step-1: Find out the number of pixels (Count) covering the object (in novel image) which is to be 

weighted. 

Step-2: The weight of object will be calculated by the following formula as: 

Weight of the object (W) = Count * w.                                                        (4) 

So finally “W” is our desired result. 
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                Figure 1: (Flow chart for the proposed method) 

3 Flow of Processes 

As mentioned in the previous section the general principle of the techniques presented in this paper is 

based on the similar image database for the object.  

The activities done are shown in figure-1 briefly which indicates that the input novel image is subtracted 

immediately from the surface image stored just before the novel image where the object will be placed. 

Let f (X, Y) be the image to be input and g(X, Y) is the surface image. Both f(X, Y) and g(X, Y) are 2-D 

images. Z(X, Y) is the resultant image after subtraction of g(X, Y) from f(X, Y). M [Z(X, Y)] is the matrix 

form of Z(X, Y). Conversions of the resultant image into matrix form simplify the job of separation of 
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object from the background. Xmax and Ymax  represent the last row and column of the matrix respectively. 

V [M [Z(x, y)]] is the value of each pixel in the matrix. The matrix shows that the values of pixels for 

background in the resultant image (excluding for the object) are zero or nearly equal to zero (due to 

slight changes in intensity of light) irrespective of the colours of the background. Taking this matter into 

consideration a threshold value ’T’ for pixels is set. Then all the pixels having value greater than or equal 

to threshold are counted. These pixels cover for the required object and the rest of the pixels having 

values below threshold are for background. Initially the counter is set to 0 and is incremented each time 

for the pixels having values greater than or equal to ‘T’. The database already contains ‘w’ whose values 

are objects specific. The appropriate value of ‘w’ corresponding to the type of object is found out 

carefully from the database. Finally to get the approximate weight ‘W’ of the object, value of Count is 

multiplied with the value of ‘w’.  

4 Experimental Design and Results 

The equipments required for the experiment are a good quality camera, conveyor belt, the objects to be 

tested and a processor. 

 

Figure 2 

To test the accuracy of the proposed method, thousands of experiments have been performed. Here we 

have shown the calculated weight of twelve pencils and five no. of “Labeo rohita” fishes by keeping 

them at the distances 150 cm and 60 cm respectively from the camera. The Image of the object is 

captured only when the object is in maximum contact to the surface. The results produced by our 

system are compared with the weight calculated by weighting machine.  

The proposed method was experimentally verified using a Nikon camera (model no. D3000) keeping 

resolutions 1936 x 1296 for pencils and images of fishes are taken by a Canon camera (model no. 

DIGITAL IXUS 95 IS) keeping resolutions 3648 x 2736. Horizontal resolution and vertical resolution are 

300 dpi for pencils and 180 dpi for fishes. Bit depth is 24 and Colour representation is RBG for both.  

For the proposed method the position of the camera is static and its resolutions are kept constant. The 

colours of surface image and object should not match, as well as the distance between the camera and 

the surface of the conveyor belt is fixed. The conveyor belt used here has an important characteristic, 

that is, it always keeps the object placed on it at the proper place to be imaged. In the experiment of 
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discussion we used Classmate Carbon Black Pencil. Also for the purpose of clarity in understanding we 

have provided a surface image, an object image and the resultant image (after subtraction) for a fish 

whose experimental discussion is not shown here to avoid the lengthiness. 

The physical weight of the pencil is 4.6274 gm. The surface image and image of pencil are shown in              

Figure 3 and 4 respectively. The resulted figure after subtraction is shown in Figure 5. 

   

Figure 3 Figure 4 Figure 5 

From figure 5, number of pixels (Count) above threshold is 13555 keeping threshold value at 30. As 

derived in our proposed method, approximate weight of Classmate carbon Black pencil is the product of 

Count and ‘w’. The value of ‘w’ is obtained as 0.0003877529824 gm. So the approximate weight of the                 

pencil=13555 *0.0003877529824=5.255992gm. 

        Table 1 

 

Taking into consideration for five pencils as shown in table-1, value of ‘w’ can be calculated where 

values of Wavg and Pixavg  are calculated as 5.37604 and 13864.6 respectively. 

Weight per pixel ‘w’ = (WAvg / PixAvg) 

Physical weight of classmate carbon pencil is 4.6274 gm and with our proposed method it is coming as 

5.255992 gm. So the accuracy is of 88.04%. 

Similarly many experiments have been performed through the proposed method whose results are 

presented in table -2 & table-3 with its accuracy. Table-2 is for pencils and table-3 is for fishes. 
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    Table 2 

 

 

 

 

 

 

 

 

 

 

 

   

 Figure 6: (Surface image for the fish)   Figure 7:(Object image for the fish) Figure 8: (Resultant image) 

 
 

                          Table 3 
 

Weight 
calculated 

by 
Weighting 
Machine 
(in gm) 

Results 
produced by 
our system 

(in gm) 

Number of 
pixels 

covering 
object 

Accuracy 
 

(%) 

1000 9979.51988 1074969 99.98 

1100 1185.836874 1274999 92.83 

1200 1256.285024 1350744 95.52 

1400 1341.91173 1442809 95.85 

1450 1472.456197 1583169 98.51 

Threshold = 34 , w = 0.000930068866 
 

5 Conclusion 

In this paper we have presented a novel method for finding the weight of an object(s) through an image 

and the result of the method as observed is nearly equals to the actual weight of the object which shows 

that our method works properly. Again more precise result can be obtained by further prudent work on 

this. 

Name of pencils 

Weight 
calculated 

by 
Weighting 
Machine     
 (in gm) 

Results 
produced by 
our system 

 (in gm) 

Accuracy 
 

(%) 

Ole-Grip: (super dark)   5.17710 5.80389   89.20 

Papyrus: (HB)  5.9298 4.915932 82.90 

Camlin Flora  4.7574 4.00450 84.17 

Nataraj 621: (HB) 4.6552 5.286236 86.44 

Classmate:(Carbon black) 4.6274 5.25599 88.04 

FUN (ULTRA DARK BONDED LEAD) 5.0082 5.765111 86.87 

REYNOLDS HB 4.8439 5.811642 83.35 

Cello LEADER HB 4.9393 5.502603 89.76 

POLO CHECKING 6.3607 5.875233 92.37 

APSARA Platinum (Extra Dark) 4.5673 5.097013 89.61 

APSARA DRAWING 701 4.8490 5.874458 82.54 

STOR  HB 3.6607 3.734061 98.04 
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As author we must accept that this paper contains lot of constraints and it works only for a limited 

category of objects in the real world but keeping in mind that as this is the first step towards the goal 

constraints must be there. We also feel strongly that the idea is new and unique.  

This method can also be useful in photographic industry, study of celestial objects and in many more 

areas.  

This is an initial attempt; further enhancement on this technique can facilitate capturing images by a 

portable device. This novel technique can be further upgraded for dissimilar object in a single frame with 

the aid of object recognition.  
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ABSTRACT   

A novel hearing assistance system is proposed which classifies sounds and selectively tunes them 

according to the needs of the hearing impaired.  This differs from the usual hearing aids available today 

in that it uses computational intelligence to filter and tune sounds based on real life categorical 

classifications.  The system can significantly improve audibility for the hearing impaired, including 

bringing completely inaudible tones into audibility.  For classification a self-organizing feature map is 

used with a vector of sound features from the joint time-frequency domain.  The map is trained with 

input sounds until a map of neurons is clustered according to these. The resulting map is used to classify 

new sounds.  Based on this classification, a sound can be tuned to improve audibility for the hearing 

impaired.  Techniques proposed for audio output include gamma tone frequency filtering, Fourier 

compression, low pass filtering, spectral subtraction, and an original algorithm to choose how to best 

boost the amplitude of deaf frequencies. 

Keywords: self-organizing feature maps; Artificial Intelligence; machine learning; neural networks; 

pattern classification. 

1 Introduction 

Most common hearing aids today do not include computational intelligence mechanisms such as those 

which can classify the type of sound.  Typically at best, one can find distinction between voice and noise.  

A deaf person could therefore not be able to separate the hearing aid processing of different categories 

of sound.  For example, one may wish to amplify the sound of a baby while blocking out the sound of 

background nature sounds. 

This research aims to define the development of a system which has the promise of achieving exactly 

this sort of intelligent classification for hearing aids.  By using a self-organizing feature map as 

unsupervised learning to train a neural network to classify sound categories, the output can be adjusted 

based on such a classification. 

Given a sound classification, this research further studies methods to adjust the output sound to 

improve hearing ability for a deaf user.  Gamma tone filters and amplification can together separate a 

sound into its frequency components and boost a desired range.  Fourier domain compression can 

recreate a sound with its Fourier signature shape intact while compressing the range of frequencies so 
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that a high-frequency deafness or low-frequency deafness can be compensated.  Additional algorithms 

can determine how to boost particular frequencies most efficiently without losing other audible tones.  

Noise reduction can be accomplished by low pass filter blurring, or by spectral subtraction of a target 

noise source Fourier signal. 

Combining the intelligent sound classification with these methods of output tuning produces a robust 

system which can significantly improve hearing ability.  This paper analyzes the amount of hearing 

improvement possible, which can range from a likely significant amount to occasionally great gains 

under specific circumstances. 

A flow-graph of the proposed system is shown in (Figure 1).   

 

Figure 1:  Flow-graph of the proposed system for intelligent sound classifying hearing assistance system. 

The system starts with an input sounds, from which features are extracted to uniquely describe the 

sound.  These features are fed into a self-organizing feature map which trains itself to classify sounds.  

Based on the map’s classification, the sounds are fed to an output processing program, which tunes the 

output sound for the hearing impaired. 

2 Modeling the System 

Based on the diagram in (Figure 1), a model is created to demonstrate the flow of the system. 

The input sound is a time series of amplitude values which can also be represented in frequency domain 

form.  A number of these frequencies may likely have amplitudes below the threshold of hearing for a 

deaf person. Also the total range of frequencies present may extend beyond the capabilities of the 

hearing impaired.  The output processing techniques described for this system perform amplification, 

frequency selective tuning, frequency compression, and computed algorithm-based sound adjustment. 

The system model can be viewed as a sound input that goes through processing stages until a final 

output emerges according to the needs of a hearing impaired person. The input is the original sound to 

be processed. This can be obtained from a microphone and stored in a memory buffer while processing 

occurs.  In a hardware oriented system processing can be much faster as it can be done in hardware. 

Parallel to the input is the training of a self-organizing feature map neural network.  Given a set of 

sounds from different categories, a neural map is trained which clusters the sound inputs and enables 

classification. The inputs to this system are mathematical feature vectors describing several training 

sounds. 

After the input enters the system, it will need to use the trained map to classify the sound into one of a 

selected number of defined categories.  When the category is determined, the input is given such a tag, 

and it proceeds to the output processing stage. 
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In the output processing stage, frequencies are tuned and compressed, algorithms search for optimal 

hearing improvement techniques, and amplification occurs.  Based on the category from the previous 

step, these settings can be controlled to filter certain types of noises while tuning others to be heard.  

For example, music may be processed for output while nature sounds may be muted.  This would give 

an output of music sounds while tuning out sounds classified as nature sounds. 

The output then emerges from a speaker so the hearing impaired person can receive the entire 

processed sound from all the stages of the model. In (Figure 2) is a class diagram of the system.   

 

Figure 2: Class diagram model of the proposed system. 

It shows that the main system contains subsystems of the self-organizing feature map and the output 

system.  The self-organizing map contains an array of nodes.  The map object trains and classifies 

sounds.  The output object tunes these sounds for the hearing impaired.  The main system object 

connects these two parts. 

3 Spectrograms 

Like the Fourier series a spectrogram divides a signal into its frequency components.  However, a 

difference is that the components of a spectrogram have differing lengths in time duration along with a 

frequency.  Therefore spectrograms can be used to visualize a signal’s duration as well as frequency 

content. 

The theory of using spectrograms for this application comes from the human hearing and brain system 

role as a spectral analyzer [1] [2].  The ear and brain search for dominant components in a spectrum.  

From this fact it is likely that sounds with similar spectrums should be similar and separable from other 

sounds. 

Because of the logarithmic separation of frequency sensors in the inner ear, low frequencies have high 

frequency resolution while high frequencies exhibit high time resolution.  This makes the dual time and 

frequency representation of spectrograms useful for such an application.  The descriptive features of 

sounds in our classification system are therefore based on spectrograms, explained here. 
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A spectrogram is similar to the Fourier transform but differs in important ways.  A spectrogram is a plot 

of a function in the domain of time and frequency.  It can be plotted as time vs. frequency with an 

amplitude and drawn using color intensity.  Examples are shown in (Figure 3).   

 

 
(a) Spectrogram of baby sounds (b) Spectrogram of farm animal sounds. 

Figure 3 

A form of a spectrogram can be created with the short time Fourier transform, defined as [3]: 

X(τ,ω)=∫ x(t)w(t-τ)e-jωtdt
∞

-∞
                   (1) 

Its discrete form is [9]: 

X(m,ω)=∑ x(n)w(n-m)e-jωn∞
n=-∞

                        (2) 

In these two equations w is the window function, a particularly shaped sampling of the data outside the 

bounds of which the value is 0.  The variables τ and m are used for sample shifts. 

The spectrogram value used for feature description in our system is the magnitude of this transform 

squared. 

4 Intelligent Unsupervised Learning using Self-Organizing Feature Maps 

To classify a sound, we propose an unsupervised application of self-organized feature maps.  To classify 

the sounds, a self-organizing feature map was trained, as explained in this section.  The trained map can 

then classify new sounds into a particular category to control output adjustment accordingly.  For 

example, a deaf person may choose to tune music sounds and block out animal sounds.  This system 

proposes a method to reach this goal.  

The method starts with a feature vector describing a sound sample.  By dividing the sound’s 

spectrogram values into four quadrants, then dividing the most densely valued quadrant into four more 

quadrants, a total of seven quadrants is obtained.  The mean and range values of each of these 

quadrants were used to produce a feature vector of size 14.  This choice of features captures the bio 

inspired qualities of a spectrogram, focusing on the most significant regions of this graph as the brain 

recognizes dominant patterns in the audio spectrum.  Patterns which are similar to each other are 

recognized which can be used to separate different categories of sounds. 
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Once the feature vectors for a training set are calculated, they are fed into a self-organizing feature map 

network. This is a two-dimensional matrix of neurons, each with a weight of dimension equal to that of 

the feature vector. The matrix starts with randomized weight values which are to be adjusted so as to 

cluster the map into training categories.  As a feature vector is fed to the system, the closest weight 

node and its immediate neighbors are adjusted in weight to be slightly more similar to the feature 

vector.  Through repeated iterations, similar feature qualities will congregate together and separate 

themselves from differing ones, producing a clustering of the map based on patterns in the feature data. 

The equation for the training of a self-organizing feature map is [4]: 

       Wv(t+1)= Wv(t)+ α(t)*β(t)*[dist(t)-Wv(t)]                             (3) 

For this weight adjustment, increase t, which is a positive constant and repeat from 2 while t< λ. The 

parameters are t, the current iteration; λ, the limit on time iteration; Wv, the current weight vector of 

node v; dist(t), the target input data vector; α(t), the learning restraint due to time; and β(t), the 

restraint due to distance from the best matching node, usually called the neighborhood function. 

Once a map is trained, it can be used to classify new data.  As the self-organizing feature map’s signature 

difference from a typical neural network is its visual interpretation, one can examine the trained maps 

to see how well the sounds are clustered.  The map can be plotted based on vector magnitude, as in 

(Figure 4a), or color coded based on classifications such as those based on Euclidean distance from a 

training average, as in (Figure 4b). 

  
(a) Clustered SOFM map shaded based on 

vector magnitude intensity. 
(b) Color coded classifications of the same 
SOFM map.  Sound classifications are: dark 
blue–voice; light blue–household sounds; 

yellow – nature sounds; brown– music. 

Figure 4 

5 Output Processing 

To produce the goal of amplifying deaf frequencies for hearing improvement, a number of techniques 

can be used.  Our implementation includes a gamma tone filter deconstruction of a sound to be 

processed.  A gamma tone filter can be defined in the time domain as: 

g(t)= t
n-1

e-2πbtcos  (2πf0t+ φ)                               (4) 
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In this equation, the order of the filter is n which relates to the sharpness of the transition from stop 

band to pass band and to the gain of each filter.  An order 4 filter was used in the system described, 

which is considered ideal for auditory processing and modeling the human hearing system [5].  The 

variable b, in Hertz, controls the duration of the impulse response.  The variable f0 is the center 

frequency. Phi is a phase shift, which represents relative position of the cosine term. 

After this filter is applied, a sound will be broken up into a number of samples centered at different 

frequencies.  For quality reconstruction, we used 40 channels, or center frequencies.  These were 

divided logarithmically, in accordance with the logarithmic frequency sensing of the human hearing 

system. 

Once the filter has divided the sounds by their center frequencies, particular deaf frequencies can be 

boosted as needed, while others are correspondingly lowered.  We designed an algorithm to find how to 

best boost a deaf frequency without sacrificing audible sounds.  Given a deaf frequency threshold from 

0 to 1 and a hearing frequency threshold from 0 to 1, these define what level of amplitude is required to 

hear this tone.  Next is to define what frequency is deaf. 

The algorithm attempts to boost this frequency from below the threshold to above the threshold as 

required, and measures the loss of the other frequency weights to determine whether they have been 

lowered beyond audible range.  A range of thresholds above and below the input thresholds are tried so 

the algorithm is adaptive to future changes in hearing ability.  The best hearing improvement is used for 

the output. 

Another technique for hearing improvement we used was Fourier compression. After transforming a 

sound signal into the Fourier domain, we simply compress it by interpolation.  This keeps the nature of 

the frequency signal intact while reducing the range in which it is output.  This is useful when a deaf 

person cannot hear very high or very low frequencies. 

Fourier compression in our system is applied using interpolation.  In this method, a Fourier spectrum 

plot is recreated using different frequency axis separations ordered as natural numbers to produce a 

new plot that is compressed in the x axis direction.  For example, a plot 1000 values wide can be 

compressed to 800 values wide by sampling the plot at intervals of 1000/800, and numbering them from 

100 to 900 for a compressed plot. 

Noise reduction was applied in two ways.  First, a low pass blurring filter was used in anticipation of high 

frequency noise.  However, the noise may not always originate from such a source.  The source may be a 

fan, vacuum cleaner, traffic, or other such disturbances.  For this we take a sample of such a sound and 

transform it into the Fourier domain.  To the output signal we subtract the Fourier mean in the 

frequency domain.  This assumes that the sound was the desired sound with an additional frequency 

signal from the disturbance.  After subtracting this disturbance, the sound can be more faithfully 

produced for output. 

6 Results and Discussion 

6.1 Intelligent classification 

Based on visual observation and statistical training data, map parameters may need to be adjusted to 

produce well clustered results.  To try to produce an optimal situation for map training, we tested 
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different parameter values for classification success while holding the others constant.  We used a 

training sample of voice sounds, household sounds, nature sounds, and music sounds. 

Learning rate was varied from 0.775 to 1.00 in increments of 0.025.  Learning rate decay was varied 

from 0.775 to 1.00 in increments of 0.025.  Neighborhood radius was varied from 0.8 to 8.0 in 

increments of 0.8.  Radius decay was varied from 0.775 to 1.00 in increments of 0.025.  Therefore there 

were ten different values of each of four parameters, for 10 000 combinations for each sample sound 

set. 

The results are shown in (Table 1).  These results show the best classifications for each sound set and 

the parameters in which this classification was made.  It is therefore desirable to use these parameters 

to test the SOFM maps for classification accuracy, described next. 

Table 1:  Calculated parameters to optimize self-organizing feature map training classification of sounds from 
voice, household, nature, and music categories. 

Test # Learn 
Rate 

Learn Rate 
Decay 

Radius Radius 
Decay 

Average 
Classification 

Rate 

1 0.93 0.98 5.60 0.90 0.85 

2 0.80 0.98 8.00 0.88 0.89 

3 0.80 0.90 6.40 0.83 0.78 

4 0.78 0.90 4.00 0.90 0.63 

5 0.90 0.90 8.00 0.78 0.64 

Based on the optimal parameters for each set of sounds, 100 tests each were done of the same sound 

samples in which a SOFM map was generated and input sounds were classified as described.  Significant 

results of classification rates are shown in (Table 2). 

Table 2:  Significant classification results of 24 total voice, household, nature, and music sounds. 

Result # Voice Household Nature Music 

1 1.00  0.82 0.78 

2 1.00 0.74 0.93 0.87 

3 0.998  0.80  

4 0.98   0.82 

5 1.00   0.93 

Further tests were made to classify different categories of sounds, as shown in (Table 3). 

Table 3:  Significant classification results of three sets of 24 total sounds each set of different categories. 

Sound Selection Classification 
category 1 

Classification 
category 2 

Classification 
category 3 

Classification 
category 4 

Average 
Classification 

Babies, Emergency, 
Fireworks, Livestock 

0.67  0.67 0.67 0.60 

Bells, Crowds, 
Emergency, Vehicles 

0.83 0.83 0.67  0.64 

Babies, Trains, Crowds, 
Livestock 

0.67  0.67   

Our results show that intelligent classification is definitely possible. A practical implementation can 

successfully distinguish certain sounds from each other and process the output accordingly. The 

weaknesses are that sweeping generalizations cannot easily be made, and perfect results cannot be 
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expected for what are clearly human defined categories.  In the worst cases careful engineering is 

required to choose training sounds.  In any case, some sound samples cluster better than others, and 

the human intelligence aspect of the system is a subject for further study. 

6.2 Output Processing 

Our adaptive output algorithm is demonstrated in (Figure 5).   

 

 
 

Figure 5: (a) – (c) Example cases of our adaptive output algorithm optimization maps for deaf thresholds and 
hearing thresholds at optimized improvement ratios..  For a person who needs the two particular threshold 
levels to hear, and who cannot hear a target frequency, the algorithm calculates hearing improvement for 

surrounding thresholds based on trying to boost the deaf frequency and considering the loss of audible 
frequencies in the processing. 

In this figure, the thresholds are defined along the axes, and the hearing improvement possible is 

shaded in the grid.  The best improvement is the lightest shades, and the corresponding thresholds are 

what were used in the calculation. 

Results from Fourier compression techniques are shown in (Figure 6). 

  

(a) 
Original sound Fourier transform 

(b) 
Results from compression of the same sound’s high and 
low frequencies a total of 10%. The Fourier transform is 

shown 
Figure 6 
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Spectrogram output results are shown in (Figure 7).  The figure shows the original spectrogram and the 

spectrogram from a 10% high and low compression, then a 10% reduction in amplitude of the highest 

30% of frequencies. 

   

(a)  
Spectrogram of a music sound 

(b) 
Spectrogram after 10% high and  
low total Fourier compression 

applied 

(c) 
 Spectrogram after highest 30% of 

frequencies are reduced 10% 

Figure 7 

6.3 Hearing metrics 

A goal is to describe a metric to measure hearing improvement for the system’s adjustable frequencies.  

Each volume bar in the program controls a range of frequencies flow to fhigh.  In a specific case of the 

sliding bars, a particular frequency is raised from level xi to xf, while the other bars are lowered from yi to 

yf for each bar. 

The total proportion weight of the initial state for a target frequency, is: 

     wi=
xi

∑ yiy +xi
                                        (5) 

The proportion weight of the final state for the target frequency is: 

     𝑤𝑓=
𝑥𝑓

∑ 𝑦𝑓+𝑥𝑓𝑦
                                       (6) 

For a deaf person who cannot hear the target frequency normally, the total improvement in proportion 

of the target frequency weight from initial to final can be obtained by dividing equation (6) by equation 

(5): 

     wimp=
wf

wi
                                             (7) 

The proportional amount of frequency range adjusted by changing a particular sliding bar is: 

     fadj=

∫ f
fhigh

flow

∫ f
fmax

0

                                        (8) 

Using the preceding definitions, the amount of hearing gain proportion obtained by adjusting a 

particular deaf person’s target frequency range, is: 

  Hearing improvement=wimpfadj                                         (9) 
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This means that for fadj percent of the overall frequency content improved by wimp, the resulting overall 

hearing improvement can be calculated.  This calculation must consider that the y frequencies are not 

lowered below an audible amplitude when adjusting f. 

To describe a metric for the compression in the output program, consider the following.  The amount of 

frequency of the initial sound can be called f.  The adjusted frequency is c*f, where c is the compression 

proportion factor. 

The total frequency range of the sound sample is: 

                       ftotal=∫ fsample
fmax

0
                                     (10) 

A target frequency range, based on the deaf person’s needs, can be defined from its low to high 

frequency as: 

     ftarget=∫ fsample
fhigh

flow
                         (11) 

For compression, consider when the target frequency of the sound is brought into audible range.  The 

amount brought into audible range is the hearing improvement proportion (multiply by 100 for 

percent): 

           hearing improvement=
ftarget

ftotal
                         (12) 

In this case, an example is bringing frequencies 3600 – 4000 in a maximum 4000 frequency sample into 

the audible range by high compression.  The improvement would be 400/4000, or 10%, meaning that 

10% of the sample has now been changed and brought into the audible range. 

The adaptive output algorithm will generally improve hearing ability a minimum of 10%.  This is in the 

case that a deaf frequency can be boosted into hearing range without sacrificing audible frequency 

ranges.  For ten different frequency ranges, if 1 of 10 is deaf, boosting it will improve audibility 10%.  In 

the case where less than 10 of the bands are represented in the output, the hearing improvement will 

be even greater. 

Fourier compression of x percent can bring x percent of the sound into audible range.  Therefore, a 10% 

compression can improve hearing ability 10%, while a 30% compression can improve 30%.  However, 

care must be taken because large amounts of compression can tend to distort the quality of the signal, 

and even create a ringing effect. 

While the hearing improvements may seem somewhat modest, it is very significant that the system 

allows entirely unheard frequencies to be brought audible.  This is an immeasurable improvement 

because it performs like a miracle to allow a deaf person to hear a brand new part of a sound sample. 

7 Conclusions 

The project we designed contributes a unique implementation that is not currently readily available in 

hearing aids.  It incorporates intelligent computing to expand the domain of hearing aid technology.  Its 

results are successful to a significant extent, although not perfect.  The concept is novel and practical at 

the same time. 
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The output processing system we described can produce significant and sometimes drastic 

improvements in hearing ability. These methods are shown to be practical and effective in the goal of 

hearing improvement. 

The techniques we used were successfully chosen to produce positive results.  The feature vector 

uncovered patterns in sounds to classify them into categories.  The self-organizing feature map was a 

useful tool to cluster and classify sounds.  The output techniques each contribute in their own way to an 

improvement in hearing ability for the hearing impaired. 

Further study and tuning of these types of systems can provide more robust and finely engineered 

solutions capable of practical use in real world applications. 
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ABSTRACT 

Web databases are now present everywhere. The data from the Deep Web cannot be accessed by 

Search engine and web crawlers directly. The only way to access the hidden database is through query 

interfaces and filling up number of HTML forms for a specific domain [18].  In this paper a technique 

called QFORT (QUERY FORM RETRIEVAL TECHNIQUE) has been developed for identifying the relevant 

query form is presented. Retrieving information from deep web pages using wrappers is a fundamental 

problem arising in a huge range of web pages of vast practical interests. In this paper, we propose a 

novel technique to the problem of identifying the query forms from Web pages, which is one of the key 

problems in automatic extraction approach. The problem is resolved by many authors by using different 

technique Intensive experiments on real web sites show that the proposed technique can effectively 

help extracting desired data with high accuracies in most of the cases. 

Keywords: Crawler, deep web, wrapper generation, attribute.  

1  Introduction 

Information searching has been becoming one of the most important and popular activities on the Web. 

Today’s web based crawler retrieve content only from a portion of the web called the publicly indexable 

web (PIW) [1] i.e. the set of web pages which can be seen purely by following hypertext links, by 

ignoring search forms and the pages which require user authorization or registration. During studies it 

was observed that significant fraction of web content lies outside the PIW [18].  It is estimated that 

there are several million hidden-web sites [2] with various important information whose results are 

hidden behind the search form. These types of web are called the hidden web or deep web [2].  Pages in 

the hidden web are dynamically extracted after submitting the query through different search forms. 

The great challenge with the researchers are to identify and automatically fill these search forms. As all 

the pages, which contain the search forms, include at least one HTML form which is used to submit the 

query parameters. In this paper a technique called QFORT (QUERY FORM RETRIEVAL TECHNIQUE) has 

been developed for identifying the relevant query form is presented. 

Extracting information from the deep web can be categorized as follows:   

(1) There must be detail description of search method. 

(2) Searching of relevant query forms which are relevant to the task. 
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(3) Search form must be filled up and examine the results of each relevant and useful information. 

(4) Query must be formulized.   

It is very much challenging for user to retrieve and analyze relevant as well as important information 

from the deep web automatically. Now a days, the users manually fills input values to web forms and 

extract data from the returned web pages. In case of user wish to fill complex queries, filling out forms 

manually is not practical, but these queries are required for many web based applications [18]. In this 

paper we are concentrating only on one specific domain i.e. Automobile. While browsing different types 

of automobile web site, it was observed that the web sites are designed in same pattern and users need 

to fill up number of consecutive forms to retrieve the information. It is explained with an example.  

Example 1: As explained above it was observed that all car search related web sites are designed using 

the same model. As shown in figure-1 the first web page consists of the these fields (i) Make field (ii) 

Radio/Checkbox button with “New car” and “Used cars (iii) Name of state / city / pin code  and (iv) 

Search button etc. etc.   

 

Figure 1: Car Search Form 

1.1 Site Form Analysis: 

It has been assumed that the given HTML page has a form that applies to our chosen application. In the 

case when more than one form is on the page, we consider only the largest form—the one with the 

largest number of characters between the open and closing form tags.  Its content are then parsed into 

a DOM tree. 

Form designers create many fields with input tags. For example: 

<input type="text" size="10" name="zip" maxlength="5" value=""> 

They use select and textarea to create other fields. An example is: 

<form method="post" class="searchForm" action="http://www.autotrader.co.uk/search/form"> 

<select name="radius" id="radius" class="searchFilter"> 

http://dx.doi.org/10.14738/tmlai.26.778
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    <option value="1500">Distance (select) </option> 

    <option value="1">within 1 mile</option> 

    ------------------------------------------- 

    ------------------------------------------- 

    ------------------------------------------- 

    <option value="200">within 200 miles</option> 

    <option value="1501">National</option> 

</select> 

                </p>              

<option class="" value="" >Make (any) </option><option class="" value="abarth" >ABARTH (42) 

</option> 

    ------------------------------------------- 

    ------------------------------------------- 

    ------------------------------------------- 

<option class="" value="ac" >AC (24) </option> 

    </select>    

<option class="" value="" >Min price </option><option class="" value="0" >Rs. 0 

</option><option class="" value="500" >Rs. 5,00,000  </option> 

<option class="" value="1000" >Rs. 1,00,000  </option> 

    ------------------------------------------- 

    ------------------------------------------- 

    ------------------------------------------- 

<option class="" value="1500" >Rs. 15,00,000  </option> 

<option class="" value="2000" >Rs. 20,00,000  </option> 

<option class="" value="" >Mileage (any)  </option> 

<option class="" value="up_to_100_miles" >up to 100 miles (17037) </option> 

    ------------------------------------------- 

    ------------------------------------------- 

    ------------------------------------------- 

<option class="" value="up_to_1000_miles" >up to 1,000 miles (22049) </option> 

   ------------------------------------------- 

    ------------------------------------------- 

    ------------------------------------------- 

</form> 

Figure 2: Equivalent codes of Figure-1 

Although there are many attributes for the input tag, we are only interested in the type, name, and 

value attributes. After parsing the input tag, we store the field name, field type, and field value for fields 

with type text, hidden, checkbox, radio, and submit. For the text area tag, we store the field name with 
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field type text area. For the select tag, we analyze the content between the opening and closing tags to 

extract and store the field name, the option values (values inside the option tags), and the displayed 

values (values displayed in the selection list on the Web page). 

User may give any type of unexpected query in search engine text box e.g. suppose the user wants to 

find information about the “used” Japanese red cars of 2006 made within Rs. 15 Lakh and available in 

“Delhi”. User will have to fill up the form shown in figure 1 to formulate such types of query by selecting 

the choice in make field (e.g. Honda, Toyota etc.). More importantly, User has to fill up and submits the 

form repeatedly for all different Japanese car. As most of the web pages do not contain colour option, 

user has to browse each and every result for a particular colour car. 

The above process can be efficiently completed by using an automatic form querying system, but it is 

not an easy task to design this type of automated query processing method due to several challenges.  

The challenges are as follows: 

(a)   Automatic filling of forms: As web pages provides different types of interfaces, automatic filling of 

forms is a challenging task. Moreover, the user may not be aware of some of the important 

required field which may by mandatory field for some web site. (E.g. Filling of PIN code to find out 

the city name is a difficult task for user). 

(b)  Extraction of results: As most of the data displayed in result pages of web site are embedded in 

HTML code and this is another difficult problem to extract the result form the web pages. The 

search and the extraction of required data from such pages are very much complicated task since 

each web form interface is designed for user’s convenient and every web page format are always 

different from each other.   

(c) Navigational complexity: The pages which are generated after submission of query form may 

contain link to another web pages consists of relevant informations and therefore, it is necessary to 

navigate these links to see the detail record. It was also observed that during navigation of such 

web sites repeated filling of web forms are required which are dynamically generated by the server 

side programs due to submission of pervious query form. These forms are collectively called 

consecutive forms. 

In this paper, a query technique is discussed for the deep web called QFORT (QUERY FORM RETRIEVAL 

TECHNIQUE)   and resolve above mentioned challenges.   

To solve the above issues following steps are required: 

(a) Identification of relevant forms for specific domain database 

(b) Automatic filling up of forms with the keywords and display the results. 

The rest of the paper is organized as follows: Section 2 discusses related research in this area. Section 3 

and 4 present model for representing normalized forms. 

2 Related Work 

The huge growth of the deep web has motivated interest in the study of web crawlers [3, 4]. Currently, 

many research works are going on for the extraction of information from deep web in better way and 

many solution have been proposed by the researchers. Some of important types are:  

http://dx.doi.org/10.14738/tmlai.26.778


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume 2 ,  Issue 6,  Dec 2014  
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom  57 
 

 Manual Approach  

 Wrapper generation  

 Automatic extraction. 

Manual Approach: In this approach programmer tries to extract the information from web pages after 

identifying it’s schema by writing equivalent source code. 

Wrapper generation [5]:  In this approach, set of rules are designed to extract the information from web 

pages. 

Automatic Extraction [6]:  Data items have different meaning and role in web pages. In this approach 

authors have proposed a method to identify the mapping between data items having same role in 

different pages. 

3 Searching of Single Html Form 

In this section, the attribute-value representation is discussed in a single HTML form. It was observed 

that the nature and type of the layout markup are not same in HTML forms. The web application must 

follow the uniformity in designing the form. 

3.1 HTML forms: 

An HTML form consists of various parameters as per the requirement e.g. textboxes, dropdown menus, 

radio buttons, check boxes including banners, advertisement, diagram etc... After filling up all the 

required information available in forms user submit the form to web server or mail server for further 

processing. HTML form are designed with the HTML code and a form is embedded inside the <FORM> 

tag. Each HTML from contains a set of form field and the URL address of server side program so that 

whenever user submits the query form, server returns a set of result pages. 

To process a FORM in server side mainly three essential attributes are required:  

(a) Action attribute – It contains the URL address of the form. 

(b) Method attribute – HTTP method is used to submit the form. 

(c) Enctype attribute – It specify the content type used for form processing. 

3.2 Searching of relevant query forms [18]: 

In the previous section it was discussed how to design a single form. Sometime the desired results were 

retrieved by using only a single form called root form. But it was observed in some forms(e.g. auto-

search form, book-search form etc..) that user need to fill up more than one form known as   the child 

form(s) or descendant form(s) to retrieve the desired result as shown in figure 1 because the root form 

has dependency on child form.   

Example : As shown in figure-1, if the user wants to search for different model of Maruti make, in this 

case user has to select the Maruti make in choice make field and after submitting this root form the 

second form will display all models of Maruti make as shown in figure 1(b). 

3.3 Issues in modelling of consecutive forms [18] 

Some of the issues were observed in modelling consecutive forms. Most consecutive forms have 

dependencies between the main and descendant form.  
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Example: In search interface form as shown in figure-1, user requires two consecutive forms to be fill 

out, if user searched for “Used Car” & “New Car”. In all existing search forms, it was also observed that 

there is form dependency exists between form fields. For example, if user selects the “Maruti” in make 

menu, the all models of “Maruti” make will be displayed in its child form in drop down menu option and 

if the user wants to see the details of all model one by one he has to select one model at a time and 

submit the query. It means if there are 10 models available for “Maruti” make (in our example), user has 

to select 10 times and submit the query to retrieve the results of different model, which is tedious as 

well as time consuming job. 

4 Comparison of PIW Crawler and HW Crawler 

In the traditional PIW crawler the basic idea is to follow different web pages from one to another using 

links. Another way to think it is that the Web is a large directed graph and that the PIW Crawler is simply 

exploring the graph using a graph traversal algorithm. 

 

Figure 3: Flow chart comparison of PIW crawler and HW crawler 

4.1 Algorithm for Data Extraction from Web pages: 

BEGIN 

(i) Insert the keyword in search box (e.g. HONDA city car price 5 lac onwards). 

(ii) Extract the one key word from the number of keywords user entered in the search box. 

(iii) Search the web addresses stored in database (The database store the web addresses of 

different domain).  

(iv) if keyword matches with the keyword of  web addresses, the web page will be opened internally 

and the corresponding results will be extracted from the that particular web page and display 

the result. Likewise software will start searching on remaining web addresses and extract the 

results accordingly. 

END 
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5 Observation 

It was observed that in existing form query interface, user fill up the keyword in search box and after 

clicking the submit/search button server sends the results as web addresses. And suppose user  is not 

satisfied with the result of that web page he/she has to open another web link and compare the results 

as per his/her requirement and he/she will keep on browsing the link unless and until he/she does not 

get satisfied with the results. But in our approach user need to fill the query in search box in the 

beginning only and after that crawler will search in the database equivalent web address, open it 

internally and extract the desired result from that web site and it follow the same procedure for other 

web addresses also.  

6  Experimental Results and Analysis 

In this paper, an experimented was conducted on ten Web sites for each of two applications: car ads 

and Hotel Booking ads. The approach, however, is not limited to the two applications on which 

experiment was conducted. It can work with other applications as long as those applications have Web 

sites with forms, and we have ontologies for those applications. The process of rewriting queries in 

terms of site forms is the same. 

6.1 Experimental Results 

We are interested in three kinds of measurements: field-matching efficiency, query submission 

efficiency, and post-processing efficiency. 

To know if we properly matched the fields in a user query with the fields in a site query, we measured 

the ratio of the number of correctly matched fields to the total number of fields that could have been 

matched (a recall ratio for field matching (fm)), and we measure the ratio of the number of correctly 

matched fields to the number of correctly matched fields plus the number of incorrectly matched fields 

(a precision ratio for field matching (fm)): 

  

To know if we submitted the query effectively, we measure the ratio of the number of correct queries 

submitted to the number of queries that should have been submitted (a recall ratio Rqs for query 

submission, qs), and we measure the ratio of the number of correct system queries submitted to the 

number of correct queries submitted plus the number of incorrectly submitted queries (a precision ratio 

Pqs): 

 
 

An overall efficiency measurement was also conducted which was obtain by multiplying the three recall 

measurements and the three precision measurements together: 

Roverall = Rfm * Rqs 

Poverall = Pfm * Pqs 

Because the two kinds of metrics measure two stages of one single process, we used the products to 

calculate the overall performance of the process with respect to our extraction ontology. 
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Table 1: Experiment result of used car search 

Number of Forms : 10 
Number of Fields Forms: 42 
Number of Fields applicable to the ontology: 37(78.5%)  

 Field Matching Query Submission Overall 

Recall 100% (37/37) 100% (325/325) 100% 

Precision 100% (37/37) 85.5% (325/380) 85.5% 

Table 2: Experiment result of Hotel Booking search 

Number of Forms : 10 
Number of Fields Forms: 25 
Number of Fields applicable to the ontology: 18(72%)  

 Field Matching Query Submission Overall 

Recall 94% (17/18) 100% (212/212) 94% 

Precision 100% (18/18) 212% (212/212) 100% 

7 Conclusion 

In this research, a system is designed and implemented that can fill out and submit Web forms 

automatically according to a given user query against a corresponding application extraction ontology. 

From the returned results, the system extracts information from the pages, puts the extracted records in 

a database, and queries the database with the original user query to get, to the extent possible, just the 

relevant data behind these Web forms. 

Our system has been tested on two applications: car advertisements and Hotel Booking advertisements. 

In average, there were 78.9% fields in the site forms that were applicable to the extraction ontologies. 

The system correctly matched 95.7% of them. Considering only the fields that were applicable to the 

extraction ontologies and were correctly matched, the system correctly sent out all queries that should 

have been submitted to the Web sites we tested. It, however, also sent out some additional queries that 

are not necessary according to the original user query. Among all queries our system submitted for our 

experiments, only 91.4% of them are necessary. Further, for the Web sites we tested, our Output 

Analyzer correctly gathered all linked pages. Finally, of the records correctly extracted by Ontos, our 

system always correctly returned just those records that satisfied the user-specified search criteria. 
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ABSTRACT   

Evolutionary algorithms are a possible way to automatically design the behavior of autonomous robots. 

In this paper we compare different evolutionary algorithms (EA), namely simple EA, two dimensional 

cellular EA, and random search, according to their performance in a simple simulation, where a 

phototaxis robot with two sensors of limited range has to find a light source in a closed area. In our 

experiments we studied the effects on performance of EA parameters, such as population size and 

number of generation. The results explain how the choice of the neural network (three-layered or fully-

connected) may influence the quality of a final solution. 

Our findings indicate that acceptable results can be achieved using all EAs but not with random search. 

The utilization of a fully-connected neural network allows achieving better results for all EAs as 

compared to a three-layered neural network. Two dimensional cellular EA and simple EA evolve the best 

strategies for a robot’s behavior which allow the robot to reach the light source in almost all cases. 

Keywords: Evolutionary algorithm; neural network; robot simulation. 

1 Introduction  

One way to create a control system for an autonomous robot is to apply an evolutionary approach for 

evolving a neural controller. EAs can be used to solve different problems especially in machine learning 

and function optimization domains [13], [17], [20]. A lot of performed experiments with evolving of 

adaptive behavior confirm that evolutionary algorithms can generate a number of successful system 

controllers [17], [9], [10]. In this work we compare three metaheuristic algorithms (simple EA, two 

dimensional cellular EA, and random search) in their ability to discover the most apt neural controller for 

a phototaxis robot. 

The idea of using natural selection for evolving of control systems for robots was proposed by Turing in 

1950s. In the next decades a set of metaheuristic algorithms have been developed [12], [15], but the 

actual usage of these algorithms started after 1990 by the continuous improvement of computer 

technology and the advent of evolutionary robotics [5]. A large number of EAs causes a need for a 

generally accepted methodology that allows comparing different EAs and exploring which parameters 

significantly affect performance [6]. Comparison of EAs on theoretical level was carried out by He and 

Yao applying Markov chains [14]. Empirical studies in this field were done by De Jong [7] and by Schaffer, 

et al. [19]. Their works are mostly applied to genetic programming. In our study we compare 
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metaheuristic algorithms for evolving a neural controller. Czarn mentioned that the results of theoretical 

work may not comply with practical outcomes [6]. Therefore, here we focus on practical experiments 

and analysis of these results. 

Programming a controller for a robot can become a challenging task because of algorithm complexity, 

processing of results from sensors, and actuator modeling [9]. A possible way to overcome this issue is 

to use an evolutionary algorithm to design a neural controller. Applying this approach raises the issue of 

selecting an appropriate metaheuristic algorithm and its settings since it can have a significant impact on 

the quality of the evolved behavior. 

The purpose of this paper is to compare metaheuristic algorithms applicable to designing the behavior 

for an autonomous robot. Robot simulation provides a convenient test bed to compare the performance 

of differently evolved control algorithms. We used a computer simulation as application of 

metaheuristic algorithms. We defined a simple computer simulation of an autonomous robot, its neural 

controller and the environment. The simulation of the robot is based on the former experiment we used 

in [18] for comparing the evolvability of ANNs and Finite State Machines. The main objective is to 

compare different metaheuristic algorithms and determine dependencies (e.g., population size, number 

of generations) which may have an impact on performance. This knowledge can be helpful in selection 

of an appropriate evolutionary approach in future research. Section 2 of this paper provides background 

about evolutionary algorithms and briefly describes simple EA, two dimensional EA, and random search. 

Section 3 defines the problem definition and specifies configurations of the conducted experiments. In 

Section 4 we examine the results of EAs evaluations. Section 5 concludes the paper. 

2 Evolutionary Algorithms 

In the past decades a large number of evolutionary algorithms were presented, but in general they are 

united by the same idea: a population with limited resources competing for resources, therefore 

activating natural selection. Algorithm 1 shows a generalized functioning scheme of evolutionary 

algorithms. They work with a pool of candidates, each described by a candidate’s genotype. The initial 

population is filled either with randomly generated representations or with candidates which are 

specifically adapted for this problem. A parameter N denotes the population size in the evolutionary 

algorithms. 

 

Algorithm 1:  General algorithm of EA. 

Operators of variation (recombination, mutation) and selection are the two forces that drive evolution 

forward. The main role of variation operators is the generation of new candidates for the next 

evolutionary steps. Selection is used to choose individual genomes from the population for later 

breeding. The fitness function is a result of the candidates’ evaluation in one or multiple simulation runs 
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and allows to measure a quality of a genotype [8]. The quality of a final solution for an evolutionary 

algorithm strongly depends on matching of representations, variation operators, and fitness function 

[11].  

2.1 Simple EA 

A simple EA is the reflection of the generalized scheme of evolutionary algorithms. Appropriate 

solutions are achieved through application of variation operators (crossover, mutation) and selection of 

the most fitted individuals. To use this algorithm, the parameters ρe, ρr, ρm, ρc, respectively representing 

the rate of elite candidates, the rate of randomly selected individuals, the rate of representations for 

mutation, and the rate of candidates as results of crossover, should be defined. Based on these 

parameters and known size of the population N, we calculate the number of elite candidates, the 

number of randomly selected representations, the number of individuals for mutation, the number of 

candidates for breeding, which are stored in the parameters ne, nr, nm, and nc, respectively. 

 

Algorithm 2:  The above pseudo-code outlines the algorithm of simple EA. 

http://dx.doi.org/10.14738/tmlai.26.783


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume 2 ,  Issue 6,  Dec 2014  
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom  65 
 

Typically, the elite candidates in a population having the highest fitness value are selected for the next 

generation. Accordingly, their offspring, as results of crossover and mutation, take the places of the less 

fit representations. However, a small percentage of individuals not belonging to the elite can also be 

selected to the next generation, because of their property or characteristic in their structure might be 

useful in the next generation. Moreover, non-elite candidates allow increase diversity of the population 

and thus increment a number of different unique solutions. Algorithm 2 is describing the 

implementation of simple EA. 

2.2 Cellular EA 

A cellular EA (cEA) [23] is a kind of evolutionary algorithms, in which the population is placed in a 

toroidal two dimensional space. Candidates can only communicate with their neighbors, what 

corresponds to the behavior of individuals in nature. There are many models of neighborhoods for cEA, 

such as Von Neumann (linear) neighborhood, Moore (compact) neighborhood, diamond neighborhood 

and others [16]. Usage of different models can lead to completely different strategies. In our 

experiments we use only Moore neighborhood with radius one, which means that only the closest 

neighbors are taken into consideration. The neighborhood R also includes the central candidate for 

which we calculate the neighborhood. In this evolutionary algorithm the parameters ρe, ρm, ρc, which 

respectively denote the rate of elite individuals, the probability of mutation, and the probability of 

crossover, are applied for the neighborhoods. The number of elite candidates ne is calculated from ρe 

and the neighborhood size. Algorithm 3 shows the pseudo-code for a cellular EA. 

 

Algorithm 3: The above pseudo-code outlines the algorithm of cellular EA 
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2.3 Random search 

Random search finds a solution using an undirected search (see Algorithm 4). In each generation, all 

candidates of the population are replaced with randomly generated candidates, which are subsequently 

evaluated. A single candidate that has the highest fitness value is kept for the next generation. If the 

search space is small and the number of evaluations, i.e. generations times population size, is 

comparably high, then this algorithm has a chance to pick an acceptable solution. In case of large search 

space this chance goes down. Compared to other algorithms, random search does not try to improve 

candidates via mutation or crossover, therefore it can be treated as an undirected search. The random 

search approach gives a reference for the size of the search space. 

 

Algorithm 4: The above pseudo-code outlines the algorithm of random search. 

3 Experiment Setup 

3.1 Physical setup 

Figure 1 sketches the simulation setup of our phototaxis robot searching for a light source. The testbed 

for our robot is a closed quadratic room. The start position is in the center of this room. The position of 

the light source is outside a restriction circle with the central point in the center of the room. The 

restriction circle prevents a finding of the light on the first steps. All environment settings are shown in 

Table 1. 

For our experiments we used a differential wheeled robot with configuration described in Table 2. It has 

2 sensors to detect whether the distance to the light source is within their sensing range. 

Table 1:  Configuration of the environment. 

Parameter name Parameter value 

Width of the field 200 cm 

Diameter of the light source 10 cm 

Radius of the restricting circle 80 cm 

Table 2:  Robot configuration parameters. 

Parameter name Parameter value 

Diameter of the robot 10 cm 

Diameter of the wheels 5 cm 

Range of the sensors 70 cm 

Angle of the sensor vision 45˚ 

Maximum speed 12 cm/s 
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Figure 1:  An autonomous robot is looking for the light source in the closed area. 

3.2 Fitness function 

The main task of the robot is to reach its target in a minimal amount of movements – on this basis we 

implemented the fitness function as in Equation 1. 

                                                      

Pt is the reward for a successful strategy allowing to reach the target (see Equation 2). The value Ps 

shows how close the robot is to the target at the end of simulation (see Equation 3). This value is 

especially important in the beginning of an evolution to teach the robot to come closer to the light and 

finally reach it. The maximum range of the robot’s sensors is represented as parameter r. The distance is 

encoded in parameter d in case the robot senses the light. Finally, Equation 4 represents how fast the 

robot can reach the target. The value m represents the maximum amount of time steps in the 

simulation. The number of time steps that is required to reach the target for the selected strategy is 

defined as l. Coefficients kt, ks and kl describe the influence of Pt, Ps, and Pl on the fitness value. In our 

work they have been set to the following values: 

kt = 0:3; ks = 0:3; kl = 0:4 

The fitness function is designed in a way that all possible fitness values should lay in the range [0;1]. The 

maximum number of time steps for our experiments is 300. 

3.3 Evolvable control system 

The robot was controlled by an ANN. In our simulations we used two different representations: a fully-

connected ANN and a three-layered ANN. 

The three-layered neural network is a time-discrete ANN which has a feed-forward structure. It means 

that each neuron of the input layer is connected to each neuron of the hidden layer which at the same 



Sergii Zhevzhyk, Wilfried Elmenreich; Comparison of Metaheuristic Algorithms for Evolving a Neural Controller for 

an Autonomous Robot. Transactions on Machine Learning and Artificial Intelligence. Volume 2 No 6 Dec, (2014); 

pp: 62-76 
 

URL:http://dx.doi.org/10.14738/tmlai.26.783          68 
 

time is connected to each neuron of the output layer. The fully-connected neural network is a discrete-

time and recurrent ANN. Instead of feed-forward structure of three-layered neural network, each 

neuron of the fully-connected neural network is connected to every other neuron and itself, thus 

making it a recurrent artificial neural network [24]. A recurrent network can retain information about 

the past, but in general is hard to train [25]. In our case, the training of the two network types follows 

the same approach of mutating and recombining a genome consisting of weights and biases of the ANN.  

A fully-connected neural network has a larger search-space whereas it employs more connections 

between neurons. At the same time this feature and presence of recurrent connections might help to 

achieve more sophisticated behavior. 

The number of inputs and the number of outputs are the same for both candidates. Two inputs which 

represent distances measured by sensors are connected to the input neurons. From two output neurons 

we receive information about the speed of robot’s wheels. With regard to the number of neurons in the 

hidden layer, there is no straightforward way to determine the optimal number of hidden neurons 

analytically. The optimal number depends on the complexity of the function to be approximated, and, 

therefore, indirectly on the number of input and output nodes. Besides a trial and error approach, there 

are some empirically derived rules-of-thumb, of these, the most commonly relied on is the optimal size 

of the hidden layer is usually between the size of the input and size of the output layers [2]. Swingler 

[22] and Berry [1] propose a maximum of two times the number of input nodes for the hidden nodes. 

Boger and Guterman [3] suggest that the number of hidden nodes should be 70%-90% of the number of 

input nodes. Caudill and Butler [4] recommend that the number of hidden nodes should be two third of 

the sum of input and output nodes. Since determining the optimal number of hidden nodes for a 

problem is outside the scope of this paper, we have chosen two hidden nodes in accordance with most 

of the rules of thumb given above. 

In our experiments we apply metaheuristic algorithms to train these networks. The main idea of this 

training is to optimize the weights wji, where j represents the neurons which have incoming connection 

to i, and the bias bi of each neuron i in the ANNs. We calculate the output of the neuron for step k by 

applying an activation function F: 

                                                                            

where the sigmoid function is employed as activation function F: 

                                                              

3.4 Experiment parameters 

All experiments are developed using the FREVO tool [21] which has a workflow for the selection of 

building blocks (problems, representations, evolutionary algorithms and ranking systems) and provides 

an easy setup for all necessary settings. 

Settings of evolutionary algorithms have a huge impact on results of experiments. Information about 

used configurations is specified in tables 3 and 4.  
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We conducted a set of experiments with 2000, 5000, 10000, and 100000 evaluations. For each of these 

values we run experiments 100 times with different initial seeds in order to get sufficient statistical data. 

The results obtained from these experiments allow to watch an evolutionary process in detail. To check 

how the number of candidates in the population influences the results of evolutionary algorithms, we 

used the following population sizes: 25, 36, 49, 64, 81, 100, 121, 144, 169, 196, 225, 256, which are the 

squares of natural numbers. This is the requirement of cellular EA that builds a toroidal two dimensional 

space. The number of evaluations equals the population size multiplied by the number of generations. 

Table 3:  Settings of simple EA. 

Name Value 

Elite rate 0.1 

Mutation rate 0.6 

Crossover rate 0.1 

Renew rate 0.1 

Random selection rate 0.1 

Mutation severity 0.3 

Mutation probability 0.3 

Table 4:  Settings of cellular EA. 

    Name Value 

Elite rate 0.1 

Probability of elite mutation 0.6 

Probability of elite crossover 0.1 

Renew probability 0.2 

Mutation severity 0.3 

Mutation probability 0.3 

4 Experiment Setup 

We have conducted a set of experiments on evolving the autonomous robot controller using different 

evolutionary algorithms. Since the runtime of the simulation accounts for the majority of time spent for 

evaluating solutions, we specified a given number of evaluations for each experiment. Figure 2 depicts 

the results after 2000 evaluations, which corresponds to a rather short time of evolution. Thus, this 

figure indicates which algorithm and parameter setting is preferable if there is no possibility for 

extensive simulation, e.g., there is a limit on run time. The fitness values (ranging from 0 to 1, according 

to the definition in Section III) show a large dispersion of results. The values for random search mark an 

inefficient algorithm, while cellular EA and simple EA show comparable good results for short time of 

evolution. 
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Figure 2:  Box-and-whisker diagrams of the fitness values after 2000 evaluations for (a) three-layered ANN and 
(b) fully-connected ANN. 

Figure 3 shows the results after 5000 evaluations which yield better fitness values than after 2000 

evaluations. The relative effectiveness of the algorithms stayed the same. 

Figures 4 and 5 extend the number of evaluations towards 10000 and 100000, respectively. The latter 

corresponds to a case where sufficient simulation time is available and the question shifts from which 

algorithm provides good results the fastest? to which algorithm provides the best results if we wait long 

enough?. The fitness values are more gathered after 100000 evaluations, but the performance of 

evolved controllers is good enough. The difference in terms of efficiency of neural networks after 10000 

and 100000 evaluations is negligible compared to waiting time. 
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Figure 3:  Box-and-whisker diagrams of the fitness values after 5000 evaluations for (a) three-layered ANN and 
(b) fully-connected ANN. 

We can see that fully-connected ANN performs better than three-layered ANN employing all 

evolutionary algorithms, but with increasing number of evaluations this difference becomes 

insignificant. 
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Figure 4:  Box-and-whisker diagrams of the fitness values after 10000 evaluations for (a) three-layered ANN and 
(b) fully-connected ANN. 

4.1 Evaluation of Significance 

Considering that the results from the simulations are affected by random factors it is not so easy to 

affirmatively define which algorithm and settings work better and which show similar performance. To 

answer this question we model the fitness values for the two algorithms as two independent events – X 

for cEA and Y for simple EA: 

),(~ 2

XXNX  , 

),(~ 2

YYNY  , 

where X , Y  are means and 
2

X , 
2

Y  are estimated variances of results measured using multiple 

simulation runs with different random seeds. 
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Figure 5: Box-and-whisker diagrams of the fitness values after 100000 evaluations for (a) three-layered ANN and 
(b) fully-connected ANN. 

In the next step, we calculate the difference between two events: 

),(~),(),(~~),(~ 22222

XYXYXXYYZZ NNNYXNZ                   (7) 

In order to compare cEA and simple EA, we calculate a chance, that probability of Z is less than 0: 

)
2

(
2

1
)0(

Z

ZerfcZP



                                     (8) 

The probability )0( ZP  corresponds to the probability that cEA is better than simple EA. The 

probability that simple EA is better than cEA can be obtained using Equation 9. 

)0(1)0(  ZPZP           (9) 

Figure 6 shows the difference between calculated probabilities )0( ZP  and )0( ZP , which at the 

same time allows observing how cellular EA is better than simple EA. The trends for different neural 

networks vary. Cellular EA employing three-layered ANN works better than simple EA for larger number 

of evaluations. For fully-connected ANN simple EA works better for small number of evaluations and 

with increasing number of evaluations this difference becomes insignificant. Figure 6 points that for 
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fully-connected ANN cellular EA provides better results than simple EA. If we employ three-layered 

ANNs, the cellular EA also dominates over simple EA with a few exceptions. 

 

(a)                                                                                      (b)  

Figure 6:  Prevalence of cellular EA compared to simple EA for different neural networks: a) three-layered ANN; 
b) fully-connected ANN. 

5 Conclusion 

Two dimensional cellular EA and simple EA show acceptable results in evolving behavioral designs of an 

autonomous robot. Examination of outcome robot strategies using these algorithms shows that the light 

source can be found in the vast majority of experiments. Achieved performance results using different 

evolutionary algorithms demonstrate efficiency of metaheuristic approach for evolving of an 

autonomous robot. 

The results of the experiments help to determine, that cEA and simple EA are the most applicable for 

evolving a neural controller. A fully-connected ANN outperforms three-layered ANN in all conducted 

experiments. Based on our findings, we recommend to use cEA and fully-connected ANN for problems 

that require short evaluation phase. For a large number of generations and population size the 

efficiency of both algorithms are approximately the same. In the experiments we measured an influence 

of population size and number of generations on performance of metaheuristic algorithms. The 

dependencies on these parameters are negligible. This information is important for the conduction of 

experiments. To accelerate a simulation, the population size should be the same as the number of cores 

on the server, where these experiments will be performed. 

In future work we are planning to validate our results for different application scenarios and to extend 

our analysis to further parameters, for instance, mutation and crossover rate. 
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ABSTRACT   

Services Oriented Architectures (SOA) have emerged as a useful framework for developing 

interoperable, large-scale systems, typically implemented using the Web Services (WS) standards. 

However, the maintenance and evolution of SOA systems present many challenges. SmartLife 

applications are intelligent user-centered systems and a special class of SOA systems that present even 

greater challenges for a software maintainer. Ontologies and ontological modeling can be used to 

support the evolution of SOA systems. This paper describes the development of a SOA evolution 

ontology and its use to develop an ontological model of a SOA system. The ontology is based on a 

standard SOA ontology. The ontological model can be used to provide semantic and visual support for 

software maintainers during routine maintenance tasks. We discuss a case study to illustrate this 

approach, as well as the strengths and limitations. 

Keywords: Ontology; ontological modeling; services oriented architecture; software evolution; software 

maintenance; semantic support. 

1 Introduction 

Services Oriented Architectures (SOA) have emerged as a useful framework for developing 

interoperable, large-scale systems, typically implemented using the Web Services (WS) standards [1]. 

SOA typically refers to large systems-of-systems in which composite applications are created by 

orchestrating loosely coupled service components that run on different nodes and communicate via 

message passing [2]. Often an infrastructure layer, sometimes called an Enterprise Service Bus (ESB), 

mediates the communication, providing features such as routing, security, and data transformation. 

Such systems present several software engineering challenges because they need to orchestrate diverse 

services having different owners, and have complex reliability requirements. While developing SOA 

applications presents many software engineering challenges, managing the evolution of such systems 

presents even greater challenges [3][4]. 

SmartLife applications are emerging as intelligent user-centered systems that will shape future trends in 

technology and communication, including social networks, smart devices, and intelligent cars. The 

development of such applications integrates web services, service-oriented enterprise architectures, 

cloud computing and Big Data management, among other frameworks and methods [5][6]. SmartLife 
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systems present even greater software evolution challenges. Such applications exist in complex and 

dynamic real-world environments with frequent new functional and interface requirements, rapidly 

emerging security issues, partner services that may be withdrawn or modified at short notice, etc. 

Software maintainers will need to implement changes rapidly to minimize downtime, yet they will be 

dealing with a complex combination of external services and internal legacy code, probably not of their 

own writing. 

Although ontologies and ontological modeling have been used to support program comprehension, their 

integration and application to support maintenance and evolution of complex SOA systems, including 

SmartLife systems, is novel. Our research integrates multiple research directions to support the 

evolution of services oriented architectures and address the challenges of future SOA systems [7]. First, 

we extend a standard SOA ontology to develop a SOA evolution ontology that better supports typical 

maintenance tasks. We then use this ontology to develop a model of a SOA system and demonstrate 

how such ontological models can be used to provide semantic support for the maintenance of SOA 

systems. 

In this paper, we present the development and use of ontological modeling methods to address the 

emerging challenges of SOA evolution. The next section describes Services Oriented Architectures and 

issues involved in SOA maintenance, including background and related work. Section 3 describes the use 

of ontologies for modeling SOA systems and specifically for maintenance of such systems. We then show 

how a standard SOA ontology can be extended to support maintenance in Section 4, followed by a case 

study that demonstrates this approach on an existing SOA application in Section 5. Finally, we show how 

such an ontological model can be used in a semantic browser to provide visual support for a maintainer 

in Section 6, followed by a discussion of conclusions and future work in Section 7. 

2 SOA and SOA Maintenance 

Services Oriented Architectures (SOA) is not a specific architecture, but rather an architectural style for 

constructing large software systems. Though definitions of SOA vary, these composite applications are 

constructed by orchestrating collections of services that run on different nodes and communicate by 

message passing. Often the messages are mediated by an Enterprise Service Bus (ESB) that provides 

loose coupling by handling routing, fault tolerance, data translation, etc. (See Figure 1). The services 

themselves may be heterogeneous, in that they may be implemented using different programming 

languages, operating systems and vendor infrastructure. Ideally each service represents some specific 

business functionality but services may also be created by wrapping existing legacy software. 

To achieve interoperability, implementers of SOA often adopt some of the Web Services standards [1]. 

In this case each service will publish an interface in Web Services Description Language (WSDL) and the 

data contained in messages will be defined in XML Schema Definitions (XSD). In some cases the code will 

be written using Business Process Execution Language (BPEL) that is essentially a programming language 

encoded in XML for orchestrating interactions among services. 

Large corporations have been adopting SOA because it allows them to create components that can be 

used across the organization with relatively little inter-divisional coordination. An example is provided 

by a major multinational insurance group, which has grown by acquisitions to encompass diverse 
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divisions each with their own IT infrastructure. To control costs and improve agility, the group is 

developing reusable services for common functions such as claims processing [8]. 

A great strength of SOA is the flexibility provided by the loose coupling, both between the services 

themselves and between the IT organizations that manage them. But this flexibility may create 

significant problems when the composite application needs to evolve. Several authors have pointed out 

characteristics of SOA that may make such maintenance difficult [3][4][9]. An important part of any 

maintenance task is acquiring the knowledge needed to make changes to the software; changes made 

based on incomplete understanding may fail with disastrous results. For full comprehension a 

maintainer may need to understand many of the technologies that the system uses, including some that 

may be not be common within his own branch of the organization. Even if he has the necessary 

technical knowledge, not all of the code or documentation may be available to him. 

 

Figure 1: A SOA Composite Application 

As to the evolution of future SOA systems with still weaker organizational links, problems of governance 

may become increasingly challenging. Changes to requirements may need to be negotiated between 

partners who are not accustomed to close collaboration. Security issues may arise at short notice and it 

may be difficult to evaluate their impact without knowing details of partners' infrastructure. The mix of 

partners may also change quickly as new services are offered and old ones withdrawn. 

There has been a moderate amount of research on tools and methods to help the maintainer of a SOA 

application. Papazoglou, Andrikopoulos, and Benbernou categorize changes into "deep" and "shallow" 

and describe how to perform a "gap analysis" between the existing software and the desired 

improvement [10]. To provide a view of how an application operates across multiple nodes, several 

authors propose using dynamic analysis, generally starting from some form of log of inter-process 

messages. One early proposal was IBM's Web Services Navigator, which provides several visualizations 

of message logs [11]. A later paper from the same group identifies correlations between different 

messages by looking at values in specific data fields [12]. An interesting problem sometimes addressed 

by dynamic analysis is the location of the code that implements one specific "feature" or functionality of 

a composite application. One technique computes a component relevance index for each message and 

then displays the messages using a Feature Sequence Viewer [13]. In another approach, Yousefi and 

Sartipi propose identifying features using an analysis of dynamic call trees from distributed execution 

traces [14]. 

Dynamic analysis techniques are very powerful, but it can be difficult to collect the necessary data since 

usually a crafted set of tests needs to be run on a system which is instrumented to allow the collection 
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of correlated message logs from the different nodes. Static techniques instead rely only on interface 

descriptions, documentation, and possibly some source code. However they often cannot give as 

complete results without considerable human input. For example one method recovers concept maps 

from the interface descriptions as a starting point for knowledge engineering interviews with system 

experts [15]. Another approach uses search methods, enhanced by a rule-based system for extracting 

abstractions from the service interfaces [16]. 

3 Ontological Modeling 

In philosophy the concept of ontology refers to the study of things that exist [17][18]. Ontologies define 

content theories and representations of concepts as objects, their properties and their relationships. 

Ontologies specify terms for describing specific domain knowledge by representing domain facts using a 

structured vocabulary of concepts [17]. The body of knowledge describes a specific domain using that 

vocabulary as a collection of facts. One most common definition of the term “ontology – as a 

specification of a conceptualization” is from [19] and [20]. Current mechanisms for representing 

ontologies are closely related and seem to be similar to the object-oriented terminology. A comparison 

of ontology terms and meanings in different contexts is in [21]. The ontological terms have object-

oriented correspondences with similar meanings: concept relates to class, individual to instance, 

property of object to relationship, property of data-type to attribute, schema or ontology to class model, 

and knowledge base to object model. 

In our understanding architecture evolution ontologies represent a common vocabulary for software 

engineers [21] who need to share their information based on explicitly defined concepts. Ontologies 

include the ability to infer automatically transitive knowledge. Our ontological approach has some 

practical reasons:  share the common understanding of service-oriented architecture domains and their 

structures; reuse the architectural knowledge; make architectural requirements, structures, building 

blocks explicit; promote reusability of architectural artifacts; separate the architectural knowledge 

according to orthogonal architectural domains; and classify, analyze, and diagnose enterprise systems 

according to the service-oriented reference architecture. 

For our purpose, as in [17], [18], the ontology is a formal and explicit description of shareable and 

automatically navigable concepts of our architectural domain. For modeling purposes we use UML class 

diagrams to represent concepts, and we describe the attributes as properties (sometimes called roles) 

and role or property restrictions as facets. This ontology structure, together with the instances of these 

concepts, constitutes the knowledge base. Practically the knowledge base is a growing structure, which 

starts with the basic concept structures and is enlarged by more or less an amount of growing number 

of instances. 

We have developed exemplarily metamodels and related ontologies seeded by a student research 

project [22] for the following main architectural domains from the Enterprise Services Architecture 

Reference Cube (ESARC) as a starting and extendable set of work results: Business & Information 

Reference Architecture, Information Systems Reference Architecture, and the Technology Reference 

Architecture. Metamodels are used, as standardized in [23], to define architecture model elements and 

their relationships for the reference architectures of ESARC. Metamodels define models of models. In 
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our approach for architectural modeling we use metamodels as an abstraction for architectural 

elements and relate them to architecture ontologies.  

The Reference Model for Service Oriented Architecture of OASIS [24] is an abstract framework, which 

defines basic generic elements and their relationships of a service-oriented architecture. This reference 

model is not a standard, but provides a common semantic for different specialized implementations. 

Reference models are, as in [24], abstract conceptual models of a functional decomposition of model 

elements together with the data flows between them. Reference architectures, in [25] and [26], are 

specialized models of a reference model. It is a composition of related architectural elements, which are 

built from typed building blocks as the result of a pattern-based mapping of reference models to 

software elements.  

The technical standard of Service Oriented Architecture Ontology from [27] defines core concepts, 

terminology, and semantics of a service-oriented architecture in order to improve the alignment 

between the business and IT communities. Following stakeholders are potential users of the SOA 

ontology, related architecture metamodels, as well as concrete architectural building blocks: business 

people and business architects, architects for the information systems and software architecture, 

architects for the technological infrastructure, cloud services architects and security architects. 

The SOA Ontology in [27] is represented in the Web Ontology Language (OWL) [18]. The ontology 

models the core concepts of SOA as classes and properties. The SOA ontology includes additional natural 

language description of the main concepts and relationships in UML diagrams, which show graphically 

the semantic concepts as classes and the properties as UML associations. The intent of the UML 

diagrams are for explanations only, but are helpful constructs for understanding the modeled domain of 

SOA architecture and more concise than the more spacious formal descriptions in OWL. The SOA 

ontology defines the relationships between semantic concepts, without mentioning the exact usage of 

these architectural concepts. To illustrate the SOA ontology the standard uses examples and 

descriptions of these in natural language. 

The two core concepts of the SOA ontology, as in [27], are: System and Element. These two core 

concepts are generic and often used concepts to define a composite structure of systems that have 

elements. These abstract meaning of systems and elements is used in different specific architectural 

modeling situations. Using the concept “Element” the technical standard associates following core 

properties: uses and usedBy as well as the properties representedBy and represents. The technical 

standard of SOA Ontology defines additional concepts of the SOA Ontology like HumanActor, Task, 

Service, ServiceContract, Effect, ServiceInterface, InformationType, Composition, ServiceComposition, 

Process, Policy, and Event. 

4 A SOA Evolution Ontology 

The starting point for our SOA Evolution Ontology is the Open Group SOA ontology technical 

standard [27], developed by the Open Group in order to provide a common understanding of services 

oriented architectures and help improve alignment between the business and information technology 

community. Compared to other service-related ontologies such as OWL-S, WSDL-S and WSMO that 

focus mostly on the application of service discovery and invocation and composition, the Open Group 

SOA ontology seems a more appropriate point of departure given the maintainer's need to comprehend 

the system at multiple levels. The Open Group Ontology is defined in the web ontology language (OWL) 
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and is ready for extension and population for specific applications. In this ontology, 15 classes and 30 

object properties are defined. The class hierarchy is shown in Figure 2. 

To develop the SOA Evolution Ontology, the Open Group SOA ontology was extended to improve 

support for software maintainers. Specifically, the Service class was sub-classed into InternalService and 

ExternalService classes to distinguish services owned by the maintainer's organization from those owned 

by partners. A maintainer would have much greater information and control for the internal services. A 

ProcessingModule class was added as a subclass of Element to model code components that perform 

the InternalServices. The software artifacts that perform ExternalServices are out of the SOA system 

boundary. A subclass of the top-level Thing class DataItem was added to contain information on every 

data item appearing in service input or response messages (InformationType in SOA ontology). Detailed 

data items would add a lot of information to help a maintainer trace problems located in message 

transmission. The extended class hierarchy is shown in Figure 3. The corresponding object properties 

hasDataItem and isDataItemOf were defined between InformationType and DataItem classes. 

 

 

Figure 2: The Open Group SOA Ontology 
Class Hierarchy 

Figure 2: The Extended Open Group SOA 
Ontology Class Hierarchy 

These extensions enhance the ability of the ontology to support software maintenance queries. With 

the added classes, much more relevant information for maintenance purposes may be stored as 

individuals (the OWL term for class instances) in the ontology and thus be available for future queries. 

In a typical populated ontology for a SOA system, the basic building blocks are service clusters with 

InternalService or ExternalService individual in the centre with ServiceInterface, InformationType and 

DataItem individuals attached directly or indirectly. A service in SOA ontology is different from a service 

in a SOA system. In a SOA system a service (as defined in a single WSDL file) may consist of multiple 

operations while a service in SOA ontology only represents a single operation to simplify the relationship 

between service class (InternalService or ExternalService) individuals and ServiceInterface class 

individuals. With service defined as a single operation, only one ServiceInterface individual is attached to 

a service, which reduces the complexity and confusion. Thus, each InternalService or ExternalService 

individual has a ServiceInterface individual attached to define its interface and each ServiceInterface has 

two InformationType individuals correspond to its input and output messages. Each InformationType 

individual contains multiple DataItem individuals that represent fields in a message. Service clusters are 
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connected by System and ProcessingModule individuals. A System may use multiple services while a 

ProcessingModule may perform an InternalService and use multiple services. In this way, all service 

clusters are connected to form the complete SOA ontology. 

Due to the complexity of a SOA system, the number of instantiated individuals in the extended SOA 

ontology is expected to be beyond the capability of manual population. Fortunately, the design of an 

ontology is capable of accommodating automatic or semi-automatic populations of ontologies, 

depending on the programming language that the SOA system is coded in. In a typical SOA system, most 

of information need for the ontology population is defined in standard WSDL, XSD, and optional BPEL 

files. Everything in a service cluster can be found in a single WSDL file and its related XSD files. With 

these, Services (belonging to InternalService or ExternalService classes) are instantiated to generate 

ontology individuals with their related ServiceInterface, InformationType and DataItem individuals. The 

individuals of these five classes can be populated from the WSDL and XSD files automatically or semi-

automatically. Individuals belonging to these five classes consist of the biggest portion of the whole 

populated ontology. The rest, which is a small portion of individuals, belong to the System and 

ProcessingModule classes, will be populated to connect the service clusters. Here, the automatic 

population is possible under specific circumstances (for example, a system all written in BPEL), but it will 

not be easy because of the relationships that exist in programs written in different programming 

languages. So the invocation and dependence of relationships between services have to be manually 

extracted from source code to complete the ontology population. Fortunately, it is likely to be only a 

small portion of the total number of individuals and relationships. 

5 Case Study 

To illustrate the use of the SOA Evolution Ontology, we populated it for a small publicly available SOA 

composite application called WebAutoParts that has been used in earlier studies [17]. WebAutoParts is a 

hypothetical online automobile parts startup that uses an agile development strategy. Instead of writing 

large amounts of specialized code, commercial SOA services from well-known vendors are orchestrated 

using a relatively small amount of in-house BPEL. This application provides an order processing workflow 

in which incoming orders are first checked to confirm that inventory is available, then sales tax and 

shipping are computed, and finally the order is stored and a note placed in a message queue to trigger 

order fulfillment (packing and shipping). 

Vendor services are represented by their real WSDLs and include Amazon's SimpleDB and SQS simple 

queue services, a state sales tax service from strikeiron.com, and a shipping cost service from 

ecocoma.com. In-house services have XSDs for data types and WSDLs that were generated from BPEL 

code. The BPEL itself is stubbed since runnable code would require setting up paying accounts with each 

of the vendors. Table 1 lists the sizes of the artifacts that describe WebAutoParts.  
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Table 1:  Artifacts for WebAutoParts 

 

Most classes of the SOA Maintenance Ontology could be populated automatically by parsing the BPEL, 

WSDL and XSD artifacts. However for this small test system the individuals were generated by hand, 

with the help of a few special-purpose scripts. The resulting individuals are as shown in Table 2.  

Table 2:  Populated SOA Maintenance Ontology 

 
One way to think about the contribution of the ontology is that it easily provides the maintainer with 

deep knowledge about the individuals in the system, as opposed to the shallow knowledge provided by 

simple textual search. For example, while the maintainer could use the find command in an editor to 

locate an XML tag containing tax Rate in an XSD, it would be much more informative to locate the 

corresponding individual in the ontology. The class of the individual immediately tells the maintainer he 

is dealing with a DataItem, and simple transitive queries can show him what Information Types it 

belongs to, the interfaces that use them, and the services that have those interfaces. 

For each class in the ontology we defined a small packet of deep knowledge that we think would be of 

most use to display to a maintainer. We also defined a parameterized query to collect that deep 

knowledge (see Table 3).  
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Table 3:  Suggested deep knowledge for each class in the ontology 

 

To see how the ontology and the deep knowledge queries would be useful, consider three plausible 

maintenance scenarios for WebAutoParts: 

Scenario A: Some errors have been encountered in the shipping costs computed when WebAutoParts 

processes orders. A Software Engineer is trying to understand how WebAutoParts gets shipping costs 

and what data is exchanged as part of that operation. Thus he needs to locate where the "shipping" 

concept is located in the system. Correct conclusion: Shipping costs are calculated by external service 

GetUSPSRate. If there are errors, this would be the service to check. 

Scenario B: WebAutoParts has been dealing exclusively within the United States but now plans to enter 

other countries. One of the many changes requires understanding how the application uses American 

zip codes since Software Engineers will now have to modify the software to handle other kinds of postal 

code. The Software Engineer needs to locate where the "zip code" concept is located in the system. 

Correct conclusion: WebAutoParts will need to make changes to the way it computes shipping costs 

(currently done by external service GetUSPSRate) and to how it calculates local taxes (currently done by 

external service GetTaxRateUS). 

Scenario C: Amazon is retiring their SimpleDB and replacing it with a new database offering. The 

Software Engineer needs to understand how the SimpleDB services are used in WebAutoParts. Correct 

conclusion: SimpleDB is used in two places. Its GetAttributes service is used by the 

InventoryRespository.bpel processing module while its PutAttributes service is used by the 

OrderProcessing.bpel processing module. 

For each scenario the relevant individuals in the ontology can be found by a simple text search on 

"shipping", "zip" or "SimpleDB" (See Table 4). Then the packaged queries can be applied to each 

individual and the correct conclusions can be reached immediately. 

For comparison, we asked a Software Engineer with Web Services experience to check how the same 

conclusions could be reached by a sequence of conventional searches on the WebAutoParts artifacts. 

For each search the Software Engineer used either a Unix "grep" search when he had to scan multiple 

files, an editor's search command when he had the problem narrowed down to a single file, or he 

scrolled multiple pages in a file when he needed to understand the nesting of XML elements. The 

starting points were the same text searches as used on the ontology. The Software Engineer tried to find 
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the shortest sequence of searches that would rigorously arrive at a correct conclusion. For each search 

he counted the number of places in the artifacts that matched his query and categorized them as: 

o Useful, if they either provided him with the information he wanted or with a good starting point 

for the next search, or 

o Non-useful, if they had to be examined and discarded. 

Table 4:  Comparison of Ontology and Conventional Searches 

 

The results of the comparison are shown in Table 4. As can be seen, using the ontology drastically 

reduces the amount of work needed to arrive at correct conclusions about the software. 

6 Ontology-Based Visual Interface for SOA Maintenance 

The Semantic Web enables machines to comprehend semantic documents and data, not human speech 

and writings [28]. The Semantic Web provides an infrastructure that enables not just web pages, but 

databases, services, programs, sensors, personal devices, and even household appliances to both 

consume and produce data on the web [29]. Knowledge is represented in ontologies as triples. Triples 

consist of Subject, Predicate, and Object. For instance, John Smith likes Florida. “Likes” is a relationship 

between the subject John Smith, and the object Florida.  

There are 267 triples in our ontology. Some of them are:  

AmazonSimpleDB.GetAttributes.Interface – isInterfaceOf - AmazonSimpleDB.GetAttributes. 

AmazonSimpleDB.PutAttributes - hasInterface - AmazonSimpleDB.PutAttributes.Interface.  

We developed a tool “Semantic Browser” that uses ontologies for annotating documents with semantic 

information. The semantic browser tool has three parts: document indexing, annotation, and traversing 

documents. For the document indexing, we use some Java classes, i.e., Map, HashMap, HashSet classes 

in the Java API. We put all the documents we want to index in a folder. We select this folder from the 

Semantic Browser tool. We index these documents with the keywords retrieved from the ontology. 

There are 114 individuals in the ontology, e.g., “AmazonSimpleDB.PutAttributes”, 

“AmazonSimpleDB.PutAttributes.Interface”, “USPS.GetUSPSRate.In.ZipDestination”. These individuals 

are used to index the documents. After the documents are indexed, for a given keyword, the Semantic 

Browser tool returns the list of documents in which the keyword occurs.  
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Figure 4: A Screenshot of Semantic Browser Tool 

The second part of this Semantic Browser tool does the annotation automatically by processing all of the 

files in a folder and annotating them. The tool then looks for the individuals from the ontology in the 

content of the document. These terms are tagged with an html tag. For instance, the term 

“InventoryRepository” in the document becomes: 

<a href="InventoryRepository.Module">InventoryRepository</a>. 

The third part of the Semantic Browser tool does traversing. Figure 4 shows the traversing component of 

the tool. It allows users to search for related information based on knowledge captured by the ontology. 

Let's say as a Software Engineer, you are looking for documents containing "GetUSPSRate" and what 

interfaces it has. 

You do an initial query on "GetUSPSRate" and are offered several files containing the term 

"GetUSPSRate" in them. Assume the "OrderProcessing.bpel" file contains "GetUSPSRate", and the user 

selects this file. The content of the file appears in the Semantic Browser. The named entities, which we 

have in our ontology, appear highlighted and underlined. You click on the "GetUSPSRate" in the text, 

and are offered some relationships, such as: "is a", "has interface". You select "has interface" 

relationship from the list, and are offered a list of interfaces, which come from the ontology. You select 

"USPS.GetUSPSRate.Interface" from the list, and are offered all of the files which contain the term 

"USPS.GetUSPSRate.Interface". After clicking one of the file names from the list, the content of the file 

appears in the browser.  

Consider Scenario C explained in Section 5 let’s see how we reach the same conclusion by using the 

ontological model. By a simple text search on "SimpleDB", we find the relevant individuals in the 

ontology. We start with the “AmazonSimpleDB.GetAttributes”. By querying the ontology, we retrieve 

two triples from the ontology, which have the “AmazonSimpleDB.GetAttributes” as the subject of the 

triples. These two triples are: 

AmazonSimpleDB.GetAttributes -> usedBy -> InventoryRepository.Module 

AmazonSimpleDB.GetAttributes -> hasInterface -> AmazonSimpleDB.GetAttributes.Interface 
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We make another query at the document indexing part of the Semantic Browser tool to find in which 

document the “InventoryRepository.Module” occurs. As a result, we find that the 

“InventoryRepository.Module” occurs in the InventoryRepository.bpel file.  

One of the benefits of the Semantic Browser tool is to provide semantic links as opposed to physical 

hyperlinks. Although there was no physical links between the documents, after processing the 

documents, the documents become linked through the semantic relationships that come from the 

ontology. 

7 Conclusions 

In conclusion, maintenance of SOA systems presents many challenges. In this paper, we argued that an 

ontology-based approach could ease the difficulties of maintenance and introduced an extended SOA 

Ontology that can be populated with information about any specific SOA-based system. The extensions 

provide the maintainer with more knowledge of the system, hence more control over the services, 

traceable steps, and the ability to support software maintenance queries. This ontology extends the 

Open Group SOA Ontology so it should be compatible with other tools based on this standard. As a first 

application of the SOA Evolution Ontology we proposed a Semantic Browser tool to aid a maintainer in 

navigating the many artifacts that describe a SOA system. We illustrated the approach by populating the 

extended SOA Ontology to model WebAutoParts, an example SOA system.  
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ABSTRACT 

In this paper we deal the building blocks of the computer simulation of the multiphase flows. Whole 

simulation procedure can be viewed as two super procedures, the implementation of VOF method and 

the solution of Navier Stoke’s Equation, Moreover, a sequential code for a Navier Stoke’s solver has 

been studied.   

Keywords: Bi-Conjugate Gradient Stabilized (Bi-CGSTAB), SIMPLE algorithm, Krylov Subspace, ILUT 

function, Preconditioner, multifluid flows 

1 Introduction 

The solution of multifluid model have been developed in this studies. Implementation of both steps of 

VOF (PLIC) method have been derived. The SIMPLE algorithm is used for solving the momentum 

equation generates large sparse linear systems of equations. These methods are solved by iterative 

method such as K-S methods. On the other hand convergence rate of this method can be accelerated by 

preconditioning techniques. Development and improvement of numerical schemes have encouraged 

researchers to investigate almost every branch of fluid dynamics and its application to real life problem.  

Multiphase flows occur in mant industrial and natural phenomena, petroleum refining [1], biological 

flows [2] and interaction of air with the sea surface [3]. The simulation of multiphase fluid flows in one 

of the most challenging problem in CFD as it involves in modeling of sharp interfaces separating multiple 

fluids. The numerical simulation—into fluid flow modeling and multiphase modeling in Fig. (1) 

 

Figure 1: PDE to Linear System 
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The fluid flow properties (velocity, pressure, etc.,) can be represented by partial differential equations 

such as N-S equation. Furthermore, numerical solutions of these equations constitute fluid flow 

modeling. Multiphase modeling involves defining the interface between various phases and then 

calculating the flux in all directions by using the solution from fluid flow model.     

2 Multiphase modeling 

Maintaining sharp interface during fluid transportation is a difficult task in the modeling of interfacial 

flows [4]. The interface between two phases can be modeled by scalar transport equation [5]. The 

modelling involves the construction and movement of the interface. An effective approach for interface 

modeling is interface capturing, we study a VOF method based on interface capturing approach has 

been applied. This method has two steps reconstruction and advection of the interface between two 

fluids [6-7]. Moreover, the interface is established by calculating the volume fractions of each fluid. The 

transportation algorithm is employed for the movement of the interface. The main challenging of the 

modeling of the interfacial fluid flow is the implementation of a method which can efficiently move the 

sharp interface without stretching and wrinkling [6] [8].   In the latter step the interface is approximated 

by a straight line (a plan 3 dimension) [9]. On the other hand, the area of the geometrical shape 

represented by triangles or rectangle below the lines is calculated to evaluate the volume of the fluid 

based on the position of the interface. The interface is approximated in the subsequent time steps by 

using the volume of fluid of the previous time step and this is where time difficulty maintaining the 

sharpness of the 8interface in the interface approximation arises [10].  

3. Interface Reconstruction In the volume of fluid (PLIC) method, the interface between two fluids in a 

grid cell is approximated by a line segment which intersects the cell’s faces.  But the line segment divides 

the cell into two parts- each of them containing one of the two fluids as shown in polygon ABFCGD in 

Fig.(2), the notations are as flows, 

 

Figure 2: Cell ABCD is cut by the straight line EH and contains fluid 2 in region ABFGD  

Rectangle ABCD, represents a grid cell, dx the length of the cell in X direction, dy the length of the cell in Y direction, line EH 

approximation of the interface, polygon ABFGD: volume of one fluid in the cell and α/m_1, projection of the segment EH on the 

X axis. 

The general equation of straight line L1 with normal m ̃ may be represented as; 

m1x+m2y = 0                                                                              (1)  

Where m1 and m2 are the components of the normal vector in the x and y directions respectively and α 

being the constant which is related to the distance of the line from the origin.  The coordinate at the 
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points at which the line intersects the axes X and Y are respectively (α/m_1, 0) (0, α/m_2) to the points E 

and H in Fig. (2).  

However, in the simulation the values of volume fractions are provided initially for all the cells. But at 

the next time step the fluid mixture moves and the interface changes its position and hence new values 

of the volume fractions have to be calculated. In order to evaluate the volume fraction of one fluid in a 

cell, one has to calculate the area below the line L1, polygon ABFGD in Fig. (2). 

2.1 The Estimation of the Normal Vector 

In the first part of reconstruction, a normal vector is estimated by a nine-point finite difference formula 

[6] 

𝒎 =  𝛁𝑪                                                                      (2) 

Eq. (2) represents the gradient of the colour function C in the direction of coordinates axes. The discrete 

approximation to Eq. (2) is given by 

𝐶 = (
∇𝑥       𝐶
∇𝑦       𝐶

)  ≡  (
𝑚1
𝑚2
)                                                                  (3) 

Where ∇^x and ∇^y denotes the gradient in the x and y direction respectively. For approximating the 

values of these gradient terms, we choose eight nearest neighbors in 2 dimension all the neighbors 

sharing the vertex,  [11]. For a uniform mesh, in a grid cell at location (i, j), the gradient terms of Eq.(3) in 

the coordinate form can be expressed [6] 

( 𝑚1 )𝑖,𝑗 = 
1

𝜕𝑥
(𝐶𝑖+1,𝑗+1 + 2 𝐶𝑖+1,𝑗 + 𝐶𝑖+1,𝑗−1 − 𝐶𝑖−1,𝑗+1 − 2𝐶𝑖−1,𝑗 − 𝐶𝑖−1,𝑗−1 )                           (4) 

( 𝑚2)𝑖,𝑗 = 
1

𝜕𝑦
(𝐶𝑖+1,𝑗+1 + 2 𝐶𝑖 ,𝑗+1 + 𝐶𝑖−1,𝑗+1 − 𝐶𝑖+1,𝑗−1 − 2𝐶𝑖,𝑗−1 − 𝐶𝑖−1,𝑗−1)                            (5) 

Eq.(3)-(4) represents the normal vector estimation formula for x, y directions [7], this scheme produces a 

good estimation of the normal vector. An investigation of accuracy test of different normal estimations 

schemes have been demonstrated [11] that the linear fit (using the nine-point) stencil produce the same 

order error as other methods such as quadratic fit which require more computations. 

2.2 The calculation of VOF from the normal vector and the line constant 

⌂ ABFGD = ∆𝐴𝐸𝐻⏟  
∆𝑏𝑖𝑔

 − ∆𝐵𝐸𝐻⏟  
∆1
− ∆𝐵𝐸𝐻⏟  

∆2
                                                        (6) 

Area=
𝛼2

2𝑚1𝑚2  ⏟      
∆𝑏𝑖𝑔

  {1 − 𝐻(𝛼 −𝑚1 𝑑𝑥) (
𝛼−𝑚1𝑑𝑥

𝛼
)
2
−  𝐻(𝛼 −𝑚2 𝑑𝑦) (

𝛼−𝑚2 𝑑𝑦

𝛼
)
2

⏟                
Δ2

   }                       (7) 

where H(x) be the Heaviside step function  

H(x) = 0     x < 0; 1      x > 0                                                            (8)   

Eq.(6)-(7) calculates the area below the line in Fig.(2) , the procedure for calculating area below the line 

in two cases for the x direction using Eq.(7) the case of a line with positive slope intersecting the grid cell 

at the axes as shown in Fig.(3) represents the three triangles 
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Figure 3: Line of Positive slop intersects the cell faces 

𝚫𝒃𝒊𝒈− triangle BEH, 𝚫𝟏 − triangle AEF,  𝚫𝟐− triangle CGH 

Now the area of the polygon ⌂ is required to calculate the actual volume of the fluid contained in the 

cell.   

Δ
𝑏𝑖𝑔= |0.5 ×(𝑑𝑥+ 

𝛼
𝑚1
) 𝑓2|

 

Δ
1= |0.5 ×

𝛼
𝑚1
 
𝛼
𝑚2
  |

 

Δ2  =  Δ
𝑏𝑖𝑔 

(𝐶𝐻)2

   (𝐵𝐻)2
 

Δ2  = Δ
𝑏𝑖𝑔

{ (𝑓2− 𝑑𝑦)
2}

𝑓2
2 =  Δ𝑏𝑖𝑔    ( 1−

𝑑𝑦
𝑓2
)2  

 

(
𝛼

𝑚1
< 0) ⇒ ℎ1 = 1 𝑎𝑛𝑑  (𝑓2 − 𝑑𝑦) > 0 ⇒ ℎ2 = 1   

Area = ∆𝑏𝑖𝑔 {1 − ℎ1. ∆1−ℎ2.  ∆2}                                                          (9) 

In Eq.(9) h1 and h2 represents the Heaviside step-function H(α —m1dx),   

H (α —m2dx) respectively. A clearer picture of this case is depicted in Fig.(4). 

 

Figure 4: Line of negative slop intersects the cell faces 
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∆𝑏𝑖𝑔= 0.5 ×  
𝛼 × 𝛼

𝑚1 𝑚2

 

    Δ1 =  ∆𝑏𝑖𝑔   (
𝐵𝐸

𝐴𝐸
)
2

=   ∆𝑏𝑖𝑔  ×  ( 

𝛼
𝑚1

− 𝑑𝑥

𝛼1
𝑚1

)

2

 

Δ2 = ∆𝑏𝑖𝑔   (
𝐷𝐻

𝐴𝐻
)
2

=  ∆𝑏𝑖𝑔  ×  ( 

𝛼
𝑚2

− 𝑑𝑦

𝛼2
𝑚2

)

2

 

Δ2 = ∆𝑏𝑖𝑔  ×  ( 
𝛼 − 𝑚2𝑑𝑦

𝛼
)
2

 

(𝛼 − 𝑚1𝑑𝑥) > 0 ⇒ ℎ1 = 1 𝑎𝑛𝑑 (𝛼 − 𝑚2𝑑𝑦) > 0 ⇒ ℎ2 = 1 

Area = ∆𝑏𝑖𝑔  {1 − ℎ1.  Δ1 − ℎ2.  Δ2} 

From the Eqs. (9)-(10) it has been demonstrated that when the line intersects the cell such that it 

generates two small triangles. But other cases may arise when there is only one triangle h1= 0 or h2= 0 

or there is no triangle present at all as such h1=h2=0.   

2.3 Performance of Preconditioners   

The preconditioners accelerates the convergence rate of the Krylov-Subspace method. During 

simulation the matrix is being generated at each time step. Thus the matrix entries changes at each time 

step which changes the matrix properties. In this study, the Bi-CGSTAB method has been employed 

because it has been found in literature to provide small convergence for non-symmetric matrices. Now 

the effects of preconditioners applied to the Bi-CGSTAB method implemented on different problem are 

demonstrated.  

To simulate multifluid flow, the VOF method has been implemented. This method treats the mixture of 

two fluids as one fluid which is determined by the interface.  During the advection the mesh is kept fixed 

and the interface is reconstructed from the values of the colour function and its gradient in a grid cell. 

These values contribute to the calculation of the coefficients matrix entries.   

Since the fluid moves at each time step, it has been observed that the magnitude of the matrix entries 

change because of the changes in the interface position. Due to this change the condition number- the 

ratio of the highest to the lowest eigenvalues of the matrix may vary.  

A matrix with high condition number makes Krylov-Subspace solvers converge slowly and so, in order to 

increase the convergence rate preconditioning techniques are applied [12-13]. Incomplete to L-U 

Symmetric Successive Over Relaxation (SSOR), Diagonal Scaling (DS) are the are the most appropriate 

preconditioners for the solvers. 

3 Computational Complexity 

In ILU factorization, the original matrix A is decomposed into two matrices L and U. Its Algorithm in 

dense format is shown in 4.1. In this Algorithm, there three nested for loops required (Steps -1, 2 and 9), 

these nested loops  

1 for ( i = 0 to n)     
2 for (j = i+1 to n) do  
3 Uj,i = A j,i  ;  



A.K Borah and P.K Singh; An Analytical Approach of Computational Complexity for the Method of Multifluid 

Modeling. Transactions on Machine Learning and Artificial Intelligence. Volume 2 No 6 Dec, (2014);pp: 91-98 
 

URL:http://dx.doi.org/10.14738/tmlai.26.560            96 
 

4 if (Uj,i = = 0.0) then   
5 Lj,i  = 0.0 ;  
6 else 
7 L_(j,i=) U_(j,i)/U_(i,i)    ;  
8 end if 
9 for (k = i+1 to n) do  
10 if (Uj, k ≠ 0.0) then  
11 Uj, k  — = L j, i X Ui, k   
12 end if 
13 end for  
14 end for  
15 L i,, i = 1.0 ;   
16 end for  

Algorithm 4.1 Dense ILUT algorithm [14] generates the data depending of the matrix elements of L and 

U. This depending implies that for calculating the elements of the (i+1)th , (i+2)th  rows, the elements 

from the ith or previous row are required . Further, this data dependency is a hindrance to parallelizing 

the Algorithm [15]. In the parallel version the matrix is divided into different parts which are available on 

different processors of the parallel computer [16]. Therefore, the elements of previous rows may not 

available on the same processor and those elements have to be brought from other processors.    

In Algorithm 4.1 there are three for loops, its computational complexity can be calculated by observing 

the number of counts in each loop. The outer loop runs from 0 to (n—1) and other loop run from (i+1) to 

(n—1). The total number of counts can be expressed 

∑(𝑛 − 𝑖)2
𝑛

𝑖=0

 

Which has complexity has order 𝒪 (𝑛3 − 𝑛2) but in algorithm ILUT algorithm in diagonal format, there is 

one for loop so its complexity is given as𝒪(𝑛)́ . Moreover, the matrix vector product in Algorithm 

requires only one for loop. Therefore, its computational complexity can also be given as n. 

The computational complexity of the matrix-vector products in other sparse formats [17-18] are 5n. 

4 Discussion and Conclusion 

The main conclusions can be summarized from the above studies:  

(i) the diagonal format occupies less memory storing penta diagonal matrices.  

(ii) solving the linear system consumes most of the computational time of the simulation. 

(iii) a short description of the iterative methods has been investigated. 

(iv) the Bi-CGSTAB method requires four inner products and two matrix vectors products.  

(v) these products are developed a diagonal format reducing the computational complexity of the 

solver.  

(vi) the need for preconditioners has been highlighted.  

(vii) the main computational steps of Krylov-Subspace methods have been demonstrated. 

(viii) the parallel Bi-CGSTAB method has been integrated into Navier Stokes solver. 
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Furthermore, the all the parallel computational tools (C++ code with MPI) for simulating the multiphase 

flow phenomena have been investigated. In the future work, we will further improve the algorithm.  
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ABSTRACT 

This paper presents an algorithm to remove random impulse noise in a digital grayscale image based on 

fuzzy logic approach. Numbers of filters are used to remove noise using fuzzy rules. Filter window used 

the local statistic to determine local weighted mean. Pixel that are detected noisy are filtered, other 

pixels are remain unchanged. Experimental results show that this method has better performance than 

other state of the art filters. The effectiveness of this method is 44.95 in terms of peak-signal-to-noise-

ratio. 

Key words: fuzzy logic, image denoising, impulse noise, filter. 

1 Introduction 

In today’s information world image act as an information carrier like navigation system traffic 

observation. Images are captured by use of satellite system video camera, mobile and other acquisition 

devices. It may likely possible images are corrupted, blurred or degraded due to bad acquisition of 

images, transmission of images in electromagnetic fields or bad recording[1]. Image consists information 

and since image is corrupted hence some useful information of in images are removed or image is less 

informative. Different types of noise are identified; some of them are impulse noise, additive (Gaussian) 

noise and multiplicative noise. In impulse noise pixel value is replaced by a fixed value either maximum 

value or minimum value sometimes it may be a random value using random distribution [2]. In additive 

noise a fixed value is added to each pixel to the image, added value is generated using Gaussian 

distribution hence it is commonly referred as Gaussian noise. In literature many of them deal with 

Gaussian noise. In this paper we have to concentrate on impulse noise. During literature many filter 

found that deal with still image corrupted with noise [3-5]. Several works have been done on fuzzy logic 

which has better performance compared to non-fuzzy approaches [6-8].  Many filter found that describe 

video image corrupted by Gaussian (additive) noise [9-12]. Analogously it is necessary to made 

distinction between filters for color image and gray scale image, filters for gray scale can be used in RGB 

color image by applying filter on each of the color band separately. Here we present a method for noise 

removal on a gray scale image. 

The paper is structured as follows: in Section 2 describe the methodology and different steps in the 

actual filtering process are detailed in proposed method .Section 3 gives the experimental results. 

Finally, in Section 4 paper is concluded. 
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2 Proposed Denoising Algorithm 

Consider is a grayscale image to be processed; w is a filtering window of pixel. Filtering window as in 

figure 2.1 below centered at is surrounded with no of neighbor points of different layer. Points at 

vertical and horizontal direction of outer layer 1 is stored in and points at diagonals are stored in, 

similarly points of layer 2 are stored in & and points of layer 3 are stored in &. In each no of noisy points 

are find out and stored in an array named. 

 

Figure 1: Filter window of size 7*7. 

],,,[ 11111 EWSNvec        (1) 

],,,[ 11112 SESWNENWvec       (2) 

],,,[ 22223 EWSNvec       (3) 

],,,[ 22224 SESWNENWvec       (4) 

],,,[ 33335 EWSNvec       (5) 

],,,[ 33336 SESWNENWvec       (6) 

],,,,,[ 654321 valvalvalvalvalvalvec       (7) 

Where, ival  is no of noisy points in any vector ( ivec ) is calculated by using count () method as described 

below for i=1 to 6. 

)( ii veccountval 
 

 (8) 

vec is provided as input to the fuzzy inference system to evaluate fuzzy rules. If ),( yxF is corrupted 

and points of 1vec  is noiseless than mean value of 1vec  is used to assist the restoration of noisy pixel, 

but if 1vec is corrupted than 2vec is used to assist new value to noisy point. It is not necessary for any 

ivec  that all points are noiseless or corrupted. To solve this problem fuzzy logic is used. Fuzzy rules are 

used to find the ivec , which are responsible to restore the noisy pixel. Filter window is 77 here but 

for pixel at corner a limited filter of 55 and 33 size is used.  
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Figure 2: Experimental result with Lena image (a) standard Lena image, (b) noisy image with 30% impulse noise, 
Restoration result by corresponding (c) FIRE[16], (d) BDND[17], (e) DWM, (f) LUO, (g) FMEM, (h) SAM, (i) 

PROPOSED METHOD filters. 

 

 Figure 3: Experimental result with Gold Hill image (a) standard Gold Hill image,  (b) noisy image with 
30% impulse noise, Restoration result by corresponding (c) FIRE[16], (d)BDND[17], (e) DWM, (f) LUO, (g) FMEM, 

(h)SAM, (i) PROPOSED METHOD filters. 
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Figure 2 presents visual quality of resultant denoised image of various methods. Figure 2 (a) shows the 

original lena image. Figure 2 (b) shows 30% noisy lena image. Figure 2 (i) shows the resultant image of 

proposed method. Remaining figures are output image of described methods.  Figure 3 shows the 

corresponding original noisy and output image of standard gold hill image.  

3 Result & Discussion 

Experiment is performed on two standard image of Lena and gold hill image. Value of peak-signal-to-

noise-ratio (PSNR) and mean square error (MSE) in images is calculated on the basis of below equation 

(1) and equation (2). 
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
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PSNR values of denoised image of various methods at different noise density are detailed in table 1 

using standard lena image. It is clear from the results that lower the noise density, higher PSNR value. 

PSNR values are linearly decreasing order with respect to increasing noise level. PSNR value of all 

methods in table 1 is also calculated in another image gold hill image. In both table 1 and table 2 FIRE 

and DWM have greater signal to noise ratio corresponding to all other methods. 

Table 1: Performance Comparisons of PSNR Value in Lena Image 

Method 10% 20% 30% 40% 50% 

FIRE [14] 35.16 31.49 28.96 26.63 24.49 

BDND [15] 23.64 20.41 18.55 17.06 15.78 

DWM [16] 34.82 31.30 29.24 27.05 25.33 

LUO [17] 30.71 24.98 21.73 19.37 17.46 

FMEM [18] 34.19 28.68 23.73 20.96 17.99 

SAM [19] 22.25 19.24 17.47 16.26 15.29 

CURRENT METHOD 44.95 42.41 41.18 39.78 38.99 

Mean Square Error MSE of resultant denoised image by use of different filtering methods in standard 

lena image is tabulated in table 3. Unlike PSNR, MSE values are increasing linearly for corresponding 

noise density. DWM and current methods have better MSE at higher noise level. Table 4 also describes 

the MSE values for all method in previous table in gold hill image. In gold hill image LUO and current 

methods have better result.  
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Table 2: Performance Comparisons of PSNR Value in Gold Hill Image 

Method 10% 20% 30% 40% 50% 

FIRE [14] 34.43 31.13 28.51 26.43 24.39 

BDND [15] 23.07 19.95 18.10 16.54 15.38 

DWM [16] 34.20 30.66 28.83 26.42 24.95 

LUO [17] 30.02 24.68 21.36 19.00 17.15 

FMEM [18] 31.90 27.52 23.32 20.57 17.71 

SAM [19] 22.02 19.08 17.27 16.04 15.05 

TLIDE 33.95 29.06 23.67 20.77 16.49 

PROPOSED  44.69 42.87 40.96 39.79 38.84 

Table 3: Comparison of MSE Value in Lena Image 

Method 10% 20% 30% 40% 50% 

FIRE [14] 1.01 2.11 3.38 4.93 6.89 

BDND [15] 3.03 6.36 9.85 13.99 18.82 

DWM [16] 0.80 1.69 2.68 3.91 5.53 

LUO [17] 0.98 2.83 5.48 8.99 13.55 

FMEM [18] 1.42 2.22 3.86 6.57 10.73 

SAM [19] 3.82 7.76 11.56 13.49 19.48 

TLIDE 0.80 1.92 4.27 7.89 16.06 

PROPOSED 1.61 2.90 3.84 5.31 6.37 

Table 4: Comparison of MSE Value in Gold Hill Image 

Method 10% 20% 30% 40% 50% 

FIRE [14] 1.10 2.28 3.61 5.22 7.27 

BDND [15] 3.38 6.98 10.80 15.36 20.27 

DWM [16] 0.98 2.09 3.37 5.01 7.06 

LUO [17] 1.26 3.26 6.12 9.88 1.46 

FMEM [18] 2.24 3.19 4.93 8.05 12.36 

SAM [19] 3.99 7.95 12.03 16.10 20.34 

TLIDE 0.98 2.27 4.78 8.43 16.60 

PROPOSED 1.71 2.61 4.05 5.31 6.60 

PSNR, MSE and run time (RT) value of proposed method is described in table 5(a) in standard lena 

image. Highest PSNR value is 44.95 which is better compare to all other methods as in literature. MSE 

value should be as possible as smaller, is 1.61 at 10% noise in lena image. Column 4, RT shows time 

required in mile seconds to remove impulse noise from the noisy image.  Proposed method requires 135 

msec at 40% noise density. Table 5(b) presents corresponding PSNR, MSE and RT values in gold hill 

image. In order to noise density, PSNR is linearly decreasing and MSE is in increasing order. 
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Table 5: Determination of the PSNR, MSE & RT Values in (a) Lena Image, (b) Gold Hill Image. 
 

 

 

 

 

4 Conclusion 

In this paper we present fuzzy logic based noise removal, detail preserving restoration method. This is 

the ultimate filter for removal of impulse noise. Even at very high noise density image details texture 

and edges are preserved. The proposed method for image enhancement is sufficient but the future 

work is to develop a method for image enhancement in RGB color image and video sequenced image. 
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ABSTRACT 

Risk management (RM) is one of the main IS governance pillars. However, to remain a center of profit 

and cost optimization for the company, this activity must be evaluated, monitored and improved 

continuously. Hence the interest to develop an IS risk management maturity model. This paper aims to 

address this need by providing the ISR3M (Information System Risk Management Maturity Model) 

model. After a summary of literature review, it presents the design approach, then describes the model 

and evaluates it. 

Keywords: Information system, risk management, Maturity, Maturity model, Focus Area structure. 

1 Introduction  

Information System (IS) risk management contributes to the protection of the IS assets. It saves the 

organism from the losses caused by the emergence of unwanted events having an incidence on the IS 

objectives and consequently on its strategy. It also has an important role in making good decisions about 

entering new opportunities. In addition, it promises an optimal allocation of resources [1]. However, it 

presents a set of challenges for both professionals and researchers.  

Indeed, a primary mission of Risk Managers is to help companies maximize profit through minimizing 

the cost of risk [2]. The latter being a combination of the cost of risk management and loss due to their 

eventual realization [3].  

But "we can control only what we can measure" and we can measure only what we know. The first 

challenge is then raised to know the status of the IS risk management. The second challenge is to 

improve this activity to ensure efficiency and continuity of its implementation.  

The present article aims to answer these challenges by proposing the ISR3M (Information System Risk 

Management Maturity Model) maturity model for IS risk management. This model has for objective to 

evaluate the maturity of risk management and ensure its continuous improvement through the 

implementation of small changes, frequent, incremental, quickly obtained [4] and guided by kaizen 

philosophy of "better than yesterday, less than tomorrow".  

The second section presents a summary of literature review. It evokes the problems covered by section 

as well as a comparative study of existing solutions. The third section describes the approach adopted 
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for the ISR3M design. This is the MMDPIS process [5]. The proposed model is presented in fourth and 

fifth sections and evaluated in sixth section. The paper is concluded in section seven.  

2 Literature review  

The interest of IS maturity models increases both for the researchers and for the professionals. 

However, their development and adoption still face several problems [6] especially for IS risk 

management discipline. There are two natures of problems.  

The first is related to the definition of the studied field. Indeed, one of the problems hindering the IS risk 

management is the ambiguity that prevails. In IS, the risks interpretations differ from community to 

community [1]. In addition, IS risk management does not cover all aspects of the IS and is, in most cases, 

related to IT aspects.  

The second problem is related to the model design. The latter presents numerous points of 

improvement such us:  

 Lack of satisfactory answers to the implementation of improvement actions: the objective of the 

maturity assessment models is to identify gaps that could be filled by improvement actions [7]. 

However, most of these models do not describe how to effectively carry out these actions to 

deal with identified gaps ([8], [9], [10]).  

 Falsified Certainty given to the decision-makers: another one critical, often shown, is that 

maturity models can give in the decision-makers a "falsified certainty" regarding the diagnosis 

and the evaluation of maturity. This report can be due to the carelessness of certain important 

aspects of the studied domain. It is also due to the very limited understanding of the reality ([8], 

[9]). For example, ([11]), [12], [13], [14]) qualify the models of maturity as "recipe stage by 

stage" which simplify excessively the reality.  

 Poor theoretical basis: The third point considered by [15] as the most important criticisms of the 

existing maturity models are their poor theoretical basis. Indeed, most models are based on 

"best practices" or "success factors" from projects that have favorable results to a company or 

an industry [8]. Thus, to be consistent with the maturity model would not necessarily guarantee 

that the company would be successful [8]. There is no agreement on a "right way" to ensure a 

positive result [16].  

 Lack in tests of model validity: According to [12], the ambiguity noted in results of maturity 

models lies in the insufficient emphasis on models testing in terms of validity, reliability and 

genericity. [8] confirms this and thinks the maturity models are a foundation that lack of 

experimentation.  

 Not adequacy to the specific needs: other criticisms refer to the multitude of almost identical 

maturity models and to the not thoughtful adoption of the CMM main plan ([17], [18], [19]). The 

carelessness of the specific needs can hinder the achievement of the objectives of the maturity 

model. In the same line, [10] think that the maturity models must be customizable, because the 

internal and external characteristics can limit the applicability of a maturity model in its 

normalized version [19]. On the other hand, the design of the model in question must consider 

the context in which it will be deployed. The context is "all information that can be used to 

characterize the situation of an entity" [20].  
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 The high level of formalism: [21] think that too much emphasis on the formalization of 

improvement activities accompanied by extensive bureaucracy can block people innovation. 

[13] postulate that maturity models should not focus on one level sequence to an "end state" 

predefined, but on factors driving the evolution and change. The exaggerated formalism can 

also urge to remain motionless on a single path of improvement. In such cases, the models of 

maturity tend to neglect the potential existence of several paths so advantageous [22] and being 

able to better answer the possible evolutions in studied IS.  

The review of the literature also concerned a comparative study of the maturity models in risk 

management and IS risk management. In the light of both natures of problems expressed previously, the 

proposed criteria of comparison are:  

 C1: Genericity: the proposed solution should be generic viewpoint processes and IS risk 
management concepts.  

 C2: independence of the context of application: the solution must be applicable in all the 
contexts and the business sectors.  

 C3: Adaptability: The solution must take into account the specificities of the studied area.  

 C4: transparency: the solution has to insure the documentation and the traceability of the 
maturity measures.  

 C5: plan improvement: does the model assist its users in the definition of an improvement plan?  

 C6: theoretical Basis: does the model based on the theoretical aspect of the domain studied for 
the measure of the maturity?  

 C7: adequacy to needs (IS RM): is the model adapted to the IS risk management?  
Table 1 shows the result of this study. 

Table 1: Comparative study of RM maturity models. 

 

The natures of the problems being so defined in a rather clear and precise way, the proposed answer is 

the design of a new model of maturity of the IS risk management: ISR3M. This model is developed using 

the MMDPIS process [5] described in section 3.  

3 MMDPIS Process Description  

The MMDPIS process is structured in three blocks: (1) design, (2) implementation, and (3) continuous 

improvement (Figure 1). 

http://dx.doi.org/10.14738/tmlai.26.793


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume 2 ,  Issue 6,  Dec 2014  
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom  109 
 

 

 Figure 1: MMDPSI process description 

3.1 Block 1: Design  

The first block presents the design stages.  

3.1.1 Establish charter  

The establishment of the charter is the first step in developing the maturity model. The Charter may 

mainly include: model denomination, studied area description, scope, model purpose, development 

strategy, success factors, requirements, and stakeholders.  

3.1.2 Establish the structure  

The aim is to structuring the concepts of maturity depending on the purpose and scope of the model to 

develop and also defining the architecture or the representation according to which the evaluation will 

be made. In contrast to the other approaches cited in the literature review the definition of architecture 

at the MMDPIS process takes into consideration the purpose and requirements of the model to be 

developed.  

This architecture can be of type: (1) staged, (2) continuous or (3) Focus Area. The choice must be 

justified and documented.  

The staged architecture is adapted when it is a question of estimating the global maturity of the 

organization with regard to a given activity. This choice is recommended for example in case of 

benchmarking study.  

The objective of the continuous architecture is to evaluate domains or process according to predefined 

levels of evolution, called "levels of capacity ". This choice is recommended when it is question of 

making a comparative study between these domains in a perspective to prioritize improvement axes.  

As for the third architecture "Focus Area", it defines control objectives specifically for each area of 

studied activity depending on its life cycle phase. It enables to take into account the interdependencies 

between these control objectives.  
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3.1.3 Fulfill the structure  

This step begins by identifying the elements of the model according to the adopted structure.  

The explanation of these elements can be based on different approaches. The choice of method 

depends on the context of the model development.  

Indeed, the most common and recognized approach of the methods of maturity models development is 

the literature review along with interviews of experts in the field. This approach is complete for some 

items when needed, especially for complex or new areas by exploratory methods such as Delphi 

technique, Focus group or case study.  

The elements to be defined for all the types of structures are:  

 Axes and elements of evaluation.  

 Domains and groups of domain: the identified domains must be mutually exclusive and 

collectively exhaustive. The link Domain/Group of domain can be established according to a 

Top-Down or Button-up approach according to the context of model development.  

 Objectives of control: for every domain, define the objectives of control.  

Specific elements of each structure are:  

 Maturity levels for staged architecture: define the maturity levels of the model and control 

objectives required for each domain to reach a given level.  

 The capacity levels for continue architecture: define the capacity levels and control objectives 

required for each domain to reach a given capacity level.  

The interdependencies and ranks of control objectives (CO) for FA architecture: define for each control 

objective a rank and dependencies on other control objectives (1).  

If the CO is independent of all others CO, then rank (CO) = 1. 

If the CO depends on a number of other CO: {CO1, CO2, .., COn}, 

then the rank is calculated as rank (CO) = Max (COi) +1, 1 <= i <= n.  

(1) 

 These two elements are used to determine the maturity matrix and define maturity levels.  

3.1.4 Defining the measurement system  

In this stage are defined the elements of the measurement system:  

 Elements of control: for every control objective define the corresponding control elements,  

 Method and evaluation tools: it is necessary to define the method according to which the 

evaluation will be made and which tools to use for the collection of the measures and their 

exploitation,  

 Evaluation Team: the human element is central to the measurement system. It is important at 

this stage to identify the requirements for this element or detail them if they are already 

identified in the model charter. These requirements may be under three aspects: skill, function 

and behavior. The latter can result in motivation, commitment and adherence to continuous 

improvement project.  
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3.1.5 Evaluate the model (PoC: Proof of Concept)  

The purpose of this evaluation is to check whether the model designed meets the predefined 

requirements. Evaluation can be done through the progress of a case study example.  

If the evaluation is satisfactory, the maturity model developed is implemented. Otherwise, a second 

iteration is started. The recovery was made from the stage representing the source of the problem or 

dissatisfaction.  

3.2 Block 2: Implementation  

The second block guides the implementation of the designed maturity model.  

3.2.1 Prepare evaluation  

The proposed evaluation process involves the following steps:  

 Constitution of the evaluation team: It consists on constituting the team of evaluation according 

to the requirements predefined in the charter and the measurement system. The participation 

in this exercise must be accepted without additional or hidden responsibility for the evaluation 

team. The communication and the raising awareness of the team are important. A Quiz can help 

to do this and also to measure the adhesion of the team before beginning the evaluation.  

 Define IS to evaluate: At this stage, we have to define the list of IS to evaluate. For each IS, it’s 

important to define the corresponding life cycle phases and calculate the weight reflecting its 

importance in organism. We propose to calculate the weight based on three elements: (1) 

consumption of the cost, (2) consumption of the load, and (3) contribution to the strategy. Table 

2 provides a calculation example of this weight. Column 1 provides the name of IS. Column 2 

gives the rate of annual consumption compared to the total annual load. Column 3 shows the 

annual rate of consumption relative to the overall annual cost. Columns 4 to n describe the IS 

contributions in organization strategic objectives (SO). This qualification is made on a qualitative 

scale to which corresponds a quantitative scale: F: Strong 3, M: Medium 2 and Fb: Low 1. The 

first part of the column n+1 calculates the contribution according to predefined quantitative 

scale (2). The second part of this column gives the contribution in the form of rate with regard to 

the global contribution (for example for IS 1 is equal to 67% = 6 / (3 + 6)). The last column n + 2 

is dedicated to the calculation of the overall weight of the IS based on the three elements 

previously defined: load consumption, consumption cost and contribution in the strategy. This 

weight is given by the formula (3).  
 

Contribution = [(3 * F value) + (2 x number M) + (1 x number Fb)] 

 (for example for IS 1 is equal to 3 * 2 = 6)  
(2) 

Weight = (Val_col 2+ Cal_col3 + Val_part2 (Col n+1)) (IS)/ Total (Val_col 2+ 

Cal_col3 + Val_part2(Col n+1))(all IS). 

(3) 

Table 2: Example of calculating of the IS weight 
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3.2.2 Establish an improvement plan  

An evaluation plan depends on the adopted evaluation system. However, it usually contains: sessions of 

presentation and explanation of the model/ system evaluation tools, evaluation Workshops and 

outcomes discussion sessions.  

The development of the improvement plan first requires an analysis of assessment results.  

Once this analysis made, a list of the scenarios of improvement is established. These scenarios represent 

the possible paths of improvement. The person responsible for implementing the maturity model should 

select the most optimal path answering the objectives and constraints of the organism. Optimization 

paths for improvement may require the definition of the elements of calculating the improvement 

effort. He can involve in particular the knowledge of the cost and the load estimated as well as of the 

impact of implementation of the improvement actions.  

3.2.3 Communicate the improvement plan  

The improvement plan should be communicated to all stakeholders in an objective of validation, 

implementation and monitoring of improvement actions.  

3.3 Block 3: continuous improvement  

The third block is dedicated to the model continuous improvement. It is a question of defining the 

improvement actions of the developed model following its implementation.  

 Develop the application report: This report serves to register reports and remarks resulting from 

the phase of implementation.  

 Define the model improvement actions: it can give rise to a new iteration for its development.  

4 Design of ISR3M Model  

4.1 Elaboration of the model charter  

Charter is constituted of following elements:  

 Denomination and studied area: the model is called ISR3M (Information Systems Risk 

Management maturity model) and it is developed for the evaluation of IS risk management.  

 Scope: domains concerned by the ISR3M model both in research and in practice are the risk 

management and the information systems. The definition adopted for the IS is that of a special 

case of work system [31]. The elements to be considered in the study of such systems are: 

participants, information, technology, processes, products and services, customers, 

infrastructure, environment and strategy. As for the risk management device, we adopt the ISO 

31000 Framework [32] with the generic management cycle proposed by Sienou [33]. This cycle 

resumes the stages of the process proposed by ISO 31000 with a restructuring of its phases. 

Indeed: (1) communication is considered as an activity inherent to every phase of the process 

[33], (2) the cycle of management preserves its iterative character, but no longer requires 

synchronization of all stages with a monitoring phase [33], and (3) Treatment may be the cause 

of a new iteration process [33].  
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 Model purpose: the objective of the ISR3M model is assessing IS risk management. The 

development of this model should provide answers to the above problem from two 

perspectives. The first perspective is academic. The model must address a problem not 

sufficiently addressed in IS research: the assessment of IS risk management. The proposed 

solution must also be able to open new avenues and opportunities in scientific research in this 

area. The second perspective relates to the practical side. The proposed model should be easy 

to implement and comply with the best practices of risk management.  

 Development strategy: it is a question of developing a new IS risk management maturity model 

using the MMDPIS process [5].  

 Success factors: success factors of ISR3M model concern mainly: (1) taking into account the 

theoretical aspects of the concerned areas especially information and risk management 

systems, (2) involvement of stakeholders, and (3) simplicity and ease of implementation.  

 Application scope: given the nature of the area studied, the application of ISR3M model 

concerns the whole organism.  

 Requirements: the proposed requirements are the comparison criteria of maturity models 

presented in second section: c1: Genericity, c2: Independence of application context, c3: 

adaptability, c4: transparency, c5: plan improvement, c6: Theoretical basis and c7: need 

Adequacy (IS RM).  

 Stakeholders: it involves target audience (IS risk management device evaluators, auditors...), 

implementation responsible (IS risk management managers), and respondents and interviewees 

(risk managers, IS project managers.., etc).  

4.2 Establishment of the structure  

The ISR3M model is structured along two dimensions. The first dimension includes evaluated activities. 

It is a question of risk management activities. The second dimension represents the aspects under which 

these activities are evaluated. It is a question of evaluation axes and elements related to an IS defined as 

a WS.  

The maturity assessment is made according to the architecture "Focus Area". The choice is justified by 

the fact that this architecture provides a more sophisticated approach than the other two architectures 

in relation to the purpose and scope of the ISR3M model. Indeed, it defines small evolutionary steps 

thus making improvement easier, less risky and less costly. The road improvement is clearer.  

The choice is also justified by taking into account the interdependence of the control objectives which is 

an important characteristic of the risk management business.  

4.3 Populate the structure  

4.3.1 Determination of the axes and elements of evaluation  

The areas of assessment are the elements of the IS defined as WS [31]. These are: (1) infrastructure, (2) 

strategy, (3) environment, (4) technology (5) Information (6) participants, (7) process (8) products, and 

(9) customers.  

The evaluation elements of each axis are identified through (1) the missions and requirements of WSF as 

defined in the literature [31], (2) the application of the theory RBV (Resource Based-view) [34] on IS 
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defined as WS considering both dynamic resources such as skills, as static as the technical infrastructure, 

(3) the IS risk factors [35], and (4) interviews with IS experts.  

Table 3 lists the evaluation elements for each component. 

Table 3: IS evaluation elements 

 

4.3.2 Definition of domains and domains groups  

The areas adopted for ISR3M model are the risk management activities. It is deducted from Risk 

Management Framework proposed by ISO 31000. The domain groups are the three pillars of the ISO 

31000 Framework. We have added the "Recording" section.  

The areas of maturity are then listed in Table 4. For the domain group "Process", the maturity domains 

of selected areas are sub-activities of each of its activities. This is justified by the fact that this level 

reflects more the operational component of the process. 

Table 4: ISR3M domains 
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4.3.3 Determination of control objectives  

The objectives of control describe the way of progressive improvement of a maturity domain. To define 

them, we used: (1) description of Framework of risk management given by the standard ISO 31000, (2) 

study of the literature, and (3) focuses group and interview with risk management experts.  

A control objective is identified via the following elements: (1) code, (2) name, (3) target (4) actions 

needed for its implementation, (5) prerequisite control objectives on which it depends, (6) estimated 

load, (7) estimated cost of implementation, and (8) implementation of impact.  

For example, the control objectives defined for the RM principles domain are:  

 A: Reminded principles  

 B: Principles formalized and communicated  

 C: Principles evaluated in terms of understanding and adherence  

4.3.4 Determining the position of the objectives control in the maturity matrix  

The position of the control objectives in the maturity matrix is defined by calculating their ranks 

according to the rule (1).  

The application of this rule allows obtaining the matrix of maturity illustrated in figure 2. 

 
 Figure 2: Positioning matrix 

4.4 Definition of evaluation system  

4.4.1 Definition of control elements  

In order to build this system, we use an approach based on the principle of the method GQM (Goal-

Question-Metric) [36]. This process involves the following steps:  
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 Determine the objectives of the evaluation system (Goal): The system of evaluation has for 

objective to estimate the domains of maturity through the evaluation of the realization of the 

corresponding control objectives. This allows fulfilling the matrix of maturity pre-established 

according to the verified OC and to define the level of maturity of the risk management of IS 

studied. There are 18 goals. They can be so formulated as: Gi: " estimate the domain of maturity 

Di ", 1 =< i =< 18,  

 Formulate questions (Question) to identify aspects to be measured to assess the achievement of 

defined objectives. In light of defined objectives, questions can be formulated in the following 

way: Qi: "In what stage of development is the domain Di?" (1 <= i = <18),  

 Define metrics (Metric) to evaluate these aspects: Metric responding to the question Qi Di for 

each domain are related control objectives,  

 Define the elements to measure these metrics: these elements, called in the ISR3M model 

control elements, are specifically defined for each control objective from its requirements.  

Table 5 shows an example of the definition of the control elements: PRM.C: "Principles evaluated in 

terms of understanding and adherence" of domain "RM principles”. 

Table 5: Example of control element 

 

A control objective is checked whether all control elements have a favorable response ie equal to "yes."  

4.4.2 Method and Assessment Tool  

The evaluation is done through a self-assessment questionnaire. The latter is formed from the control 

elements previously defined. It is divided into three categories according to three categories of 

evaluation: (1) category 1: organism, (2) category 2: IS, and (3) category 3: IS with considering axes and 

elements evaluation.  

This questionnaire according to its three categories is implemented in Excel.  

For purposes of consolidation measures made by control elements, the answers are translated into 

quantitative values: "Yes" = 1 and "no" = 0.  

The first category concerns the management of the IS risks at the level of the organism in a global way. it 

concerns in particular domains belonging to the groups of domain " RM principles" and " organizational 

framework". A control objective is considered achieved if all the answers to the relevant questions 

(control elements) are "yes".  

The second category concerns studied IS. However, the questions are not declined in axes and elements 

of evaluation. An objective of control is considered reached if all the answers to the corresponding 

questions (elements of control) are in "yes". The activity "recording" and "the treatment" are examples.  
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The third category requires checking elements of control of a domain at the level of every evaluation 

element of the studied IS. This questionnaire allows to consider the specificities of every organism 

through a configuration variable called "Applicable" indicating the applicability or not of an element of 

evaluation and if it presents an eliminatory characteristic. The Measure of a control element (EC) 

relative to an evaluation axis (IS elements) is the rounded value of the arithmetic mean of the 

measurements of its evaluation elements taking into account the settings of variable values (4).  

Measure_EC (Axe_Eval) = Round [mean (Mesure_EC (Elt_Eval i) x Valeur_Applicable (Elt_Eval 
i))]; 1<= i <= number of assessment items in Axe_Eval 

(4) 

 
The questionnaire also takes into consideration the IS lifecycle. Indeed, the measure of a control 

element is the rounding of the weighted average of its measurements by axis evaluation (5). The weight 

(Axe_Eval) of this weighting is the importance of each axis evaluation in the phase of the life cycle of the 

information system at the time of the evaluation. In the absence of studies dedicated to the calculation 

of this weight, we propose to hold focus groups to define for each type of SI as the context of the 

business.  

Measure (EC) = Round [Sum (weight (Axe_Eval j) x Mesure_EC (Axe_Eval j))]; 1 <= j <= 9 

(number of evaluation axes = 9) 

(5) 
 

The measure of a control objective is "yes" if all the corresponding questions are "yes" (value 1) and 

"no" (value 0) otherwise (6).  

Measure (OC) = product (Measure (EC i)); 1 <= i <= number of EC in OC  (6) 

Once the control objectives evaluated, the matrix is populated. The lines of each domain are marked 

with a different color until the corresponding cell to the maximum value of the ranks of control verified 

objectives. The maturity level of IS risk management for each domain group is the one corresponding to 

the right column which all the cells harboring the required control objectives are colored. Figure 3 gives 

an example of the filled matrix.  

The company may have a global view of the maturity of its IS risk management through the 

consolidation of its various IS measures. Indeed, for each maturity domain, the overall rank is the 

rounding of the weighted average of the ranks in each IS. Quantitative values for each control objective 

are the corresponding ranks at the maturity scale. For example in the matrix shown in Figure 3, the 

value corresponding to the control objective "D" verified by the CCO field is "5". The consolidation 

weight is the weight of the IS reflecting its importance in the organism strategy. 
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 Figure 3: Example of maturity matrix 

4.4.3 Definition of the evaluation team  

The evaluation team should be constituted mainly from:  

 Responsible of implementation: he can involve for example auditors or external consultants.  

 People asked: it is mainly about risk managers, IS project managers and business managers.  

4.4.4 Model evaluation  

The evaluation can be realized through the application of the designed model on a pilot information 

system. It has for objective to test the applicability of the proposed version.  

We applied the model in three iterations on three different IS. Adjustments and adaptations concern 

including control elements, dependencies and positioning control objectives of the various fields in the 

maturity matrix.  

5 Implementation  

5.1 Evaluation approach  

The implementation begins with the definition of the team of evaluation and their raising awareness 

with regard the importance and to the added value of the work to be made.  
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A working session was then held with the constituted team. Its primary purpose is to explain to 

members the main concepts used in the ISR3M model. These include the information system definition 

and the risk management process. A second objective is to present the evaluation system.  

The evaluation team has the task of describing the IS object of the valuation. This description requires 

the definition of four main elements for each SI: (1) the nine elements of the WSF, (2) the weight of 

these elements in relation to the different phases of the IS life cycle, (3) IS current phase over its life 

cycle, and (4) the IS weight in relation to the management of global IS risks. This weight can be 

calculated using the method proposed by the MMDPIS process (3).  

The questionnaire is informed by the evaluation team. A workshop is provided later to discuss the 

answers and finalize the results. This workshop allows the administration of the questionnaire via the 

"face-to-face." This approach allows for more reliable and less confused answers.  

5.2 Elaboration of improvement plan  

5.2.1 Analysis of evaluation outcome  

The results of the evaluation are maturity matrix for each IS and an overall maturity matrix. The latter is 

established and analyzed in three visions. The first is a "pessimistic" vision involving the minimum 

control objectives per domain. Through this vision are located the most defective areas in risk 

management. The second is an "optimistic" vision. It brings maximum control objectives per domain. 

This allows to know the most advanced areas in risk management and to create a positive synergy 

between all the IS. The third vision provide the overall maturity of IS risk management. It is obtained 

through a weighted average of different IS maturity matrices.  

The design of a pivot table allows to conduct an analysis of the evaluation results (by IS, control 

objective, level of maturity, etc.) according to the need for the decision-makers.  

5.2.2 Determination of the improvement strategy  

To define the improvement strategy, the organism defines at first the approach of improvement. The 

latter can be made according to two approaches. The first one is an approach " top - down ". In this 

case, the target is defined at the level of the global maturity matrix and then declined on the maturity 

matrices of the various IS.  

The second approach is an approach "button-up". This approach allows the organism to define the 

target maturities at the level of every IS. The improvement of the global maturity is the consolidation of 

the improvements of the various IS.  

Secondly the organism defines the desired way of improvement: by maturity level target or control 

objective target.  

If the organism decides to improve his IS risk management maturity towards a given maturity level then 

all the objectives of control placed before this level must be reached. The actions to be realized are 

clear.  

If the organism decides to improve the maturity by control objectives target, it must ensure that the 

prerequisites of target control objectives are checked. These are mainly related to dependency 

constraints.  
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To guide the selection and implementation of the treatment strategy, we propose two algorithms: the 

first, called "prerequisite-way", is dedicated to the definition of the prerequisites to achieve a given 

target.  

The second called "improvement declination» define from a global target control objective the control 

objectives by IS to achieve with optimizing effort.  

Table 6 presents a summary of the proposed improvement strategies.  

Table 6: Improvement strategies. 

 
5.2.3 Elaboration of improvement plan  

Once the improvement strategy elaborated, the plan of improvement is established. The latter is formed 

by the necessary actions for the achievement of the target control objectives. These actions arise from 

those proposed for the implementation of the control objectives. The treatment plan has to specify the 

responsible and the schedule of implementation as well as monitoring milestones.  

5.2.4 Communicate the improvement plan  

Improvement plan is communicated to all stakeholders for monitoring and implementation.  

6 ISR3M Evaluation  

The evaluation of the model is realized according to two axes. The first one concerns the criteria 

proposed in second section (table 7). The second axis concerns a naturalistic evaluation of the model. It 

will be presented in an upcoming paper. 

Table 7: Evaluation of ISR3M 
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7 Conclusion  

IS risk management is becoming increasingly widespread. The evaluation of this discipline through 

maturity models in a perspective of continuous improvement is a guarantee of the preservation of its 

value as a profit center. A series of works related to the assessment of this discipline exist but have 

limitations in scope and design. Indeed, on the one hand, the existing maturity models deal only with 

aspects related to IT. On the other hand, these models have conceptual limitations such as: (1) lack of 

satisfactory answers to the implementation of the improvement actions, (2) the certainty falsified given 

to decision makers, (3) poor base theoretical, (4) inadequate model validity tests, (5) failure to fit the 

specific needs of the areas studied, and (6) the high level of formality. The absence of documentation 

and transparency as for valuation methods are added to these limits.  

The solution proposed in this article is the ISR3M model. This maturity model is dedicated to the 

evaluation of the IS risk management. It is developed according to the MMDPIS process [5] so as to 

address the problem stated above. Its evaluation shows compliance with pre-established requirements.  

The presentation of the implementation results of ISR3M model on an actual case study is planned in 

future work.  
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ABSTRACT 

Extreme Learning Machine (ELM) is a recently introduced learning algorithm for single hidden-layer 

feedforward neural network. Compared with classical learning algorithms in neural network, e.g. Back 

Propagation, ELM can achieve better performance with much shorter learning time. In the existing 

literature its better performance and comparison with Support Vector Machine (SVM), over regression 

and general classification problems, have caught the attention of many researchers. In this work, a 

comparison between ELM and SVM on identification of Erythemato-Squamous skin diseases is 

investigated. Detailed comparative studies were carried out through adequate experimentation. 

Experimental results indicated that ELM outperformed SVM. The effect of varying the size of training 

and testing sets on the performance of classifiers was also investigated in this study. The two techniques 

compared proved to be viable tools in this germane field of medical diagnosis.  

Keywords: Extreme Learning Machine; Support Vector Machine; Erythemato-squamous skin diseases. 

1 Introduction 

The differential diagnosis of erythemato-squamous diseases is a real and difficult problem in 

dermatology. There are six groups in erythemato-squamous diseases. They are psoriasis, seboreic 

dermatitis, lichen planus, pityriasis rosea, chronic dermatitis, and pityriasis rubra pilaris. These diseases 

are frequently seen in the outpatient dermatology departments. Since all erythemato-squamous 

diseases share the clinical features of erythema and scaling with very little differences, it is very 

challenging to identify which particular variant of the diseases is present in a particular patient. 

With the recent advancement in Artificial Intelligence (AI) based techniques and their successful 

application in real life engineering and medical diagnosis, an interesting research problem is to look at 

how these diseases can be identified easily based on such AI techniques. Although the diagnosis of 

erythemato-squamous diseases have recently caught the attention of AI researchers leading to the use 

of some AI techniques [1-4],  no one has yet implemented extreme learning machines in the 

identification of these diseases and compared its performance with support vector machines.  
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SVM is acclaimed by many researchers for its leading performance [3, 4]. Therefore, it has been widely 

used for different classification purposes. Most recently, a new learning algorithm, extreme learning 

machine (ELM), is available for the training of single layer feedforward neural network. The inventors of 

ELM have done a set of comprehensive experiments in regression and general classification to compare 

its performance with SVM [4-7]. The experimental results show that compared with classical learning 

algorithms in neural network, e.g. Back Propagation, ELM can achieve better performance with much 

shorter learning time [8]. Compared with SVM, ELM is sometimes better than SVM in terms of accuracy, 

though not always. But since the number of neurons available for each ELM machine is the only 

parameter to be determined, ELM is much simpler for parameter tuning compared with SVMs whose 

kernel functions are nonlinear, e.g. RBF functions, thus saving tremendous time in searching for optimal 

parameters. 

Therefore, this work is set to present a comparative study of the performance of ELM and SVM on the 

identification of erythemato-squamous skin diseases. The effect of varying size of training and testing 

sets on the performance of classifiers was also investigated in this study.  To do this, we partition the 

available dataset into training and testing sets based on four different ratios, which include 80:20, 70:30, 

60:40 and 50:50 percentages of training and testing respectively. Each of these ratio partitioning was 

used to carry out experiments involving training and testing the proposed classifiers to be compared. 

Results from experiments carried out indicated that ELM outperformed SVM in both training and testing 

results. The testing set is the most crucial, as it is where the ability to identify unseen sample is tested. 

The remaining part of this paper is organized as follows: section two contains the literature review; 

section three describes the proposed models, while empirical works and discussion of results are 

presented in section four. Conclusion and recommendations are presented in section five. 

2 Literature Review 

Juanying Xie et al. proposed hybrid feature selection algorithms to build efficient diagnostic models 

based on a new accuracy criterion, generalized F-score (GF), and SVM [1]. The hybrid algorithms adopt 

Sequential Forward Search (SFS), and Sequential Forward Floating Search (SFFS), and Sequential 

Backward Floating Search (SBFS), respectively, with SVM to accomplish hybrid feature selection with the 

new accuracy criterion to guide the procedure. These hybrid methods are called modified GFSFS, GFSFFS 

and GFSBFS, respectively. These combine the advantages of filters and wrappers to select the optimal 

feature subset from the original feature set to build efficient classifiers. Xie at al. conducted 10-fold 

cross validation experiments on training subset as well as on the whole erythemato-squamous diseases 

datasets to obtain the best and statistically meaningful classifiers. Experimental results showed that 

their proposed hybrid methods construct efficient diagnosis classifiers with high average accuracy when 

compared with traditional algorithms. The results of 10-fold cross validation experiments on 

erythemato-squamous diseases dataset show that the proposed hybrid feature selection algorithms, 

modified GFSFS, GFSFFS, and GFSBFS, have obtained the average classification accuracies of 99.17%, 

98.33%, and 95.28% with the average size of selected feature subsets of 22, 13.2, and 17.1 respectively. 

While the classification accuracy of GFSFS, GFSFFS, and GFSBFS are 98.89%, 98.06%, and 95.81%, and 

the size of selected feature subset of them are 22.2, 13.3, and 19.3 respectively. 

In [2], Xie and Wang developed a diagnosis model based on support vector machines (SVM) with a novel 

hybrid feature selection method to diagnose erythemato-squamous diseases. They proposed an 
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improved hybrid feature selection method, named improved F-score and Sequential Forward Search 

(IFSFS), which is a combination of filter and wrapper methods to select the optimal feature subset from 

the original feature set. The news IFSFS method improved the original F-score from measuring the 

discrimination of two sets of real numbers to measuring the discrimination between more than two sets 

of real numbers. The improved F-score and Sequential Forward Search (SFS) are combined to find the 

optimal feature subset in the process of feature selection. The best parameters of kernel function of 

SVM are found out by grid search technique. Xie and Wang then conducted experiments on different 

training-test partitions of the erythemato-squamous diseases dataset taken from UCI (University of 

California Irvine) machine learning database. Their experimental results show that the proposed SVM-

based model with IFSFS achieves 98.61% classification accuracy and contains 21 features. The authors 

conclude that their method is very promising compared to the previously reported results. 

Kecman and Kikec present the results of using Support Vector Machines (SVMs) and Radial Basis 

Function Neural Networks (RBF NNs) for diagnosing erythemato-squamous diseases [3]. The paper 

shows an application of RBF NN and SVM for diagnosing skin diseases by transforming a K-class problem 

into K two class problems (one-vs-all approach for multiclass problems). The data set contains 358 data 

pairs of 34 dimensional input records of patients with six known diagnosis (outputs). Thus, the data set 

is sparse and fairly unbalanced. The paper also discusses the strategies for training SVMs. Both networks 

design six different one-against-other classifier models which show extremely good performance on 

previously unseen test data. The training and the test sets are obtained by randomly splitting the 

dataset into two groups ensuring that each group contains at least one patient for each disease. 100 

random split trials (equivalent to performing 10-fold-crossvalidation 10 times independently) were 

carried out for estimating the tests error rates. SVM models perform better than RBF NN ones, and the 

SVM models using both and polynomial kernels can perfectly classify, during the training unseen, test 

data. For a given data set SVMs using the polynomials of second order were particularly efficient and 

accurate. They use only between 5% and 10% of training data as the support vectors achieving perfect, 

error-less, diagnosis. Kecman and Kikec claim that the results shown are the best known to date for 

diagnosing erythemato-squamous diseases which represent difficult dermatological problems. 

In their research paper, Ubeyli and Guler presented a new approach for detection of erythemato-

squamous diseases based on adaptive neuro-fuzzy inference system (ANFIS) [4]. Neuro-fuzzy systems 

are fuzzy systems which use artificial neural networks (ANNs) theory in order to determine their 

properties (fuzzy sets and fuzzy rules) by processing data samples. Neuro-fuzzy systems harness the 

power of two paradigms: fuzzy logic and ANNs, by utilizing the mathematical properties of ANNs in 

tuning rule-based fuzzy systems that approximate the way man processes information. The ANFIS learns 

features in the data set and adjusts the system parameters according to a given error criterion. The six 

ANFIS classifiers were used to detect the six erythemato-squamous diseases when 34 features defining 

six disease indications were used as inputs. Each of the ANFIS classifiers was trained so that they are 

likely to be more accurate for one type of erythemato-squamous disease than the other diseases. The 

predictions of the six ANFIS classifiers were combined by the seventh ANFIS classifier. To improve 

diagnostic accuracy, the seventh ANFIS classifier (combining ANFIS) was trained using the outputs of the 

six ANFIS classifiers as input data. The performances of the ANFIS model were evaluated in terms of 

training performances and classification accuracies, and the results confirmed that the proposed ANFIS 
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model has good potential in detecting erythemato-squamous diseases. The total classification accuracy 

of the ANFIS model was 95.5%. The ANFIS model achieved accuracy rates which were higher than that of 

the stand-alone neural network model. 

3 Proposed Modeling Techniques 

In order to facilitate comparing the results of ELM experiments with those of SVM, SVM and ELM 

techniques will be briefly described. 

3.1 Support Vector Machines 

SVMs are modern learning systems that deliver state-of-the-art performance in real world Pattern 

Recognition and data mining applications such as Text Categorization, Hand-Written Character 

Recognition, Image Classification, Material Identification and Bioinformatics, to mention but a few. 

Support Vector Machines have been recently proposed as a new intelligence framework for both 

prediction and classification based on both structure risk minimization criterion and soft margin hyper-

plane. This new framework deals with kernel neuron functions instead of sigmoid-like ones, which 

allows projection to higher planes and solves more complex nonlinear problems. It has featured in a 

wide range of medical and business journals, often with promising results. 

Generally, in prediction and classification problems, the purpose is to determine the relationship among 

the set of input and output variables of a given dataset { , }D Y X where pRX represents the n-by-p 

matrix of p input variables.  It may be noted that  Y R for forecasting problems and  Y R for 

classification problems. Suppose 1{ }i i ipD y x … x    is a training set for all 1i … n    of input variables, 

Xj where [Xj = (x1j, ....xnj) T] for 1j … p   , and the output variables,  1

T

nY y … y . The lower case letters 

1 2i i ipx x … x    for all 1i … n    refer to the values of each observation of the input variables, and y k  

to the response variable Y to refer to class kA for all 1 2k … c    , where 2c  . 

Here we briefly describe the basic ideas behind SVM for pattern recognition, especially for the two-class 

classification problem, and refer readers to [13, 14] for a full description of the technique. 

The goal is to construct a binary classifier or derive a decision function from the available samples which 

has a small probability of misclassifying a future sample. SVM implements the following idea: it maps the 

input vectors 
dx  into a high dimensional feature space  ( )x   and constructs an Optimal 

Separating Hyperplane (OSH), which maximizes the margin, the distance between the hyper plane and 

the nearest data points of each class in the space . Different mappings construct different SVMs. The 

mapping ( )   is performed by a kernel function ( , )i jK x x  which defines an inner product in the 

space . The decision function implemented by SVM can be written as: 

                    
   (1) 

Where the coefficients i  are obtained by solving the following convex Quadratic Programming (QP) 

problem: 
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Maximize 
1 1 1

1
( , )

2

N N N

i i j i j i ji i j
y y K x x 

  
      

Subject to  

                         
(2) 

1

0 1,2,..... .
N

i i

i

y i N


 
 

In the equation (2), C is a regularization parameter which controls the tradeoff between margin and 

misclassification error. These jx  are called Support Vectors only if the corresponding 0i  . 

Several typical kernel functions are: 

 
(3)  

 
(4) 

Equation (3) is the polynomial kernel function of degree d which will revert to the linear function when d 

= 1. Equation (4) is the Radial Basis Function (RBF) kernel with one parameter γ. 

Other kernel functions are: 

Linear: ( , ) T

i j i jK x x x x  

And 

Sigmoid: ( , ) tanh( )T

i j i jK x x x x r  . 

Here , ,r and d  are kernel parameters.  

3.2 Extreme Learning Machines 

Extreme learning machine was introduced not-long-ago as a learning algorithm for single-hidden layer 

feed-forward neural networks (SLFNs), which randomly chooses hidden nodes and analytically 

determines the output weights of SLFNs.  In general, the learning rate of feed-forward neural networks 

(FFNN) is time-consuming than required and this has become bottleneck in their applications. According 

to [5], there are two main reasons behind this behavior; one is slow gradient based learning algorithms 

used to train neural network (NN) and the other is the iterative tuning of the parameters of the 

networks by these learning algorithms. To overcome these problems, [5, 14-15] proposed a learning 

algorithm called extreme learning machine (ELM) for single hidden layer feed-forward neural networks 

(SLFNs). It is stated that “In theory, this algorithm tends to provide the best generalization performance 

at extremely fast learning speed since it is a simple tuning-free algorithm” [15]. Therefore, it is an 
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interesting option to be considered in predictive modeling applications, particularly in reservoir 

characterization applications, where better generalization ability is often sought for. 

The introduction of ELM has been considered as a good and welcome development because, in the past, 

it seems that there exists an unbreakable virtual speed barrier which classic learning algorithms cannot 

break through and therefore feed-forward network implementation then take a very long time to train 

itself, irrespective of the application type whether simple or complex. Also ELM tends to reach the 

minimum training error as well as it considers magnitude of weights which is opposite to the classic 

gradient-based learning algorithms which only intend to reach minimum training error but do not 

consider the magnitude of weights[5]. Also unlike the classical gradient-based learning algorithms which 

only work for differentiable activation functions, ELM learning algorithm can be used to train SLFNs with 

non-differentiable activation functions [14]. According to [5], “Unlike the traditional classic gradient-

based learning algorithms, like back-propagation method, facing several issues like local minimum, 

improper learning rate and over-fitting, etc, the ELM is a simple tuning-free three-step algorithm that 

tends to reach the solutions straightforward without such trivial issues”. 

α

α

α

α

ɸ

Input 

layer

Single 

hidden 

layer

Output 

layer

X1

X2

Xn

y

 

Figure 1:  Schematic Representation of ELM (x1…xn are the input values, α is the activation function, and y are 
the output values). 

3.2.1 The learning process for the proposed model of Erythemato-Squamous skin diseases based 

on ELM Framework 

Let us first define the standard SLFN (single-hidden layer feed-forward neural networks). If we have N 

samples (xi, ti), where xi = [xi1, xi2, … , xin]TRn  and ti= [ti1, ti2, … , tim]TRm, then the standard SLFN with 

N
~

 hidden neurons and activation function g(x) is defined as: 

 
 (5) 

Where wi = [wi1, wi2, … , win]T  is the weight vector that connects the ith hidden neuron and the input 

neurons, βi= [βi1, βi2, … , βim]T is the weight vector that connects the ith neuron and the output neurons, 

and bi is the threshold of the ith hidden neuron. The “.” in wi .xj means the inner product of wi and xj. 

SLFN aims to minimize the difference between oj and tj. This can be expressed mathematically as: 
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(6) 

Or, more compactly, as: 

 
(7) 

where 

1 1 1

1 1 1

1 1
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. .
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As proposed by Huang and Babri [16], H is called the neural network output matrix. 

With the above SLFN specification background, thus the training procedures for the proposed ELM 

based model for erythemato-squamous disease identification can be summarized in the following 

algorithmic steps. See [5, 15] for further details on the workings of ELM algorithm. 

Input - The inputs to the system, include clinical attribute obtained from patients, which represent the 

inputs parameters (input xiRn and target tiRm), activation function, and the number of hidden 

neuron, N
~

. 

Output - The outputs of the ELM system is the target classes identified as the skin diseases type 

presented and then the weights of the layer. 

Mathematically, given a training set  

  NitxtxN m

i

n

iii ...,,1,,|,  RR
, 

activation function g(x), and the number of hidden neuron= N
~

, then, do the following: 

Step 0: Initialization. Assign random values to the input weight wj and the bias bj,  j = 1, … , N
~

 

Step 1: Find the hidden layer output matrix H.  

Step 2: Find the output weight β as follows: 

β = H†T 

Where β, H and T are defined in the same way they were defined in the SLFN specification above (equations 5, 6, 

and 7). 
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4 Empirical Studies, Results and Discussions 

4.1 Dataset Description 

In this work, the University of California Irvine (UCI) machine learning database containing erythemato-

squamous diseases dataset was used and analyzed. There are 366 samples in this database and each 

sample has 34 attributes. Each sample contains 12 clinical features and 22 histopathological features. 

Patients were first evaluated clinically with 12 features. Afterwards, skin samples were taken for the 

evaluation of 22 histopathological features. The values of the histopathological features are determined 

by an analysis of the samples under a microscope. These attributes are listed in Table 1. The family 

history feature has the value ‘1’ if any of these diseases has been observed in the family and ‘0’ 

otherwise. The age feature represents the age of the patient. It has been missed in some samples, so it 

is removed in the experiments. Every other feature (clinical and histopathological) was given a degree in 

the range of ‘0’ to ‘3’ so that ‘0’ indicates that the feature was not present, ‘3’ indicates the largest 

amount possible, and ‘1’, ‘2’ indicate the relative intermediate values. 

The dataset contains 34 attributes, 33 of which are linear valued and one of them is nominal. The 

differential diagnosis of erythemato-squamous diseases is a real problem in dermatology. They all share 

the clinical features of erythema and scaling, with very little differences. The six diseases in this group 

are psoriasis, seboreic dermatitis, lichen planus, pityriasis rosea, chronic dermatitis, and pityriasis rubra 

pilaris. The class distribution of the diseases is shown in Table 2. 

Table 1: Features in the UCI erythemato-squamous diseases dataset 
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Table 2: Class distribution of erythemato-squamous diseases. 

Class code Class  Number of instances 

1 Psoriasis     112 

2 Seboreic dermatitis 61 

3 Lichen planus 72 

4 Pityriasis rosea 49 

5 Chronic dermatitis 52 

6 Pityriasis rubra pilaris 20 

4.2 Experimental setup and implementation process 

As for the implementation of the two methods, we made use of MATLAB environment for the coding, 

while also calling some functions made available online, relating to ELM and SVM. 

To evaluate performance of the two classifiers based on SVM and ELM modeling schemes, the acquired 

dataset described earlier is divided, using the stratified sampling approach, into 80% training set and 

20% testing set for estimating how the investigated model performed on new unseen data. For testing 

and evaluation of both SVM and ELM framework and to carry out effective comparisons, the 

classification accuracy was calculated using Percent Correct measure, which is a measure of the 

percentage of correctly classified target classes. 

As for the SVM, parameter settings include kernel function set to be “Gaussian”, C set to be 450 and 

labda set to be 1e-7, based on parameters search outcomes. As for the ELM, hardlim activation function 

was chosen based on parameter search while the hidden neuron was set to 500.   

To further investigate the effect of varying the size of training and testing sets on the performance of 

the two classifiers, we partition the available dataset into training and testing sets based on four 

different ratios, which include 80:20, 70:30, 60:40 and 50:50 percentages of training and testing 

respectively. Each of these ratio partitioning was used to carry out experiments involving training and 

testing the two compared techniques. 

4.3 Results and Discussions 

Experimental results are presented in tables 3 through 6 representing the performance measure for 

both SVM and ELM classifiers. The results for the four different cases investigated, based on four 

different percentages of training and testing sets, are presented. These include training and testing sets 

in ratios 80:20, 70:30, 60:40 and 50:50 percentages of training and testing respectively. 

Table 3: Experimental Results with Training-Testing partition ratio 80:20 

 Training results Testing Results 

SVM 100 97.26 

ELM 100 98.36 

Table 4: Experimental Results with Training-Testing partition ratio 70:30 

 Training results Testing Results 

SVM 100 97.25 

ELM 100 98.17 
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Table 5: Experimental Results with Training-Testing partition ratio 60:40 

 Training results Testing Results 

SVM 100 95.89 

ELM 100 96.58 

Table 6: Experimental Results with Training-Testing partition ratio 50:50 

 Training results Testing Results 

SVM 100 94.54 

ELM 100 96.18 
 

 
 

Figure 2: Summary of Training Results for all the 
Training-Testing partition ratios 

Figure 3: Summary of Testing Results for all the 
Training-Testing partition ratios 

 

Figures 2 and 3 summarize the training and testing results, respectively. 

It can be easily noticed from the tables and figures that ELM outperformed SVM in all the cases 

considered, for the testing set.  For the training set, both ELM and SVM achieved the same high 

performance. As for the testing set, ELM performed better than SVM for all the four cases by a small 

margin.  

Another important trend that is worth noticing and discussing is the pattern of difference in the 

performances displayed by each of the two methods for different data partition ratios used. The 

performance of both ELM and SVM for the testing set slightly decreases as the training set size 

decreases while testing set size increases. This is only applicable to the testing set. As for the training 

set, the performance of both ELM and SVM remain constant irrespective of the partition ratio used. 

5 Conclusion and Recommendations 

The popular SVM and ELM techniques have been proposed and compared as two new identification 

models to better identify erythemato-squamous skin diseases. The two models based on ELM and SVM 

have been compared looking into the effect of varying the ratio of training set to testing set. 

Experimental results indicated that ELM outperformed SVM in all fronts for the testing set case.  Both 

the proposed classifiers have proven to be viable tools in this germane field as demonstrated by high 

accuracy and consistency of results even in the face of varying training-testing dataset percentages. 

Thus, SVM and ELM have been shown to demonstrate their unique ability to achieve excellent results in 

the field of biomedical diagnosis.  

Another unique discovery made in this work is the ability of both SVM and ELM to maintain consistent 

results in the face of varying percentages of training and testing set partition ratio for the training set. 
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Although there was minimal decrease in the testing set performance as the training set decreases while 

the testing set increases in size, the reduction in performance is very minimal and acceptable as 

excellent results were still achieved. In addition, these two models based on each of the SVM and ELM 

models can be applied to other relevant biomedical diagnosis problems in the future. 
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