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ABSTRACT 

The integration of Fuzzy Neural Networks (FNNs) with optimization techniques has not only solved the 
issues “black box” in Artificial Neural Networks (ANNs) but also has been effective in a wide variety of real-
world applications. Adaptive Neuro-Fuzzy Inference System (ANFIS) still needs effective parameter 
training and rules optimization methods to perform efficiently when the number of inputs increases. 
ANFIS accuracy depends on the parameters it is trained with and the drawbacks of gradients based 
learning of ANFIS using gradient descent and least square methods in two-pass learning algorithm. Many 
researchers have trained ANFIS parameters using metaheuristic, however, very few have considered 
optimizing the ANFIS rule-base. We propose an effective technique for optimizing ANFIS rule-base and 
training the network parameters using newly Accelerated modified MBA (AMBA) to convergence the 
speed during exploitation phase. The AMBA optimized ANFIS was tested on real-world benchmark 
classification problems like Breast Cancer, Iris, and Glass. The AMBA optimized ANFIS has also been 
employed to model real datasets. The performance of the proposed AMBA optimized ANFIS model was 
compared with the ones optimized by Genetic Algorithm (GA), Particle Swarm Optimization (PSO), MBA 
and Improved MBA (IMBA), respectively. The results show that the proposed AMBA optimized ANFIS 
achieved better accuracy with optimized rule-set in less number of function evaluations. Moreover, the 
results also indicate that AMBA converges earlier than its other counterparts.     

Keywords: ANFIS; neuro-fuzzy; fuzzy system; Mine Blast Algorithm (MBA); optimization 

1 Introduction 
Various optimization techniques and learning algorithms have been used with Fuzzy Neural Network 
(FNN) to reduce the cost of learning, and achieving higher accuracy at the same time. Most of these 
algorithms require substantial gradient information, and may become difficult or unstable when the 
objective function and the constraints have multiple or sharp peaks. To improve learning capability of 
FNN, many researchers have optimized the training process by various metaheuristic algorithms like 
Genetic Algorithm (GA), Particle Swarm Optimization (PSO) or Ant Colonies, which are modeled on swarm 
intelligence [1, 2]. 
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In recent years, Adaptive Neuro-Fuzzy Inference System (ANFIS) has gained more attraction than other 
types of fuzzy expert systems. This is because the results obtained from ANFIS are sturdier than other 
fuzzy systems [3]. After designing and testing the ANFIS systems, Neshat et. al., [4] found that ANFIS 
results were comparatively better than other fuzzy expert systems. However, when designing ANFIS based 
models, the major concern of researchers is to train its parameters efficiently so that enhanced accuracy 
can be achieved. On the other hand, Liu, Leng [2] and Petković et. al., [5] also agree that tuning 
membership function (MF) parameters is more complex than the consequent parameters. 

Mine Blast Algorithm (MBA) is recently introduced by Sadollah et. al., [6], which has outperformed GA, 
PSO, and their variants in terms of convergence speed and better optimal solutions. Sadollah et. al., [7] 
improved MBA and called it Improved MBA (IMBA). This paper further accelerates its convergence speed 
by modifying exploitation phase and calling the new variant as Accelerated MBA (AMBA).  

The following section briefly explains ANFIS and its learning mechanism. Section 3 presents MBA algorithm 
and the proposed AMBA is introduced, followed by ANFIS training using AMBA in Section 4. The 
experimental results are given in Section 5. Section 6 makes conclusion of this study. 

2 The Concept of ANFIS 
Jang introduced ANFIS architecture in 1993 [8], which can approximate every plant with adequate number 
of rules using adaptive technique to assist learning and adaptation [2, 9]. Figure 1 shows five layer ANFIS 
architecture: 

 

Figure 1. ANFIS Architecture ( M. A.  Shoorehdeli et al., 2009) 

Layer 1: Every node i in this layer is adaptive MF, i.e., Triangle, Trapezoidal,   

              Gaussian, or generalized Bell function. 

 

 

(1) 
 

(2) 
 

Layer 2: These nodes are fixed and represent simple product ∏ to calculate firing  

              strength of a rule. 
 
 

                              (3) 
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In this paper, the rules are generated using grid partitioning. The number of rules is mn where m is the 
number of MFs in each input variable and n is the number of inputs to ANFIS. 
 
Layer 3: Each node is fixed and represented as N in Figure 1. It normalizes firing strength of a rule from 
previous layer by calculating the ratio of the ith rule’s firing strength to the sum of all rules’ firing strength. 

(4) 
 

where  is referred to as normalized firing strength of a rule. 

Layer 4: These are consequent nodes which are identified during training. Each node has node function  

 

 
  

(5) 

Layer 5: It is output node which does the summation of rules output 
  

(6) 

ANFIS learns by adjusting all modifiable parameters using gradient descent (GD) and least squares 
estimator (LSE). The parameter update process uses a two pass learning algorithm as presented in Table 
1. 

Table 1. Two Pass Hybrid Learning Algorithm for ANFIS 

 Forward Pass Backward Pass 
   

Antecedent Parameters Fixed GD 
   

Consequent Parameters LSE Fixed 
   

Signals Node Outputs Error Signals 
   

In forward pass, consequent parameters are updated by LSE, and in backward pass, the premise 
parameters are updated using GD. Backward pass is influenced by back propagation (BP) algorithm of ANN 
which has the drawback to be likely trapped in local minima [9]. This paper explores the applicability of 
MBA after modifying its exploitation phase; calling it Accelerated MBA (AMBA). This paper presents an 
overview of MBA in the following section. The proposed AMBA is explained in the next section. 

3 Mine Blast Algorithm – MBA 
Sadollah et. al., [6] recently developed MBA as an optimization technique for handling complex 
optimization problems. This method is derived from the idea of explosion of mines, and thrown shrapnel 
pieces explode other mines by colliding with them. The most explosive mine (min or max f(x)) located at 
the optimal point X* is considered as optimal solution. The solution individuals in a population are 
shrapnel pieces (Ns). 

The initial population is created by first shot point, represented by  
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(7) 

where X0, LB and UB are the generated first shot point, lower, and upper bounds of the problem, 
respectively. rand is a uniformly distributed random number between 0 and 1. Explosion of a landmine 

generates shrapnel pieces Ns which collide with other landmine at location . The user of MBA can 
decide to start with multiple first shot points. 

 
 (8) 

(9) 

 
 (10) 

 
 

 (11) 

 

where ,  and  are the location of exploding mine, the distance and the direction  of the 
thrown shrapnel pieces in each iteration, respectively. In (9),  is the angle of the shrapnel pieces. F is the 
objective function value for the point X in (10) and (11). 

In MBA, the user defined parameter, called exploration factor µ, allows to randomly search for optimal 
solutions at small and large distances using (12) and (13). 
 
  

(12) 
 

 (13) 

Sadollah, Yoo [7] improved MBA to find optimal cost design for water distribution systems. The 
exploitation phase, defined in MBA, is modified by IMBA, which focuses on the solution closest to the best 
one so far. IMBA modifies (8) as below: 
 

 (14) 
 
In (14), the perception of direction is replaced by moving to the best solution. The exponential term in 
this equation improves the obtained exploded point by including information from current best solution 

 and previous best solution  and Euclidean distances between them in m dimensions. 
 

(15) 
 

 

Unlike MBA, distance between shrapnel pieces are reduced by (16), only when there is no change in the 
value of the cost function. 
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(16) 
 

where α and k are reduction constants and iteration number index, respectively. 

3.1 Accelerated Mine Blast Algorithm – AMBA 
The modification in exploitation equation by IMBA improves results, more quicker results could be 
achieved by having distance between current exploded point  and current best solution so far. The 
proposed modifications in (14) and (15) are illustrated below: 

 

(17) 

 

(18) 

where  represents Euclidean distances between  current best  solution  and current point of 
explosion  in  dimensions. The proposed approach did not use information of previous best 
location; therefore it accelerated the convergence of the algorithm. Hence, this new variant of MBA is 
referred to as Accelerated MBA (AMBA). To validate its performance, when training ANFIS network on 
benchmark classification problems, the results are compared with MBA and IMBA. 

3.2 ANFIS Training using AMBA 
In this paper, AMBA is employed to tune premise and consequent parameters of ANFIS. Each shrapnel 
piece of mine in AMBA represents a set of parameters comprising of both the MF parameters and the 
consequent part of the fuzzy rule. The performance validation criterion mainly focused on three 
measures: optimized rule-set of ANFIS, accuracy of ANFIS, and convergence speed of optimization 
algorithms. Optimized rule-set consisted of the potentially contributing rules which were extracted from 
the overall knowledge-base of ANFIS. The accuracy was measured in terms of Mean Square Error (MSE) 
between actual and the desired output. The speed of convergence of optimization algorithms was 
measured in number of iterations.  

The fitness is defined as mean squared error (MSE) between actual output and the desired output, it can 
expressed as: 

(19) 

where MSE, O, , and m are mean square error, ANFIS output, target output of mth training pair, and 
the size of training dataset, respectively. 

The ANFIS network trained by AMBA algorithm is outlined as below Figure 2: 
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Figure 2. AMBA Algorithm 

The datasets are partitioned into two sets: training and testing set. The partitioning of is performed 
randomly such that 75% reserved for training and 25% for testing purpose. For training ANFIS with 
standard MBA, IMBA and the proposed AMBA, Table 2 presents the initialization values. 

Table 2. Specification of ANFIS and AMBA Algorithm MBA, IMBA, AMBA  

 

Value ANFIS Parameters Value Parameters    
    

Number of first shot 1 Number of inputs As per datasets 
points ( )   mentioned in Table 2 

    

Number shrapnel 15 Number of MFs for 3 
pieces ( )  each input  

    

Exploration Factor (  Type of MF Guassian 
    

Reduction Factor (  )    
Maximum Iterations    

    

Objective Function Mean Square Error (MSE)   
     

 

4 Experimental Results 
This section provides the analysis and discussion on the performance of the proposed Accelerated Mine 
Blast Algorithm (AMBA) optimized ANFIS. The performance of the optimized ANFIS was evaluated in terms 
of accuracy while AMBA was evaluated based on convergence rate. The efficiency was evaluated using 
three real world classification problem datasets which were breast cancer, iris, and glass. These datasets 
were taken from University California Irvine Machine Learning Repository (UCIMLR) at Center for Machine 
Learning and Intelligent Systems. To validate superiority over other optimization methods, the proposed 
AMBA optimized ANFIS was compared with the one optimized by GA, PSO, MBA, and IMBA, respectively. 
For further evaluation, the ANFIS-based AMBA model was first trained and then tested on industry data 
acquired from SME Corporation Malaysia. The data was taken from SCORE (SME Competitiveness Rating 
for Enhancement), a software diagnostic system developed by SME Corporation Malaysia for ranking 
SMEs. The summarization drawn from the results is presented as follow. 
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Table 3 proves that the proposed AMBA outperformed other optimization algorithms in the list. AMBA 
optimized rule-set from 16 rules to 7 for achieving accuracy of 99.777%. Even though, the optimized rule-
set of AMBA and IMBA was equal but AMBA achieved this rule-set in just 16 iterations as compared to 
IMBA did in 30. Moreover, the accuracy of IMBA was lesser than the proposed algorithm. This shows the 
proposed AMBA exhibited more speed of convergence than other algorithms. Here, MBA and PSO 
obtained 5 rules each in their optimized rule-set but the accuracy of PSO was better than MBA due to 
better membership functions parameters identified by PSO. GA performed least in this case as well. It was 
able to bring only 4 rules therefore losing accuracy. 

Table 3: Summary of optimization algorithms’ performances in Iris classification problem 

CRITERIA GA PSO MBA IMBA AMBA 
Optimized Rule-

Set 
4 5 5 7 7 

MSE 0.15533 0.089008 0.13505 0.034896 0.0044512 
Accuracy % 92.233% 95.5496% 93.248% 98.255% 99.777% 

Iterations To 
Converge 

30 30 30 30 16 

From the results shown in Table 4, it is worth noticing that AMBA performed better than GA, PSO, MBA, 
and IMBA. AMBA reduced the number of rules in the total rule-set of 512 rules to 58 and achieved 
98.433% accuracy. It achieved highest accuracy among others optimization algorithms in just 9out of 30 
iterations. PSO attained second best accuracy among others which was 97.636% with 24 rules. It 
consumed 23 iterations out of 30 to reach the target error for overall ANFIS output. MBA and IMBA 
consumed all 30 iterations and could not reach the target error. They demonstrated 97.347% and 97.086% 
accuracies with 59 and 62 rules, respectively. GA was once again lowest performer with 96.679% accuracy 
in this classification problem as well. 

Table 4: Optimization algorithms’ performances in Breast Cancer classification problem 

CRITERIA GA PSO MBA IMBA AMBA 
Optimized 
Rule-Set 

25 24 59 62 58 

MSE 0.14643 0.047274 0.053058 0.058273 0.03134 
Accuracy % 92.679% 97.636% 97.347% 97.086% 98.433% 

Iterations To 
Converge 

30 23 30 30 9 

In Table 5, the performance of AMBA is compared with GA, PSO, MBA, and IMBA while training and 
optimizing ANFIS network. Even though AMBA and IMBA took same number of iterations (6) to meet 
target error tolerance (0.01) and both the algorithms brought 21 out of 512 rules in their optimized rule-
set, but AMBA was able to achieve better accuracy than IMBA. MBA also reached error tolerance in 8 
iterations unlike PSO and GA which consumed maximum iterations limit of 30. MBA, PSO, and GA reached 
the accuracy of 99.524%, 97.935%, and 97.837%, respectively, whereas they optimized the rule-set to 20, 
13, and 7, respectively. 
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Table 5: Optimization algorithms’ performances in Glass classification problem 

CRITERIA GA PSO MBA IMBA AMBA 
Optimized Rule-

Set 
7 13 20 21 21 

MSE 0.043267 0.041296 0.0095231 0.0087719 0.0027582 
Accuracy % 97.837% 97.935% 99.524% 99.561% 99.862% 

Iterations To 
Converge 

30 30 8 6 6 

As shown by the results in Table 6 below, the proposed AMBA optimized ANFIS network effectively than 
other optimization algorithms. It obtained optimum number of rules with higher accuracy in less number 
of iterations as compared to the original MBA, its variant IMBA, and GA and PSO as well. Table 4.3 reveals 
that AMBA retrieved 98 rules out of total 128 in forward pass with rule tolerance 0.0001. It achieved 
99.764% which is higher than original MBA and its variant IMBA. As compared to the proposed AMBA, 
MBA and IMBA achieved less accuracy with less number of rules in more iterations; 99.681% with 96 rules 
and 99.613% with 91 rules, respectively, with 30 iterations each. However, they performed better than 
GA and PSO. GA performed least in this problem and could only reach to 42.251% with 34 rules. PSO 
showed better accuracy than GA, reaching 90.735% with 58 rules. Both the optimizers spent30 iterations.  

Table 6: Optimization algorithms’ performances in SME Classification problem 

CRITERIA GA PSO MBA IMBA AMBA 
Optimized Rule-Set 29 58 96 91 98 

MSE 0.4321 0.1853 0.0063873 0.0077464 0.0047279 
Accuracy % 78.395% 90.735% 99.681% 99.613% 99.764% 

Iterations To 
Converge 

30 30 30 30 16 

 

5 Conclusion 
 
A new variant of MBA, so called AMBA, has been proposed in this paper. AMBA is integrated with ANFIS 
for training the premise and consequent parameters to achieve minimum error difference between the 
desired and actual output. The findings from the results, obtained from several experiments conducted 
on real-world benchmark problems, indicate that the proposed AMBA can efficiently train ANFIS network. 
The proposed AMBA reduces the computational cost by eliminating the cost of maintaining the previous 
best solution. It only uses current best solution and the available candidate solution. Because of this 
modification, AMBA shows the ability of converging quicker as compared to the standard MBA, and the 
improved variant IMBA. Even though, MBA is a potential optimization algorithm, it can still be improved 
by modifying exploitation phase and distance reduction policy. 
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ABSTRACT 

In this text, we carry out a brief summary of the Theory of Dynamic Interactions developed by the author 
in the new book: New Paradigm in Physics. Certain keys are provided to better understand the dynamic 
hypotheses proposed, conclusions are drawn from the studies carried out and ideas for future 
development are proposed in this area. The author believes that with this new model proposed, the 
understanding of our observational universe will be facilitated, as well as that of the physical phenomena 
we notice. 

This paper is based on ideas and excerpts from other texts by the author or his team, which are mentioned 
in the references. Nevertheless, some paragraphs may not be duly referenced.  

Keywords: Paradigm in Physics; Rotational Motion; Rotational Dynamics; Dynamic Interactions; Inertial 
Fields; Generalization of mechanics . 

1 Keys to understand the Theory of Dynamic Interactions 
Taking as a starting point the aporia between rotation and orbit, a Theory of Dynamic Interactions, has 
been developed by Advanced Dynamics team (See figure 1), that I explain on the book: New Paradigm in 
Physics1. The writing of this book is described by Professor Merino2, and it incorporates a prologue of 
great interest of Francisco Dalby3. 

This theory is based on the inertial incapacity of matter to vector add, under certain conditions, the 
resultant angular momenta and, in general the angular magnitudes of the rotating bodies. The dynamics 
of rigid solid bodies is not a closed discipline, particularly in the field of rotational dynamics. From the 
observation of bodies with intrinsic rotation in our universe, our research group proposed new dynamic 
hypotheses that explain the behavior observed when these bodies are subject to new simultaneous non-
coaxial rotations. 

The findings of the Bernoulli’s, Riccati and especially D´Alembert and Euler, followed by that of Lagrange, 
Laplace and Hamilton, meant that from the 19th century Mechanics could be considered a mathematically 
defined and fully modelled science. However, if we analyses Rotational Dynamics specifically, we cannot 
be satisfied or share that same approach. 

It was in fact Euler who established the equations of motion of rotating solid bodies4. His studies on 
rotational dynamics culminated in the publication of his work Theoria motus corporum solidorum seu 
rigidorum5. In said work, he expresses the rotation of the main axes of the body in relation to the other 
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three fixed axes, through the use of three variable angles, which determine new angular coordinates, and 
through very similar formulas to those currently known. 

The orientation of a rigid solid body can be determined from Euler's angular coordinates. If these 
coordinates are known depending on time, we will be able to deduce the temporal evolution of its 
orientation. These are Euler's equations, based on which we should be able to determine the trajectory 
of a body subjected to multiple momentums.Euler's equations are to rotational dynamics what Newton's 
second law is to translational dynamics. The problem is that those equations, which are consistent and 
formally correct, do not allow a general solution apparently both from the physical and purely 
mathematical point of view, because they generate complex equations that in most cases can only be 
solved approximately.  

 

Figure 1. Advanced Dynamics Team in 2008: From left to right: F. Dalby, M. Cano, R. Gómez-Olea (†), G. 
Barceló, J. Cano, A. Álvarez and E. López. 

Even if we analyze the trajectories calculated with these equations, we note that not correspond to 
observable reality. In figure 2 we see estimated trajectory with the formulation of Classical Mechanics, 
and on figure 3 the real trajectory observed. 

By observing in nature the constancy of the relationship between orbiting and intrinsic rotation, Gabriel 
Barceló deduced the principle that: Everything that orbits, rotates7; or rather, everybody that moves 
through an orbit simultaneously rotates on an intrinsic axis. He deduced this principle from observing the 
planetary system, the rings of Saturn and also the behavior of the spinning top. 

He understood, however, the need for empirical checks to confirm or rectify the new dynamic hypotheses 
deduced from the aforementioned principle and, where appropriate, to be able to explain that behavior 
by formulating a new dynamic theory that would simultaneously resolve other Rotational Dynamics 
phenomena and generalize inertial phenomena. The Theory of Dynamic Interactions allows developing a 
specific dynamic for rotating solids, submitted to successive torques in which the sequence of the forces’ 
action and its behavior do not coincide exactly with the laws of classic mechanics. 

The statement of behavior laws of mobiles in space, and therefore the development of the Theory of 
Dynamic Interactions, has been carried out after experimentally verifying the previsions of this theory and 
the real inertial behavior of the rotating matter. 

Copyr ight © Soc iety  for  Science and Educat ion Uni ted Kingdom 11 
 



Gabriel Barceló; Theory Of Dynamic Interactions: Synthesis. Transactions on Machine Learning and Artificial 
Intelligence, Volume 5 No 5 October (2017); pp: 10-24 

 

 

Figure 2. Estimated trajectory of Classical Mechanics. 

The incorporation of this theory in the field of rational mechanics is achieved, not only by speculative and 
mathematical reasons, as well as being a result of the realized experimental tests, and even through the 
extrapolation of the experimental behavior with specific tests. 

In line with these previous experiments we have been able to observe that the knowledge of these 
behavior laws11 will allow the development of new dynamic technologies, unknown to date. 

Through this model different results are obtained, for certain assumptions, basing ourselves exclusively 
on the new interpretation of the coupling concept. We propose new criteria in the composition or 
superposition of the motions originated by the acting forces. 

I strongly believe that this exposure corresponds to the real dynamic behavior of bodies subjected to 
acceleration by rotation. 

Up to now, I have not been refuted by any logical argument or experimental evidence that allows us to 
suppose that my proposal is wrong. 

I proposed that from a relativistic point of view, an intrinsic rotation can be seen as a fixed mobile and a 
rotation of the space of events which contains it. In this assumption, different experiments can be carried 
out, and the resulting observations be noted. By way of illustration we could 

propose: 

1 Multiple rotations. A mobile exposed to successive non coaxial torques might react with 
two simultaneous non coaxial rotations. 

2 Inertial reactions of the mass (Gyroscopic momentum). The successive action of 
noncoaxial torques, generates an inertial reaction, which does not correspond to 
Newton's laws, and that is not structured in classical mechanics. 

From these experimental references, we can reiterate that we infer the existence of a different rotational 
dynamics, non-Newtonian, necessary for the identification of the behavior of rotating bodies, when 
exposed to new non-coaxial stimulations, and the behavior of which, in many cases, nowadays is 
considered to be anomalous, paradoxical or chaotic, because the laws that we have at our disposal do not 
allow to identify and predetermine it. Based on the Principle of Conservation of the Momentum, we can 
infer that the field of inertial reactions generated in the rotating space by a new non coaxial momentum, 
upon a moving body with a rotational movement ω and an inertial momentum I upon that rotation axis, 
and thus with an angular momentum L, will oblige the moving body to acquire a orbitation rate Ω. 
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This orbitation rate Ω can be observed simultaneously to the initial ω, which stays constant within the 
body. Further, and as discriminating hypothesis, in the case of transfer movement of the body, we propose 
the dynamic hypothesis of the linear speed field, coupling to the anisotropic field of inertial speeds created 
by the second non-coaxial momentum, obtaining as resultant movement, a simultaneous orbiting with 
the intrinsic rotation of the moving body. This new orbiting movement, generated by a non-coaxial 
momentum, defines itself through the rotation of the speed vector, the latter being kept constant in 
module. 

 

 

 Figure 3. Real trajectory of the Pendulum of Dynamic Interactions.14 

As a result of this analysis we obtained as motion equation: 

 

The rotation operator 
Ψ
⇒ with angular displacement, transforms the initial velocity  

⋁
→
0

 into 
𝒱𝒱
→, both of 

which are situated on the same plane. We find that the rotation operator is  
Ψ
⇒ perpendicular to the 

velocity (See Figure 4.) and a function of the sine or cosine Ωt, which clearly indicates the relationship 
between the angular velocity of the orbit Ω, torque  

Μ
→ and the initial angular velocity 

𝒱𝒱
→ (…) 

Accordingly, we have obtained a simple mathematical relationship between the initial angular velocity of 
the body and its translation velocity . (…) Dynamic effects can be associated with velocity and a clear 
mathematical correlation between rotation and translation. This mathematical coupling enables us to 
identify a physical relationship between the transfers of rotational kinetic energy and translational kinetic 
energy and vice versa. 

With this analysis, we believe to have given a full answer to our initial aporia between constant turn and 
orbital movement, being justified the coincidence in nature where mobiles are rotating and orbiting 
simultaneously, based on the peculiar inertial behavior of mass. 

Throughout our exposition, we have tried to avoid the concept of inertial force and we have substituted 
it by inertial reactions. No existence of real forces can be inferred from the observation of matter. 
Although we can infer the existence of the non-homogeneous ddistributions of velocities whose derivative 
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generates an inertial field of accelerations that neither is homogeneous, but can be interpreted as a field 
of inertial forces. 

Quite a number of examples can be thought of for checking these dynamic hypotheses, which would allow 
us to interpret many assumptions in nature, which still remain unexplained. 

This new non-inertial rotational dynamics based on the Theory of Dynamic Interactions, we have 
developed in laws and corollaries, allowing a number of new, unknown scientific and technological  
applications. The Theory of Dynamic Interactions was first exposed at the XXX Physics Biennale held in 
Orense (Spain) in 2005,16 and published in the book: The flight of the Boomerang, with prologue of 
Professor Garcia Moliner17, and analyzed later by Almudena Martin. 

 

Figure 4. The rotation operator  
𝚿𝚿
⇒  will be perpendicular to the successive velocities 

𝓥𝓥
→ , all of equal module and 

tangential to the path of the moving object. 

2 Generalization of mechanics 
We live in a physical world based on the fact that everything rotates, though for the simple observer it 
seems as something is just moving there in the sky. In reality, we are living in a physical world based on 
the intrinsically movement on axes of symmetry: The planets rotate on their axis and orbit, as well as their 
satellites, the planetary systems and galaxies. 

As we expressed, the classical mechanics has been formulated for inertial reference frames, and not for 
rotating spaces of events. Nevertheless, it is possible to think of a new mechanics for any type of space, 
adding their inertial reactions and defining a dynamics of inertial fields. Thus, the not inertial phenomena 
would also be structured, and get incorporated in a unified mechanics. 

In order to incorporate the inertial phenomena into the structure of physical knowledge, it is necessary 
to analyze the motion in non-holonomous coordinates and the resulting axial reactions, in the 
understanding that a mechanics, as the classical mechanics, based on holonomous coordinates and polar 
reactions, will only represent a limited and partial view of nature. 

We have already said that the proposed generalization does not say that classical mechanics is obsolete 
or wrong, but simply that it is partial and limited, as it refers to the specific assumption of inertial systems. 
We wish and are able to be more ambitious, looking for more general dynamic laws, which establish the 
behavior of moving bodies when rotating, or even when they are exposed to multiple non-coaxial 
rotations of the space of events. 
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The Theory of Dynamic Interactions generalizes the concept of gyroscopic momentum, and of other 
inertial phenomena, incorporating them into the unified structure of a new non inertial rotational 
dynamics. 

According to the defended Theory of Dynamic Interactions (See figure 5 and video referred), we can 
conceive a universe in a constant dynamic balance, in which a force momentum, with a zero resultant, 
will generate, as long as it works, a movement of constant orbiting, within a closed path. 

The importance of this mathematical model is obvious, we have already said that it is not only the forces 
leading players, but also the momentums of forces which, while staying constant, will generate orbiting 
and constantly recurrent movements, generating a system in dynamic balance, and not in unlimited 
expansion. 

 

Figure 5. Numerous experimental tests can be observed in videos and can be easily repeated 

At the 1930 annual meeting of the Society of German Scientists and Physicians, the Czech mathematician 
Kurt Gödel tentatively announced the first expression of his incompleteness theorem: There are things 
we know are true, but we cannot prove. 

In my opinion, in our case: There are things we know are true and can prove!!! 

3 Justification 
The theory justifies and explains many scientific unknowns that could not be understood using classical 
mechanics. TDI fully justifies the flat orbits Kepler proposed: Bodies provided with intrinsic angular 
momentum and submitted to one single torque will not orbit in a space formed by possible spherical 
paths, but in a plane containing the torque. 

But this feature is not stated, but it is implicit in Kepler's first law: The orbiting motion is configured in a 
plane. On the contrary, they are not expressly specified in Newton´ laws. 

However, our theory specifically proposed: The mobile's path will be situated on the plane determined by 

the vector of the initial velocity
⋁
→
0

 and an axis parallel to the momentum  
Μ
→ 

And also on the third corollary of the tenth Law, in absence of nutation: Rigid solid bodies equipped with 
intrinsic angular momentum and translation speed, subject to momenta of constant force, will describe 
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closed paths in a plane determined by the vector of initial velocity and that will possess an axis parallel to 
the acting momentum. 

The resultant movement, even if we are situated in a three dimensional space, will be a flat orbit, and all 
the interaction movements resultant of the same torque, will be situated on a plane containing the 
torque. 

This means that, if the variables are kept stable, the orbital movement will be flat. But neither Kepler and 
Newton laws mentioned in the coincidence of the rotation and orbiting in our universe. 

In the laws of classical mechanics, there does not exist a mathematical correlation which relates the 
movements of orbit and rotation of the planets around the Sun. However, the question of theexistence 
of a physical relation between both movements, which has to date not been mathematically shown can 
be raised. 

Also to justify how rings with multiple satellites such as the ones of Saturn22 (See figure 6), are formed 
many times in our solar system. Newton neither explains the reason for the rings of Saturn nor many 
systems of flat rings in our solar system like the asteroid belt, the Kuiper belt or the diffused disc. 

 

Figure 6. In accordance with the Theory of Dynamic Interactions, the ecliptic or Saturn’s discs trace flat orbits. 

Our theory may also justify the ripples that occur in the rings of Saturn, and in general in all the ring 
systems: may be due to changes or disturbances moment acting. For example, by fluctuations of 

gravity of Saturn itself, in its rotation, or due to the masses of other planets or satellites affecting 

the movement of the rings. 

It also justifies the configuration of spiral galaxies, whose arms must consist of celestial bodies in rotation 
and accelerated traslation speed (See figure 7). 

According to the General Theory of Relativity, we can estimate that the mass of the Earth distorts space-
time in its surroundings. In this case, we can assume the analogy that the Moon makes a rolling movement 
on the curved surface of the space-time deformed by the Earth, generating a new rotation of the satellite, 
which we can suppose is not coaxial to the intrinsic rotation that it already has. In this case, the dynamic 
interactions predicted by the TDI would be generated, resulting in the closed and flat orbit of the Moon 
that we see. In this way, we justify the behavior of the celestial bodies, in accordance with the criteria of 
relativity, without needing torques or forces. 
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In this same area, the second Law of Kepler can also be justified, since, in the case of an elliptical orbit, it 
must have a cause according to the TID, in a variation of the orbital velocity, which is consistent with the 
greater distortion of space-time in the vicinity of the central mass. 

Also, the same or analog reasoning could be applied to understand the behavior of so many rotating solid 
elements like the boomerang, the hoop or the wheel. 

4 New paradigm 
New Paradigm in Physics, and the accompanying videos, provides only a brief summary of the works and 
studies carried out over the last thirty-five years, to propose a Rotational Dynamics of Interactions 
applicable to bodies subjected to multiple successive non coaxial torques. Theinitial hypotheses are based 
on new criteria about speed coupling and rotational inertia, and have been confirmed by experiments and 
by a mathematical model allowing the simulation of the real behavior of bodies submitted to these 
excitations. In this study, I found a clear correlation between the initial speculations, original hypotheses, 
simulation model, deduced physical laws, the realized experiments, and mathematical models 
corresponding to the equations of motion that result from the proposed dynamics laws. 

 

Figure 7. The spiral galaxy whose arms, in accordance with what the TDI predicted, will be constituted by 
celestial bodies in rotation and accelerated traslation. 

As a result of this dynamic investigation work we can propose the following conclusions: 

1 There is a wide subject area not yet developed in rotational dynamics inasmuch as rigid bodies 
are subjected to accelerations caused by simultaneous non coaxial rotations. 

2 This area of knowledge can be analyzed under relativistic and non-relativistic mechanics. 
Hypotheses are based on new criteria about speed coupling and rotational inertia. 

3 In the exposed experimental non relativistic tests carried out, we have concluded that new 
general laws of behavior can be obtained, based in the analysis of the dynamics fields created. 

4 We have obtained an equation of motion for rigid bodies in translational motion with intrinsic 
angular momentum, when subjected to non-coaxial pairs, which defines the dynamic behavior of 
rigid bodies in these cases. 

5 We find a clear mathematical correlation between rotation and translation. This mathematical 
connection allows us to identify a physical relation between transfers of rotational kinetic energy 
to translational kinetic energy and vice versa. 
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6 The mathematical model implies that it would be possible that moving bodies subjected to 
successive non coaxial torques would initiate orbital motion as a result of inertial dynamic 
interactions. 

7 While maintaining constant initial angular momentum and the second torque constant, the center 
of mass of the moving bodies would follow a closed orbit without requiring any centripetal force. 

8 The theory also allows to give an answer to an initial aporia: to be aware and to understand the 
physical and mathematical correlation between orbitation and intrinsic rotation. 

The result of this project is the conception of an innovative dynamic, and also the demonstration of a 
rational field theory, that gives a new understanding of the behavior of matter. In my opinion, the 
application of these dynamic hypotheses to astrophysics, astronautics, and other fields of physics and 
technology will allow new surprising, and stimulating advances in investigation and in the innovation of 
an unprecedented Rotational Dynamics of Interactions. 

Also has numerous and significant scientific and technological applications, especially in orbital dynamics, 
orbit determination, and orbit control. For instance: 

- Variation of the affecting torque, arises when subjecting intrinsic angular momentum bodies to 
new non-coaxial momentums. 

- To conceive an intrinsic rotating mobile solid, which could be exclusively controlled due to 
Dynamic Interactions. 

- To calculate the trajectory of any intrinsic angular momentum solid in space. 
- To propose a new steering system independent from a rudder or any other external element. 

We can suggest advances in the studies and application related to orbital mechanics, guidance, navigation, 
and control of single or multi-spacecraft systems as well as space robotics and rockets. 

This theory has also had numerous technological applications26 in the control of moving objects, in 
astronautics27, in nuclear fusion plants or for interpreting climate phenomena with rotating fluid masses, 
such as typhoons or tornadoes.28 Indeed, we will even consider numerous technological applications, for 
example, dynamic confinement in nuclear fusion reactors to generate clean electricity, which has been 
described in two already published articles. 

We would like to note that in our deductive reasoning, we have introduced a discriminating hypothesis, 
in the case of the body's translation movement, when we propose that the field of translation speeds will 
be coupled to the anisotropic field of inertial speeds created by the second non-coaxial torque, with an 
orbit simultaneous to the initial intrinsic rotation of the mobile as the resulting movement. This new 
orbital movement generated by a non-coaxial momentum, will be defined by the rotation of the velocity 
vector of translation, the latter kept constant in module. 

In previous texts, we have proposed that, through this analysis, the nature of any movement in space can 
be determined and predicted, defining its relativity. The movement equation that is proposed, and the 
laws that are formulated, permit the initiation of the structuring of a rational mechanics and of a rotational 
dynamics based on principles and axioms, for bodies submitted to accelerations by rotations, clearly 
differentiated from classical mechanics. 
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In this new rational structure, phenomena that are paradoxical or alien to the main structure should not 
be present as happens in classical mechanics with the so called gyroscopic torque or fictitious forces. 

The Theory of Dynamic Interactions is a logical-deductive system constituted from some dynamic 
hypotheses. By means of the observation of nature, the establishing of some initial hypotheses, and 
starting from axioms and postulates, we have constructed a structure of knowledge in relation to rigid 
solid bodies, when submitted to successive accelerations by rotation. The physical-mathematical model 
obtained allows us to interpret the observable behavior of these bodies, subject to successive non coaxial 
torques, according to deduced laws, as well as to extract new consequences, inferences and predictions. 
For example, the theory allows justifying the deviation that undergoes the horizontal curvilinear trajectory 
of a ball, when it is submitted to non-coaxial moments (See figure 8). 

 

Figure 8. Horizontal curvilinear trajectory of a ball with effect, whose deviation can be justified by 

the Theory of Dynamic Interactions. 

This theory has been checked and confirmed by experimental tests. This text does not pretend to 
challenge the laws of Newton; what has been developed is a conceptual structure complementary to 
classical mechanics for systems accelerated by rotations. We propose a theory based on a specific 
rotational algebra for non-inertial environments where the starting hypotheses that the laws of 
translational classical mechanics are based on, are not respected. We propose the exploration of a new 
niche of knowledge for some very specific, but not trivial dynamic conditions that are repeated in our 
universe. 

Also noteworthy is that, through the development of these studies, full coherence has been obtained 
between the hypotheses of the beginning, the applied principles and axioms, the developed physical-
mathematical model, the obtained movement equation, the deduced laws, the reached simulation 
models and the conducted experimental tests. We also have referred to examples in nature which support 
the Theory of Dynamic Interactions, all endorsing the laws proposed in this text. 

It is necessary to admit the existence of a rotational dynamics of interactions with real results and which 
modifies the behavior of bodies in accordance with some specific and universal dynamic Laws. 

This research can be extended with the Field Theory and a relativistic deep analysis, and may allow the 
physical knowledge of new space systems and brings potential applications for the future, along with 
numerous relevant technology developments. 
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We want to suggest that interest should arise in physics in the exploration of non-inertial accelerated 
systems, and also to express a call for the need to develop scientific investigation projects for their 
evaluation and analysis, as well as technological projects based on these hypotheses. In our opinion, these 
hypotheses suggest new keys to understanding the dynamics of our environment and the harmony of the 
universe. A universe composed not only of forces, but also of their momentums; and when these act 
constantly upon rigid rotating bodies, with an also constant translation speed, the result is a closed 
orbiting movement, thus a system which is moving, but within a dynamic equilibrium. 

The application of these dynamic hypotheses to astrophysics, astronautics and to other fields of physics 
and technology possibly allows new and stimulating advances in investigation. 

The result of this project is the conception of an innovative dynamic theory, which specifically applies to 
rigid rotating physical systems and which has numerous and significant scientific and technological 
applications, The Theory of Dynamic Interactions establishes new conceptual criteria, of a more general 
description, to understand the behavior of nature, meaning that the current laws of dynamics could 

be considered special and specific cases of this theory. For example, Newton's laws would apply to the 
case of a physical model of behavior, without force momentums. 

5 Other suggestions 
The Theory of Dynamic Interactions has led to suggestions that the Theory of Relativity should be 
reviewed and doubts have been raised over Einstein's Equivalence Principle. This theory should give rise 
to a review of the current concepts of astrophysics. There should be special analysis of the fascinating 
history of human knowledge of the universe, while also proposing, developing and explaining the 
application of the Theory of Dynamic Interactions to afford us a better understanding of the dynamic 
enigmas that surround us. 

The Theory of Dynamic Interactions It is fully described in the book New paradigm in physics (See figure 
9). 

We can remember how Max Planck used the term "quanta" in his thermodynamic studies. He proposed 
the concept of the quantization of radiation in 1900 by studying the emission of blackbody radiation by 
suggesting that energy can only be absorbed or released into discrete packets, which he called elements 
of energy. Planck also deduced the numerical value of h, later named after him as Planck's constant, being 
understood in physics as the smallest amount of energy that can be transmitted. 

In 1905, Albert Einstein suggested generalizing this concept for energy radiation, and even for 
electromagnetic radiation, proposing the existence of light quanta. This concept was generalized until it 
was accepted as the minimum value that any physical quantity can take. In this way, it turns out to be the 
least possible variation of any physical quantity. 

This constant is still assumed today, but its nature or justification is unknown. Nevertheless, this Quanta 
or minimum value of physical magnitudes, could have its origin in atomic physics, and in particular, in 
atomic particles, being related to their spin, and therefore, with the possible angular momentum of the 
particle. 

We suggest exploring and analyzing this possibility, and determining if there maybe a correlation between 
the atomic particle spin and the Planck constant, based on the criteria established by the Theory of 

URL:http://dx.doi.org/10.14738/tmlai.55.3344                   20 
 

http://dx.doi.org/10.14738/tmlai.55.3344


Transact ions on Machine  Learning and Art i f ic ia l  Intel l igence  Volume 5 No 5,  Oct  2017 
 

Dynamic Interactions. On the other hand, before proceeding with the structuring of a physics developed 
from logical configurations resulting from mathematical deductions, which have not been experimentally 
contrasted, and therefore with no observational result, such as black holes, axions, dark matter, 

dark energy, etc ..., we reiterate the need to incorporate the postulates of the theory we propose, ina 
review of the Theory of Relativity, that allows us to reach a Theory of everything that is consistent with 
physical reality. 

 

Figure 9. New paradigm in physics 

We believe that with this new model that we propose, the understanding we have of our observational 
universe will be facilitated, as well as that of the physical phenomena we notice in it. 

To end, we can remember Isaac Newton: We are to admit no more causes of natural things than such as 
are both true and sufficient to explain their appearances. 

6 Final note 
According to the information we have, only our team of Advanced Dynamics has investigated actually in 
this field, and has published on these researches.I have presented here a synthesis of our Theory of 
Dynamic Interactions, after more than forty years of research. Perhaps I have to repeat concepts and 
arguments from previous texts. 

Our practice of careful elaboration and possible repetition of our own texts is explained by our desire to 
overcome, as efficiently as possible, difficulties in spreading our ideas and also, to avoid possible 
misinterpretations. 

The text refers to other papers published by the same author, or other texts of his research team, 
understanding that this repetition, in a synthesis text, is necessary and convenient for clarity in the 
dissemination of the results obtained. 
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ABSTRACT 

Constrained Motion Particle Swarm Optimization (CMPSO) is a general framework for optimizing Support 
Vector Regression (SVR) free parameters for nonlinear time series regression and prediction.  CMPSO uses 
Particle Swarm Optimization (PSO) to determine the SVR free parameters.  However, CMPSO attempts to 
fuse the PSO and SVR algorithms by constraining the SVR Lagrange multipliers such that every PSO epoch 
yields a candidate solution that meets the SVR constraint criteria.  The fusion of these two algorithms 
provides a numerical efficiency advantage since an SVR Quadratic Program (QP) solver is not necessary 
for every particle at every epoch.  This reduces the search space of the overall optimization problem.  It 
has been demonstrated that CMPSO provides similar (and in some cases superior) performance to other 
contemporary time series prediction algorithms for nonlinear time series benchmarks such as Mackey-
Glass data.  This paper details the CMPSO algorithm framework and tests its performance against other 
SVR time series prediction algorithms and data including the European Network on Intelligent 
Technologies for Smart Adaptive Systems (EUNITE) competition data and the Competition on Artificial 
Time Series (CATS) competition data.   

Keywords: Support Vector Regression, Constrained Motion Particle Swarm Optimization (CMPSO), 
Particle Swarm Optimization, Nonlinear Time Series Prediction. 

1 Introduction 
Nonlinear time series regression and prediction applications range from financial market prediction, 
electrical load forecasting, dynamic control system design, and a vast array of other real world problems.  
There are many methods to solve such problems including Auto Regressive Moving Average (ARMA) 
algorithms (in many different forms), Kalman Filtering (also in many different forms), Artificial Neural 
Networks (ANNs), Support Vector Machines (SVMs) and Support Vector Regression (SVR), and many 
others.  Any of the above algorithms can be applied to real world problems, some with greater success 
than others. In many cases, the success of the algorithm for a given application depends heavily on 
algorithm “tuning” – the process of optimizing the algorithm for the specific problem space.  Some 
examples of “tuning” include model selection (as with Kalman Filtering) and free parameter selection (as 
with SVR).  The employment of some algorithms such as SVR further requires the use of a Quadratic 
Program (QP) to solve for the given algorithmic parameters, thus increasing the computational complexity 
of these kinds of approaches. 
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Although SVMs/SVR algorithms are generally computationally complex, they are effective for time series 
regression and prediction applications [1]. The challenge remains to optimize free (undefined) parameters 
associated with SVR. These parameters are essential to the proper operation of the SVR algorithm and are 
generally user selected in an ad hoc manner. Specifically, three parameters need tuning for proper 
implementation of SVR: 1. A capacity constant (C) that effects scaling and accuracy (which will ultimately 
be factored out and eliminated as a free parameter in the Constrained Motion Particle Swarm 
Optimization (CMPSO) formulation), 2. An error bound (𝜀𝜀 that will control the data fit, and 3) a kernel 
function parameter (𝜎𝜎 that is used to help cast data to feature space.  The focus of this paper is to detail 
a unique approach of applying SVR to (almost) any time series regression and prediction problem by using 
a free parameter optimization framework employing Particle Swarm Optimization (PSO).  The CMPSO 
framework is unique in the sense that it does not require the use of a QP for evaluating a candidate SVR 
solution associated with each particle of the PSO swarm for every epoch, thus reducing the computational 
load in solving the problem.  CMPSO has been shown to be effective for nonlinear time series regression 
and prediction problems [2].  As compared to other similar-class algorithmic techniques, CMPSO has met 
or exceeded performance based on experiments using simulated benchmark time series data referred to 
as Mackey-Glass time series data.  Further, CMPSO has the numerical efficiency advantage. The goal of 
this paper is to provide a more thorough performance analysis and to evaluate CMPSO against many 
published benchmark time series data. 

The outline of the paper is as follows: Section II gives a brief overview of SVR and PSO theory. Section III 
details the fusion of SVR and PSO to form CMPSO. Section IV shows how CMPSO improves computationally 
efficient versus using a separate QP solver and associated PSO optimization scheme. Section V provides 
CMPSOs performance against published benchmark time series data and Section VI details the advantages 
of CMPSO and further challenges. This section also provides research areas for future investigations.   

2 Methodology Background 

2.1 Support Vector Regression 
SVR is one of two underlying algorithms used in CMPSO that facilitates the interpolation and extrapolation 
functions of arbitrary one dimensional time series data.  SVR is a supervised learning technique that does 
not assume any specific, underlying model such as found in Kalman filtering.  It has advantages for 
problems that are non-linear in nature and do not have any defined underlying process.  The SVR 
technique is an extension of SVM classifiers developed by Vapnik et al. [3, 4].  This technique has been 
successfully applied for many time series prediction applications [1].   

The fundamental principal behind the SVR approach is to cast the time series data into "feature" space as 
shown in equation (1).  The effect of this process is to transform typically non-linear data (non-linear in 
the sense of a first order linear fit of the time series) into a first order linear regression in the transformed 
space.  The time series estimate, 𝑦𝑦�, is the weighted combination of a transformed input variable 𝜙𝜙(x) 
(where x can be multi-dimensional) plus a bias term b.  This is essentially a linear regression model in 
feature space. The primal formulation derived by Vapnik and summarized by Smola and Schölkopf [5] 
attempts to minimize the Euclidian norm of the weights (w) and add a loss function to formulate equation 
(2).  Equation (3), the ε-insensitive loss function in this case, allows for errors within a ε bound around the 
estimate: 
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𝑦𝑦� = 𝑤𝑤 ∙ 𝜙𝜙(𝑥𝑥) + 𝑏𝑏                                                                                                (1)                                                                                      

Minimize:   
1
2
‖𝑤𝑤‖2 + 𝐶𝐶�𝐿𝐿(𝑦𝑦𝑖𝑖 ,𝑦𝑦�𝑖𝑖)

𝑁𝑁

𝑖𝑖=1

                                                                                 (2) 

𝐿𝐿(𝑦𝑦𝑖𝑖 ,𝑦𝑦�𝑖𝑖) = �|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖| − 𝜀𝜀
0

   if |𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖| ≥ 𝜀𝜀
Otherwise

                                                                            (3) 

 
Where, ϕ(x): Time series cast in feature space; w, b: Weights and bias term, respectively (to be 
determined);  

L: Loss function; ε: Tube size (free parameter); C: Capacity (free parameter) 

With the use of Lagrange multipliers and some mathematical manipulation [6], the dual of the primal 
quadratic programming (QP) problem for SVR (equation (2)) can be formulated in the Lagrange multiplier 
equation (4) which is called the dual SVR objective function, and the constraints shown in (5): 

Maximize �𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖

𝑁𝑁

𝑖𝑖=1

− 𝜀𝜀�|𝛼𝛼𝑖𝑖|
𝑁𝑁

𝑖𝑖=1

−
1
2
��𝛼𝛼𝑖𝑖𝛼𝛼𝑖𝑖

𝑁𝑁

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�                                                       (4) 

Subject to: − 𝐶𝐶 ≤ 𝛼𝛼𝑖𝑖 ≤ 𝐶𝐶 , �𝛼𝛼𝑖𝑖 = 0
𝑁𝑁

𝑖𝑖=1

,𝐶𝐶 > 0                                                                (5) 

 
Where, 𝛼𝛼: Lagrange multiplier  (to be solved using QP or other technique); 𝐾𝐾(𝐴𝐴,𝐵𝐵): Kernel Function 
(user defined); ε: Tube size (free parameter); C: Capacity (free parameter) 

 
For the data sets analyzed in this paper, the exponential kernel given in equation (6) is used: 

𝐾𝐾(𝐴𝐴,𝐵𝐵) = 𝑒𝑒𝑒𝑒𝑒𝑒 �−
1

2𝜎𝜎2
‖𝐴𝐴 − 𝐵𝐵‖2�                                                                          (6) 

 
Where, 𝜎𝜎: Kernel (free parameter); 𝐴𝐴,𝐵𝐵: Input vectors  

The resulting time series approximation function is given in equation (7): 

𝑦𝑦� = �𝑎𝑎𝑖𝑖∗
𝑁𝑁

𝑖𝑖=1

𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑖𝑖) + 𝑏𝑏∗                                                                                     (7) 

 
Equation (7) essentially replaces equation (1) because in the dual formation, the weights w in equation 
(1) equal the weighted sum of the Lagrange multipliers times the input data [5].  The star (*) notation 
denotes the data points (and corresponding Lagrange multipliers) that lie on or outside the 𝜀𝜀 tube (and 
for the bias term, the notation refers to some optimal bias value).  Any data points lying inside the tube 
will be set to zero per the loss function defined in equation (3).  This can lead to a “sparse” solution as 
data points with associated zero Lagrange multipliers will not be necessary to estimate the function. 

As mentioned earlier, solving for the Lagrange multipliers requires a quadratic programming algorithm.  
There are many well-known techniques to solve these types of problems such as Gradient Ascent and 
Sequential Minimization Optimization (SMO) [7].  The SMO algorithm described in [6] and [7] is designed 
for SVM classification problems and has been shown to be an efficient method of solving SVM/SVR 
quadratic programs.  CMPSO uses a modified form of SMO specifically designed to solve for the Lagrange 
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multipliers for the SVR formulation. From the given SVR formulation, one can quickly see that there are 
several algorithmic choices required to find a suitable solution to any given time series regression or 
prediction problem.  First, a Kernel function must be selected.  As documented in [1], the exponential 
Kernel function is a primary selection for many SVR applications and has been shown to work well in the 
CMPSO Mackey-Glass benchmark experiment referenced in [2].  Hence, an exponential Kernel was chosen 
for our experiments.  Secondly, there are three free parameters identified in the SVR formulation as user 
defined. The CMPSO framework attempts to tune these parameters using PSO.   

2.2 Particle Swarm Optimization 
The selection of C, 𝜀𝜀, and 𝜎𝜎 parameters associated with SVR has been a topic of much research.  One 
candidate approach is Particle Swarm Optimization (PSO) and is the focus of this research.  First developed 
by Kennedy and Eberhart [8] in 1995, PSO mimics the real life process of a swarm of animals or insects 
searching for food.  The goal for each individual of the swarm, where each individual is termed a “particle”, 
is to scavenge in their search region for the place that has the most food.  Each particle will remember the 
location in their search region where they have found the highest density of food and further the entire 
swarm will remember collectively where the highest density of food was found in the areas that have 
been searched.  As the particles move in their search region, otherwise known as the “search space”, they 
tend to move based on the force, or pull, in three distinct directions: 

1) In the direction they are already traveling (inertial) 

2) In the direction where the particle remembers the most food being (cognitive) 

3) In the direction where the largest amount of food has been found by the entire swarm (social) 

As time progresses (and as in real life), the particles of the swarm tend to gravitate towards the place 
where they collectively have found the most food, assuming there is only one unique place in the entire 
region that has the most food.  Translated to PSO, one would expect every particle to settle on the spot 
where a maximum (or minimum) solution is found.  It should be noted that PSO technical tutorials are 
found in [9] and [10] with [11] providing a detailed survey of many different PSO applications used in 
solving real world problems. 

The PSO formulation starts with the particle definition, which includes the particles’ position and velocity.  
Each particle definition includes the free parameters and their associated boundaries in the search space.  
Equations (8a, 8b) are the particle position and velocity definitions for the SVR example given in the 
previous section. 

Particle i Position:                                   𝑝𝑝𝑖𝑖(𝐶𝐶, 𝜀𝜀,𝜎𝜎,𝛼𝛼1 …𝛼𝛼𝑁𝑁, 𝑏𝑏)                                                                            (8a) 

   Particle i Velocity:                                  𝑣𝑣𝑖𝑖(𝐶𝐶, 𝜀𝜀,𝜎𝜎,𝛼𝛼1 …𝛼𝛼𝑁𝑁, 𝑏𝑏)                                                                            (8b) 

For CMPSO, each particle i has a position and velocity in search space that includes the three SVR free 
parameters C, 𝜀𝜀, and 𝜎𝜎, the N Lagrange multipliers 𝛼𝛼1 thru 𝛼𝛼𝑁𝑁 and the bias term b. The boundaries of each 
of the free parameters are determined by the user before the PSO algorithm is executed (the boundary 
values of each of the variables will be discussed further in the next section).  The next step in the process 
is to define a “fitness” function.  This function (also sometimes referred to as an objective function – not 
to be confused with the SVR notation of primal and dual objective functions) is the mechanism by which 

URL:http://dx.doi.org/10.14738/tmlai.55.3566                    28 
 

http://dx.doi.org/10.14738/tmlai.55.3566


Transact ions on Machine  Learning and Art i f ic ia l  Intel l igence  Volume 5 No 5,  Oct  2017 
 

each particle will evaluate how much food is at its current location in the physical world analogy. Typically 
the fitness function will generate a single value representing the “level” of fitness relative to some ideal 
value.  In some cases, the position of the best level of fitness may not be unique and particles tending 
towards “local maxima/minima” can occur.  There are no general heuristics for defining fitness functions 
as they are designed based on the specific application.  In practice, identifying an adequate fitness 
function can be very challenging and may take several iterations to finalize – this is key to a successful 
optimization process. 

After the particles’ search space, search boundaries and fitness function have been defined, the next step 
in the PSO process is to initialize each particle’s position and velocity.  For each of the variables, a random 
location and velocity is selected within the boundary of each variable.  The random selection is usually 
from a uniform random distribution within the boundary limits.  After particle initialization, the particle 
simulates real world animal or insect migration by moving through the search space using the simple 
kinematic equation (9): 

Particle Position at Epoch k+1: 𝑝𝑝𝑖𝑖,𝑘𝑘+1 = 𝑝𝑝𝑖𝑖,𝑘𝑘 + Δt𝑣𝑣𝑖𝑖,𝑘𝑘  (9) 
 
The position of each particle is updated every epoch (indexed by k) by adding the velocity term with each 
updated particle position and setting ∆t equal to unity.  The velocity of each particle i at epoch k is a 
weighted sum of the current velocity times the “inertial” weighting factor, the direction in which the 
particle has found its maximum of the objective function times the “cognitive” weighting factor, and the 
direction in which the maximum is found by all the particles times the “social” weighting factor as given 
in equation (10): 

𝑣𝑣𝑖𝑖,𝑘𝑘 = �

𝑣𝑣𝑖𝑖,𝑘𝑘−1
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∙ �𝑝𝑝𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑝𝑝𝑖𝑖,𝑘𝑘�
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∙ �𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑝𝑝𝑖𝑖,𝑘𝑘�

�

𝑇𝑇

∙ �
𝑤𝑤𝐼𝐼
𝑤𝑤𝑐𝑐
𝑤𝑤𝑠𝑠
� (10) 

 
Where, 𝑤𝑤𝐼𝐼 ,𝑤𝑤𝑐𝑐 ,𝑤𝑤𝑠𝑠: Inertial, Cognitive, and Social Weights; 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟: 𝐴𝐴 𝑟𝑟andom number over the closed interval [0,1];  (note the two rand functions in (10) are 
independent); 𝑝𝑝𝑖𝑖,𝑘𝑘: Particle i's current position;  

𝑝𝑝𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏: Particle i's position where it has found its best result over all k epochs ("local" best)  

𝑔𝑔𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏: The position in search space where the swarm's best result was found over all k epochs ("global" best)  

The values of pi,best and gbest are determined by the evaluation of the fitness function for every particle at 
every epoch.  As each particle moves, the location where the highest score for each particle is 
remembered (pi,best) as well as the location where highest score found for the entire swarm (gbest).  There 
are situations where a particle will travel outside the search space for any or all of the variables.  There 
are several techniques available for handling these cases: 

Absorbing walls: The velocity of any variable dimension lying outside that dimensional boundary is set to 
zero.  By zeroing the velocity, the particle tends to be “pulled” back into the search space given the pbest 
and gbest positions will always be inside the search space.  The term “absorbing” for this technique refers 
to the effect of absorbing the velocity at the limit, or “wall” of the boundary. 
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Reflecting walls: The sign of the velocity of any dimension lying outside the boundary is reversed.  The 
velocity vector for that dimension causes the particle to "reflect" back into the search space. 

Invisible walls: Particles that move outside the boundaries of the search space are allowed without any 
changes to their velocities; however, the fitness function will not be evaluated until all dimensions of the 
particles are within the solution boundaries.  Pbest for a particle will not change.  The benefit of using this 
technique is the savings of computational time. Typically, the fitness function is more complex and takes 
longer to calculate than the equation of motion.   

The PSO algorithm is executed until a stopping criterion is reached.  There are several different ways to 
evaluate the completion of the PSO process: 

1. Fitness Function Limit: The PSO algorithm is stopped when the gbest value reaches a user-defined 
and/or pre-calculated limit. 

2. Function Time-Out: The PSO algorithm is stopped after a pre-determined amount of time. 
3. Epoch Limit: The PSO algorithm is stopped after a pre-determined number of epochs. 

As stated earlier, it is possible for the PSO algorithm to “stagnate” such that gbest value settles on a non-
optimal solution (i.e. a “localized” maximum/minimum).  One possible solution can be to re-initialize a 
subset of the particle population to random locations after a certain amount of time or number of epochs 
has passed.  This technique is not guaranteed to succeed as prior knowledge of the search space would 
have to be known. 

2.3  Combining Particle Swarm Optimization and Support Vector Regression 
For the SVR problem as stated in section 2.1, there are essentially two optimization objectives: 

1. Find the Lagrange multipliers and bias term (typically accomplished with a QP program) 

2. Find optimal values for the SVR free parameters (capacity term C, tube size ε, and kernel free parameter 
σ) 

Multiple Objective optimization techniques must be used for applications that have more than one 
objective. Multiple Objective Particle Swarm Optimization (MOPSO) is a candidate technique that is 
considered for this application since more than one "fitness" criteria is required.  A survey of MOPSOs can 
be found in [12] along with their implementations and applications.  Reference [13] also details the use 
of MOPSOs and qualitative performance results associated with applications with more than one fitness 
criteria.  Many of the MOPSO techniques reviewed and referenced above were considered for solving this 
specific SVR problem. However, the solution of the QP program is dependent on C, 𝜀𝜀, and 𝜎𝜎, making the 
MOPSO techniques cited difficult to implement for this type of problem.  In other words, objective number 
two stated above cannot be found without evaluating objective number one with a candidate set of 
C, 𝜀𝜀, and 𝜎𝜎. 

PSO based approaches not based on multiple objectives have been proposed for SVR free parameters 
(C, 𝜀𝜀, and 𝜎𝜎,) estimation.  Hong [14] proposed the use of Chaotic PSO in use with SVR for electrical load 
forecasting.  The technique uses a parallel approach in applying PSO to find the SVR free parameters, but 
the technique still requires an SVR solution algorithm for the QP problem.  Guo et al. [15] uses PSO for 
finding the free parameters for a Least Squares Support Vector Machine (LS-SVM) application using 
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medical related data for benchmarking (note that this application was specifically for hyper-parameter 
selection for SVM classification, not SVR based regression).  Other PSO related applications involving SVR 
and linear constraint problems are being studied.  Yuan et al. [16] introduced a modified PSO algorithm 
for SVM training based on linearly-constrained optimization using PSO and techniques proposed by 
Paquet and Engelbrecht [17, 18].  The method presented by Yuan, the "Modified Linear PSO - MLPSO", 
initializes the Lagrange multipliers randomly, but relies on re-initialization of the Lagrange multipliers 
should they go beyond the capacity value boundary C.  The focus of this research is the PSO applied 
process for solving linearly constrained optimization problems. Wang et al. [19] uses PSO to solve for the 
three user-defined SVR parameters (referred to as C, 𝜀𝜀, and 𝜎𝜎, respectively) for a real world application 
relating to coal working face gas concentration forecasting.  This is a similar approach to the presented 
research in this paper, although the SVR optimization in this citation still requires a separate QP algorithm.  
Although Wang presents a feasible approach, there is still the computational overhead associated with 
using SVR and PSO in a non-integrated methodology. 

There are many SVR and PSO combined approaches that have been published recently that use PSO to 
optimize SVR free parameters [19-28]. The applications in these publications range from power load 
forecasting, traffic flow optimization, to benchmark data estimation, and many others.  There are also 
other general modifications to the algorithms in the citations, but the core processing algorithms are 
based on both SVM/SVR and PSO.  All of these publications show that a PSO based approach to SVR 
parameter tuning is viable and effective for many different problems.  However, none of the researched 
publications address the computational overhead involved with using a QP solver to find an appropriate 
SVR solution. The examples stated above that combine both PSO and SVR approaches illustrate the utility 
and test validity of this type of technique to solve real world problems.  It should be pointed out that the 
PSO/SVR is relatively new area of research and the work outlined in this paper attempts to advance these 
concepts by using PSO to simultaneously solve the QP problem and optimize the SVR free parameters 
(C, 𝜀𝜀, and 𝜎𝜎). 

3 Constrained Motion Particle Swarm Optimization 
Current research has shown examples of how PSO can be applied to SVR applications; however, there are 
many complex design and implementation issues.  One of the biggest challenges associated with 
implementing PSO for optimizing SVR, specifically optimizing C, 𝜀𝜀, and 𝜎𝜎, is the requirement to re-compute 
the Lagrange multipliers and bias term via a QP solver for every particle position update.  The requirement 
to execute a QP solver for every particle and for every epoch leads to computational inefficiencies and 
longer optimization times.  Another challenge is adapting a PSO/SVR scheme to different applications.  
Every time series has different numerical bounds, in both the time (independent) and measured value 
(dependent) dimensions.  One could also consider a multiple dimension input to the Support Vector, as 
SVR itself is designed to accommodate such input schemes.  Flexibility in the PSO/SVR design is necessary 
to accommodate a wide variety of applications.  CMPSO is a design that uses PSO as both the SVR free 
parameter optimizer as well as the QP solving algorithm.  Additionally, this optimization framework is able 
to adapt (scale) the data of interest in order to extend its functionality to multiple applications without 
the need for “hand” tuning. 
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3.1 The CMPSO Framework 
The goal of CMPSO is to estimate/predict an arbitrary one-dimensional time series using SVR estimation 
given in equation (7) in section 2.1.  The data inputs to CMPSO are N real valued discrete inputs, x1…xN, 
which represent the independent time samples and a corresponding real valued discrete sample for each 
time step, y1…yN.  Note the difference between each time step does not have to be uniform.  The output 
of CMPSO is the estimate (𝑦𝑦�) of an arbitrary time sequence.  For a regression application, the minimum 
and maximum values of an arbitrary time variable would lie in the interval [x1, xN] where x1 < x2 < … < xN.  
For a prediction application, the arbitrary time variable would have values greater than xN. 

In order to adapt CMPSO to multiple applications without the need for offline data pre-processing, the 
framework automatically adjusts the input time series such that [min(x), max(x)] lie in the interval [0.0, 
0.9] for time series prediction past the last known time sample.  For prediction applications, time values 
in the interval (0.9, 1.0] are used.  For time series estimation (regression) applications, the input time 
series lies in the interval [0.0, 1.0].  The framework also automatically scales the independent variable 
samples such that |yi| is less than or equal to 1.0.  After CMPSO has optimized the free parameters and 
estimated the scaled time series, the estimate will be re-scaled back to the original x and y dimensions at 
which point statistical analysis can be performed between the input values (or reference values) and the 
CMPSO generated estimate. 

3.2 The PSO Algorithm Parameters 
The PSO parameters are determined (partially) on the computational environment used for this research, 
specifically the number of particles that are used in the optimization process.  More powerful or parallel 
processing systems may allow for more particles, less computational processing time and/or larger time 
series sample sets to be processed at once. A summary of CMPSO computational efficiency and computing 
environment is given in Section 4.  For this research, a summary of PSO specific parameters are given in 
Table I. It should be mentioned that the determination of the three velocity weighting factors can be 
adjusted by the user and these values were chosen empirically for the data researched in this paper. 

3.3 The SVR Algorithm Parameters 
Given the objective of CMPSO to eliminate the need for a QP solver for each epoch k, the Lagrange 
multipliers and the bias term need to be added to the three free parameter for optimization (one Lagrange 
multiplier for each data sample and one bias term as outlined in section 2.1).  Each particle’s position in 
search space was defined in equation (8a) based on the given SVR variables above. One problem 
associated with using PSO to solve the SVR optimization problem is defining the Capacity term C. PSO (for 
CMPSO) requires constant limits for each of the variables, including the Lagrange multipliers.  However, C 
is a variable that constrains the limit of the Lagrange multiplier as seen in the constraint equation in (5).  
This capacity term C can be viewed as a Lagrange multiplier scale factor.  If C is viewed as such, it would 
be advantageous to remove this factor from the SVR constraint equation if possible, and as it turns out, 
the elimination of this variable as a constraint is part of the motivation to establish the CMPSO generic 
framework that scales the data to the same numerical bounds regardless of application. 
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Table 1: CMPSO – PSO Algorithm Specific Parameters 

Parameter Value Notes 

Number of Particles 500 Limited by computational hardware and software implementation 

Number of Particles to Reset 490 Number of particles periodically reset to avoid stagnation 

Inertial Weight wI 0.75 Particle velocity weighting factor based on current particle velocity 

Cognitive Weight wC 0.75 Particle velocity weighting factor based on direction where particle 
found optimal result 

Social Weight wS 0.25 Particle velocity weighting factor based on direction where optimal result 
found for entire swarm 

Epoch Limit 2000 One of two limits that when reached, halt CMPSO 

 

The Capacity term C can be factored out of equation (4) and the constraints in (5) as follows:  

Maximize:  𝐶𝐶 ∙ ��𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖

𝑁𝑁

𝑖𝑖=1

− 𝜀𝜀�|𝛼𝛼𝑖𝑖|
𝑁𝑁

𝑖𝑖=1

−
𝐶𝐶
2
��𝛼𝛼𝑖𝑖𝛼𝛼𝑖𝑖

𝑁𝑁

𝑗𝑗=1

𝑁𝑁

𝑖𝑖=1

𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗�� (11) 

Subject to: − 1 ≤ 𝛼𝛼𝑖𝑖 ≤ 1 , �𝛼𝛼𝑖𝑖 = 0,𝐶𝐶 > 0
𝑁𝑁

𝑖𝑖=1

 (12) 

 
As seen in (11), each Lagrange multiplier is scaled by a factor C (illustrated in the equation for 
completeness), and in (12), the constraint limits of the 𝛼𝛼𝑖𝑖 variables have been set to constants value of 
+/- 1.0.  This will allow for CMPSO to fix the bounds of the Lagrange multipliers and to treat the Capacity 
value C as a free parameter to optimize in a way that fits the CMPSO framework.  This optimization 
problem is the same as the referenced SVR optimization problem, just with a change in the scaling of the 
Lagrange multipliers.  Note in equations (11) and (12) that the bias term b is not present in solving for the 
Lagrange multipliers.  For CMPSO (and SVR), it is not necessary to have the bias term as part of the free 
parameters to optimize.  Assume from equation (7) that some optimal bias term b* exists.  One 
mathematical model to optimize this free parameter would be to minimize the error mean between the 
training values y and each resulting particle output as seen in equation (13): 

Minimize:      E[y − y�i] = bi∗  (13) 

This now allows for a single calculation for each particle at each epoch for the bias term b.  The equations that define 
each particle position and velocity given in (8a) and (8b) then become equations (14a) and (14b) respectively: 

Particle i Position:           𝑝𝑝𝑖𝑖(𝐶𝐶, 𝜀𝜀,𝜎𝜎,𝛼𝛼1 …𝛼𝛼𝑁𝑁) (14a) 

Particle i Velocity: 𝑣𝑣𝑖𝑖(𝐶𝐶, 𝜀𝜀,𝜎𝜎,𝛼𝛼1 …𝛼𝛼𝑁𝑁)    (14b) 

The last two variables to consider for the SVR parameters are the gap value ε and the Kernel Function (an 
exponential kernel function for this research – see equation (6)) free parameter σ.  Through empirical 
analysis, the boundaries for these parameters as well as the other variables defined in this section are 
detailed in Table II. 
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3.4 Particle Initialization and Constrained Motion 
Each particle position and velocity defined in equations (14a) and (14b) must be initialized to some value.  
For capacity C, gap 𝜀𝜀, and kernel constant 𝜎𝜎, the initial values are selected from a uniform distribution 
within the bounds defined in Table II.  However the bounds for the Lagrange multipliers have to be dealt 
with in a separate way.  Although the bounds are set within the [-1.0, 1.0] limits, there is the additional 
constraint that the Lagrange multipliers must sum to zero (see dual constraint equation (5)).  CMPSO will 
randomly select N-1 Lagrange multipliers to initialize. The values will be randomly selected from a uniform 
distribution between the [-1.0, 1.0] limits.  The Nth Lagrange multiplier will be the negative of the sum of 
the N-1 randomly selected Lagrange multiplier values, satisfying the constraint.  The exact same process 
is repeated for the initial velocity values (times a uniform scale value).  For each particle, the candidate 
time series fit is now a feasible (but not necessarily optimal) candidate based on the SVR dual optimization 
constraints in equation (5).  At this point, a fitness function is evaluated (see section E below) and the pbest 
value for each particle is stored.  The maximum pbest value is then selected as the gbest value for the 
optimization. 

As described in section 2.2, each particle must now move in search space searching for an optimal 
solution.  The motion is based on a weighted sum of a particle’s initial velocity, its direction towards its 
pbest value, and its direction towards the optimal place found by the swarm for each variable (gbest).  
The constraint equation in (5) must still hold after a particle moves.  Since a particle’s 𝛼𝛼1 …𝛼𝛼𝑁𝑁 velocity is 
equal to zero, and the pbest and gbest locations for the Lagrange multipliers also sum to zero, any 
movement of the weighted sum of these values also sums to zero.  The particle motion for 𝛼𝛼1 …𝛼𝛼𝑁𝑁 is 
constrained to meet the constraint equation in (5).  Therefore, every particle at every epoch will always 
contain a feasible solution to the SVR optimization problem.  To ensure this constraint holds when a 
particle moves outside the Lagrange multiplier (or other variable) bounds, the Invisible Walls technique is 
used. 

Table 2: CMPSO – SVR Specific Parameters  

Parameter Value Range Notes 

Capacity, C [0.001, 2.0] Set based on the scaling of the input data 

Gap, 𝜀𝜀 [0.02, 0.10] Notional values – can be user defined 

Kernel Constant, 𝜎𝜎 [1e-5, 1e-3] Set based on the scaling of the input data 

Lagrange Multipliers , 𝛼𝛼1 …𝛼𝛼𝑁𝑁  [-1.0, 1.0] Bounded by the factoring of Capacity C 

Bias Term b {unbounded} Can be determined after Lagrange multipliers have been found 

 

3.5 The Fitness Function and Iteration Bounds 
The fitness function can be one of the most difficult tasks to complete in defining a PSO framework.  For 
time series prediction and regression, there are several choices in evaluation metrics to select such as 
error mean or mean squared error, etc.  However, the CMPSO framework is set up not only to find the 
best fit for time series data, but also to be a QP solver.  This research has found that using the dual gap 
measure associated with SVR optimization convergence is sufficient to produce good results as published 
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in [2].  Equation (15) is the ratio of the difference of the primal and dual objectives defined in equations 
(2) and (4) respectively to the primal objective output plus one.  This equation is referenced in [5] and [6] 
as finding the optimal Lagrange multipliers for the SVR problem: 

Fitness: 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 − 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 + 1
 (15) 

As mentioned earlier, one of the iteration stopping points is the number of epochs completed, which is 
set to 2000 for CMPSO (but can be changed based on user needs).  This bound is essentially a 
computational time limit in case there are issues with any particular data series converging.  For CMPSO, 
there are two numeric limits that will stop processing and produce a final output – both are based on the 
fitness function in equation (15).  The ideal limit based on published recommendations in [5] and [6] is set 
to 0.001.  If equation (15) is evaluated at this value or less, the entire optimization process is complete.   

In the results published in [2], it has been found that a value of 0.25 for the fitness function limit is 
sufficient to stop the PSO optimization process in finding the values of C, 𝜀𝜀, and 𝜎𝜎.  At this point these 
values are fixed and a separate QP program is executed once.  For this research, Sequential Minimization 
Optimization (SMO) for SVR (an implementation based on  [5] and [6]) is implemented.  Since the Lagrange 
multipliers are feasible at every point in the CMPSO process, the SMO can be initially seeded with these 
values, although there is no guarantee of increased SMO performance between nonzero seeded SMO 
execution vs. zero seeding the Lagrange multipliers.  Nevertheless, the worst case scenario means CMPSO 
will execute a QP program only once.  It turns out that the computational impact is negligible as explained 
in the next section. Figure 1 illustrates the block diagram for the entire CMPSO process. 

4 Computational Efficiency 
One of the CMPSO objectives is to increase computational efficiency by eliminating the need for a QP 
solver.  The CMPSO framework achieves this by constraining the motion of the particles in search space 
such that the SVR objective function constraints are always met for every particle at all times.  This yields 
a feasible candidate result for every particle at every epoch and essentially reduces the search space. A 
simple experiment was set up to illustrate CMPSO computational efficiency.  A small data set was used to 
estimate the best regression fit by a) CMPSO and b) a “separated” PSO and SVR implementation where 
each particle’s Lagrange multipliers were computed to reach the duality gap limit of 0.001 for every epoch.  
The data set is a 41-point sample of the function defined in equation (16): 

𝑓𝑓(𝑥𝑥) = sin(0.2𝜋𝜋𝜋𝜋) 𝑒𝑒(0.1𝑥𝑥) + 0.5𝑁𝑁(0,1) (16) 

Where, N(.) is a Normal distribution with zero mean and unit variance. 

The same computing environment and functional software components were used for both CMPSO and 
the PSO/SVR “separated” approach – a Windows 7 (Intel) based stand-alone PC.  The CMPSO framework, 
PSO and SVR functions are written in MATLAB and C (“mex” files called by MATLAB), where the exact same 
software was used for both approaches.  MATLAB has the ability to measure the time to execute any 
particular block of code and this functionality was used in this experiment.  For the “separated” approach, 
the particles would only optimize the SVR free parameters and SMO (for SVR) was  used to solve for the 
Lagrange multipliers.  Also, a range of number of particles, down to a minimum of 25, was used to compare 
results.  A total of 300 runs were executed for both methodologies. Several key metrics were analyzed:   
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1. Time to execute entire algorithm 
2. Number of runs that converged to dual gap value of 0.001 
3. Normalized Mean Square Error (NMSE) of results 

 

Figure 1 CMPSO Functional Block Diagram 

Table III illustrates the results of the experiment. The experimental results show that 99% of the time 
CMPSO converged to a solution in approximately seven seconds, typically with a very small NMSE of less 
than 0.005.  By contrast, running PSO and SVR separately, the solution never converged with the minimum 
number of particles (25) and it took more than five times longer for the PSO+SVR method to settle on 
incorrect results (essentially stagnate).  If more particles are used in this method to try and improve the 
results, the processing time would only increase.  This simple experiment shows that not only is CMPSO a 
viable algorithm for approximating time series functions, it is also more computationally efficient than 
functionally separated methods. 

Table 3: CMPSO – Computational Efficiency 

Measured Parameter CMPSO PSO+SVR Notes 
Mean Algorithm 
Execution Time (sec) 

7.2749 39.0826 PSO+SVR used minimum of 25 particles 

Percentage of Runs that 
Converged 

99.0% 0.0% PSO+SVR never converged to dual gap limit 

NMSE 
Typically less 
than 0.005 

{N/A} 
Since PSO+SVR never converged, NMSE was not 
calculated  

 

5 Performance Results 
CMPSO algorithm performance was measured against benchmark Mackey-Glass time series data as 
referenced in [2].  This data is highly nonlinear, but synthesized.  In this research, we compared the CMPSO 
performance against a real world electrical load forecasting application as well as another nonlinear, 
synthesized data set from the Competition on Artificial Time Series (CATS).  CMPSO performance was 
compared to the original competition contestants as well as more recent SVR and non-SVR based 
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algorithms that used the data sets post-competition.  It is important to note that the CMPSO framework, 
by design, was not altered for both the presented results. 

5.1 EUNITE Competition Data 
In 2001, the European Network on Intelligent Technologies for Smart Adaptive Systems (EUNITE – see 
[29]) initiated a competition [30] to predict maximum electrical loads for the East-Slovakia Power 
Distribution Company.  The goal is to estimate maximum daily power loads for the month of January 1999 
based on the daily values of 1997 and 1998 of electrical load and temperature.  Accurate predictions are 
measured by the Maximum Average Percent Error (MAPE) and Maximum Error (MAXE) as shown in 
equations (17) and (18): 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
100
31

��
𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖
𝑦𝑦𝑖𝑖

�
31

𝑖𝑖=1

 (17) 

 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = max (|𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖|)𝑖𝑖=1…31 (18) 

Where, 
𝑦𝑦𝑖𝑖= Actual Maximum Load for Month of January 1999 
𝑦𝑦�𝑖𝑖= Predicted Maximum Load 
 

For this data set, the maximum number of data points is 31 as there are 31 days in the month of January. 
This data set requires some form of strategy for using CMPSO, as there are many data sets available for 
training (two years of power and temperature data respectively as well as the temperature for January 
1999).  For the purposes of showing the utility of CMPSO, the CMPSO framework not been altered, but 
two simple strategies were used on the input data based on distinct factors associated with the EUNITE 
data set:  

1. There appears to be loading trends based on what day of the week it is.  It is assumed that 
weekends tend to have less power demand than the Monday through Friday work week. 

2. There is a relationship between the temperature and power consumption for any given day.  As 
temperature decreases, power consumption increases.  

Figure 2 shows the January 1997 and January 1998 maximum power loads, time aligned such that the two 
data sets are aligned by day of the week.   There are trends surrounding the weekends vs. the work week, 
as noted by the relative maximums of five days duration at work week vs. the general minimums of two 
days duration at weekend that are clearly visible.  This figure illustrates the first factor in the prediction 
strategy.  To address the second factor, it is necessary to eliminate the trending in the data as a function 
of the day of week (assuming there is a relationship between temperature and day of week).  This can be 
achieved by looking at the daily changes in power load and temperature between 1997 and 1998.  Figure 
3 is an illustration of this relationship.  It is a scatter plot of the change in power load vs. the change in 
temperature for 360 days, time aligned to the day of week.  A correlation coefficient of -0.5041 was 
computed on the 360 data points.  This result means there is a moderate inverse correlation between 
power consumption and temperature.  Given the relationship between power consumption and 
temperature, a simple linear approximation can be generated as shown in equation (19): 

∆𝑃𝑃= −3.4668∆𝑇𝑇 + 9.9573 (19) 
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Where, 

∆P = Change in maximum load for same day of the week between years (MW) 
∆T = Change in temperature for the same day of the week between years (C) 

This offset can now be applied to each day of the prediction, if the temperature of Jan 1999 is known (or 
in reality can be predicted reliably in the short term). 

 

Figure 2: Maximum Power Load for January 1997 and 1998 

 

Figure 3: Relationship between changes in Power Load and Temperature for January 1997 and 1998 

To predict the trending of the data, CMPSO was used to fit the mean value of the day-of-week aligned 
maximum power loads of January 1997 and January 1998.  In addition, the output of CMPSO was offset 
by the linear approximation described in equation (19) on a day by day basis based on the difference in 
temperature between 1998 and 1999.  Table IV shows the numerical results of the experiment. 

Table 4: CMPSO – EUNITE Competition Results 

Measured 
Parameter CMPSO CMPSO + P Offset Notes 

MAPE 3.176 2.628 % Error 
MAXE 84.931 66.653 Max Error in MW 

As shown in Table IV, there is significant improvement by using the temperature data to offset the values.  
Figure 4 shows the final results of this experiment.  As can be seen, CMPSO gives a good approximation 
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to the actual January 1999 load data (Blue Curve). The simple linear approximation is shown to improve 
with the offset in power due to temperature (Magenta Curve).  In addition, Figure 5 is an approximation 
of where CMPSO (and the offset addition) would have ranked in the competition based on the values 
shown in Table V (referenced from [30]).  

 

Figure 4: CMPSO EUNITE Results 

As seen in Figure 5, an attempt was made to rank CMPSO and CMPSO with the delta offset with the other 
competitors (in the absence of the actual result values from each competitor).  There are two sets of 
highlighted text boxes and lines for each of the CMPSO results.  Based on MAPE, it appears CMPSO alone 
would have ranked at least sixth.  In the case where the January 1999 temperature is included, CMPSO 
(plus the offset) would have ranked no worse than third based on MAPE.  Note that the MAXE values were 
also close to the other competitors (refer to Table V). The winners of this competition, Chen et al. [31] 
used an SVM/SVR approach with multi-dimensional inputs to predict load.  They also took into 
consideration additional attributes such as if the day being predicted is a holiday.  The authors further 
reported details of their approach in [32], noting that there is no added value in using temperature data 
to predict the load.  Although the weighting of electrical load for a holiday was not taken into 
consideration for this CMPSO benchmark evaluation, there was clearly an improvement in CMPSO 
prediction performance by modeling temperature and including the offset in the results.   
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Figure 5: CMPSO EUNITE Results Compared to Other Contestants 

In addition, CMPSO is compared to other recent SVM/SVR based approaches ([33] through [37]) that used 
EUNITE data as a benchmark.  Table V shows the algorithm comparison by metric. 

Table 5: CMPSO and SVR Based Algorithms – EUNITE Benchmark 

Method 
Metric 

MAPE MAXE MSE 
LS-SVM w/ k-nearest neighbor [37] 1.71 40.99 N/A 
LS-SVM [34] 1.97 39.778 N/A 
EMD-SVR [33] 1.98 N/A 284.3 
CMSPO w/ Linear Offset 2.628 74.663 594.3 
CMPSO 3.176 84.931 908.8 
SVM Model [36] 3.67 N/A N/A 
AR Model [35] 6.69 N/A N/A 

 

5.2 CATS Data 
In 2004 at the International Joint Conference on Neural Networks, a competition was organized to 
compare different prediction methods using a proposed benchmark CATS (Competition on Artificial Time 
Series) time series data of 5000 samples, among which 100 samples are missing [38].  The goal of the 
competition was to predict five sets of 20 missing data points each from the given data of 5000 samples 
and compare the methods using two criteria.  The first was the Mean Square Error (MSE) - E1 for the four 
missing data gaps at sample indices 981 to 1000, 1981 to 2000, 2981 to 3000, and 3981 to 4000 in addition 
to the last omitted 20 data points with sample indices 4981 to 5000.  The second was the MSE - E2 for the 
first four missing data gaps only.  E2 was meant to only evaluate the effectiveness of the interpolation of 
a given algorithm versus the prediction estimate in E1 (the last 20 omitted samples).   

Two different winners were selected based on the lowest E1 and E2 MSE scores.  Sarkka et al. [39] used a 
Kalman Filter based approach with the lowest E1 MSE for all five missing data sets while Wichard and 
Ogorzalek [48] used an ensemble Neural Network based approach with the lowest E2 MSE for the first 
four missing data sets.  The strategy for adapting CMPSO was straight forward for this particular 
application.  For each of the first four data gaps, every tenth data sample was used.  Half of the samples 
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were before the gap and the other half after the gap.  In addition, ten consecutive samples were used just 
before and after the data gap for a total of 94 data points per set.  For the last data set, a similar strategy 
of every 10 data samples was selected prior to the end of the data set along with the last 20 sequential 
samples for a total of 138 samples.  Every sample was estimated between the first and last index of the 
data set and compared to the given results for evaluation.  

CMPSO is compared to the top ten entries in the competition ([39] through [48]) as well as several other 
recent algorithm publications ([49] through [53]) that use CATS data as a benchmark.  In all cases, CMPSO 
outperformed all of the other algorithms for this data set.  Table VI shows the comparison of all the 
algorithms considered.  Note the entries in Table VI with an (*) are recently developed approaches that 
used the benchmark CATS data as a performance indicator.  Figures 6 and 7 illustrate CMPSO performance 
for two of the five data sets for estimation.  Figure 6 is the second data set (gap) and Figure 7 is the last 
data set (prediction). The red curve is the provided competition data, the blue curve is the CMPSO 
estimation and the red circles are the actual CATS missing data for comparison.  As seen from the results, 
CMPSO provides a very close fit to the missing competition data. 

Table 6 CMPSO – CATS Benchmark 

E1 MSE E2 MSE Model 
113 140 CMPSO 

143 129 
ANN and AdaBoost* [50];  
Single Global Model  

262 239 
ANN and AdaBoost* [50];  
Multiple Local Models 

287 N/A 
Variance Minimization  
LS-SVM* [52] 

390 288 Dynamic Factor Graphs* [53] 
408 346 Kalman Smoother [39] 
441 402 Recurrent Neural Networks [40] 
502 418 Competitive Associative Net [41] 
530 370 Weighted Bidirectional Multi-stream Extended Kalman Filter [42] 
577 395 SVCA Model [43] 
644 542 MultiGrid-Based Fuzzy System [44] 
653 351 Double Quantized Forecasting Method [45] 
660 442 Time-reversal Symmetry Method [46] 
676 677 BYY Harmony Learning Based Mixture of Experts Model [47] 
725 222 Ensemble Models [48] 

1215 979 Deep Belief Network with Boltzmann Machines* (best value) [51] 
2510 2450 ANN Based Approach* [49] 
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Figure 6: CMPSO Estimate for CATS Data Set 2 

 
Figure 7: CMPSO Estimate for CATS Data Set 5 

6 Conclusion 
Support Vector Regression has been shown to be an effective algorithm for nonlinear time series 
regression and prediction applications across many different domains [1-2].  One of the major challenges 
associated with SVR is the ability to “tune” SVR to yield adequate results from application to application.  
Constrained Motion Particle Swarm Optimization (CMPSO) is a unique fusion of Support Vector Regression 
and Particle Swarm Optimization algorithms that attempts to optimize SVR free parameters while 
minimizing the need for excess computational resources by ensuring a feasible solution for every particle 
at every epoch.  In addition, CMPSO is a standalone application that does not require user intervention 
regardless of data type.  For the presented data, no algorithmic parameters were ever altered by the user. 

CMPSO has performed well for a wide variety of nonlinear time series regression and prediction 
applications, including benchmark Mackey-Glass time series data [2].  EUNITE and CATS benchmark data 
results offer further proof of CMPSO performance as shown by comparison to other similar techniques.  
Based on the results presented in this paper, CMPSO is a viable, generalized approach to time series 
estimation and regression as compared to both SVM/SVR approaches as well as other Neural Network 
based algorithms. One unique feature associated with CMPSO is the reduction of the optimization space 
as the constraints associated with particle motion ensure a feasible solution for every particle at every 
epoch.  Other PSO based SVR optimization techniques will require some form of QP solver for every 
candidate solution (i.e. every particle) at every epoch.  This is an increase in computational efficiency. 
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Future research should include optimization of the PSO free parameters, choices of SVR Kernel Functions, 
different loss functions (such as used in LS-SVM), and the adaptation to multi-dimensional input data.  It 
could also be conceivable to extend the CMPSO framework to include multiple models beyond SVR, where 
each particle could have sub-particles dedicated to any given regression/prediction algorithm. 
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ABSTRACT 

In this paper two different types of artificial neural networks LMNN, SCGNN applied to simulate the total 
dissolved solids at of Tigris River at El-Wihda station using different water quality parameters data (pH, 
Temp., Hardness, Turbidity, EC, SO4, CL) at different stations upstream El-Wihda station. Different 
architecture and different input combinations with trying different numbers of neurons at the hidden 
layer. In addition, another application, which is an adaptive neuro fuzzy logic inference system ANFIS 
applied for the same purpose, the results shows that Even though the available data size is relatively small, 
reasonably a very good results found and a high performance obtained for the water quality prediction. 
Both ANN and ANFIS models show   a very good performance in simulation of the TDS at the required 
station, and for the two types of ANNs, It can see that LMNN is better than SCGNN. 

Keywords: Water quality, ANN, LMNN, SCGNN, ANFIS. 

1 Introduction 
Over the past two decades, the use of artificial neural networks has become widely used in environmental 
modeling, such as forecasting the quality and quantity of water in rivers and lakes. The use of this water 
for different purposes requires determining their suitability for specific use by matching their 
characteristics with the standards for each use. The aim of this study is to examine the possibility of using 
this technique in predicting the quality of the Tigris River during its passage in the city of Baghdad and 
matching the results with the field measurements based on available data for water quality in several 
sections along the river. Neuro Fuzzy method was used to classify water quality in China's major rivers. 
Data from 100 monitoring stations were collected over nine weeks for some physical chemical properties, 
including chemical oxygen demand, dissolved oxygen, and ammonia. Results showed that 89.59% of data 
could be properly classified using this method, and it is applicable to water quality assessment [1]. The 
nine-year data from 1990 to 1998 were used to calculate the concentration of dissolved oxygen based on 
the daily measurements of pH, discharge, temperature, and materials. In addition, the dissolved oxygen 
concentration in water quality assessment of reservoirs was determined using radial basis neural network 
(RBNN) and adaptive neuro-fuzzy inference system (ANFIS). The results showed that the RBNN method 
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was better than the ANFIS method in calculating dissolved oxygen concentration[2]. ANN and ANFIS were 
used to model the dissolved oxygen concentration of the Khoram-Abad River in Iran for 12 months based 
on river discharge, flow velocity and dissolved oxygen concentration[3]. For calculating the concentration 
of dissolved oxygen, biochemical and chemical oxygen demand in the Karun River in Iran through the 
application of MLP, RBNN, and ANFIS. Nine water quality variables were used in the model. The results 
showed that RBNN and ANFIS were the best in predicting [4]. 

The ANN method was used to predict the concentration of total Dissolved solids in the Euphrates River in 
Iraq. The flow of the river, year, month, and the distance of the measurements station from upstream 
were adopted as inputs for the model used over 14 years. The results showed that the ANN method can 
be used to predict dissolved solids, and river flow affect the TDS concentration by 75% followed by 61% 
for the distance of the station, then 33% for the year of measurements, while the month had no more 
than 4%[5]. In a study carried out by [6] to evaluate water quality of reservoirs using the ANFIS method 
and RBNN method where the results proved that ANFIS is better than in the prediction of dissolved oxygen 
concentrations, total phosphorus, and chlorophyll. 

2 Methodology 

2.1 Concepts of Artificial Neural Networks 
The concept of artificial neurons was produced in 1943 [7], and applications of ANNs in many fields started 
with the introduction of the back-propagation training (BP) algorithm for feed forward ANNs in 1986 [8]. 
An artificial Neural networks ANN are computing systems. Each  system is   composed  from highly 
interconnected neurons which are simple information processing nodes  or units .These neurons are 
gathering the information’s (inputs)  from both  single and multiple sources then provides output  which 
is related with the inputs by nonlinear relation. ANNs explain non-linear relations with different factors 
that are adjusted (calibrated or trained) in such a way that the ANN’s output approximates the observed 
output on a data set. ANNs need quite enough amount of historical data to be trained upon satisfactory 
training, an ANN should be able to provide output for previously ‘‘hidden” inputs. The main differences 
between the various types of ANNs involve network architecture and the method for determining the 
weights and functions for inputs and neurons this is what could be described as training operation [9]. 

2.1.1 Levenberg-Marquardt Method for Neural Networks Training 

Many researches have been produced many methods to ensure the effeciency of backpropagation BP 
algorithm. All of these methods lead to low acceptable results. The Levenberg-Marquardt (LM) algorithm 
[10] ensued from development of BP (Back propogation) algorithm dependent methods. This method 
gives a good exchange between the speed of the Newton algorithm and the stability of the steepest 
descent method [11], that those are two basic theorems of LM algorithm. It is impossible to reduce error 
oscillation. Other effort with variable decay rate has been ensued to reduce error oscillation [10], but 
offered algorithm had low speed compared standard LM algorithm. LM can be described as a combination 
of steepest descent and the Gauss-Newton method. When the solution becomes far from the correct one, 
the algorithm behaves like a steepest descent method: slow, but guaranteed to converge. When the 
current solution is close to the correct solution, it becomes a Gauss-Newton method [12]. 
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2.1.2 Scaled Conjugate  Gradient  Type Method  With  Convergence  For  Back  Propagation  Neural 
Network  

Scaled Conjugate Gradient Method SCG is a supervised learning algorithm for feed forward neural 
networks. This method is used to reduce the error value between the result of the network and the real 
output or the observed one. It can be represented by following equation that indicates the quadratic 
approximation to the error E in a neighborhood of a point w by: 

𝐸𝐸𝑞𝑞𝑞𝑞(𝑦𝑦) = 𝐸𝐸(𝑤𝑤) + 𝐸𝐸′(𝑤𝑤)𝑇𝑇𝑦𝑦 + 1
2
𝑦𝑦𝑇𝑇𝐸𝐸"(𝑤𝑤)𝑦𝑦                                                  (1) 

 

The critical points for Eqw(y) must be found   for calculating the minimum Eqw(y). The critical points are 
the solution to the linear system defined by Moller, [13] as: 

𝐸𝐸𝑞𝑞𝑞𝑞(𝑦𝑦) = 𝐸𝐸"(𝑤𝑤)𝑦𝑦 + 𝐸𝐸′(𝑤𝑤)𝑦𝑦                                                                           (2) 

The step size scaling mechanism, which is used in SCG, could reduce   time consuming line search per 
learning iteration. This can increase the efficiency and performance [14]. 

2.2 Concepts of ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS) 
At 1993, Jang proposed multi-layered neural network. The connections in these layers are not weighted 
or all weights equal to one [15]. ANFIS   can be considered as an alternative manner that consists the 
advantages of two intelligent approaches neural network and fuzzy logic to ensure rational reasoning in 
quantity and quality. This new network has a high ability of training by means of neural networks and 
linguistic interpretation of variables via fuzzy logic. ANFIS implement a first order Sugeno style fuzzy 
system; it applies the rule of TSK Takagi Sugeno and Kang form in its architecture [16]. 

2.2.1 Traning of ANFIS (Learning Algorithm) 

The membership function parameters of each input, the consequents parameters also number of rules 
are the most important parameters which should be tuned  in an ANFIS  model .The training process 
should consists two important steps which are Structure learning that ensures determining approopriate 
structure of the network that is, the best partitioning of number of membership functions for each input 
and  number of rules. The second step is parametric learning whch suggest the membership functions and 
consequents parameters. The most common training algorithm is the hybrid learning. This algorithm is 
carried out in two steps: forward pass and backward pass, once all the parameters are initialized, in 
forward pass, functional signals go forward till fourth layer and the consequents parameters are identified 
by least square errors. After identifying consequents parameters, the functional signals keep going 
forward until the error measure is calculated. In the backward pass, the error rates propagate backward 
and the premise parameters are updated by gradient decent. 

3 Case study and Nature of data 
Tigris River is one of the two main rivers in Iraq. Its length is about 1850 km, while its length at Iraq is 
about 1418 km.  This River is rising in the Taunus Mountains of Eastern Turkey. The river flows for about 
400 km through Turkey before entering Iraq. It drains an area of 473 103 km2.This area is shared with two 
other countries Turkey and Syria. About 58% of the basin lies in Iraq, and no major tributary joins the Tigris 
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south of Baghdad [17, 18].  There are more than eight water treatment stations on Tigris River. The well 
registered data are at stations El-karkh, Eastern of Tigris, El- wethba, El-kerame, El-qadisiye, El-dora, El-
rasheed, El-wihda .These stations are at Baghdad city as they are shown in Figure (1). Different water 
quality parameters measurements are available at the stations .These data are observed as monthly data 
from 2009-2013. In this paper  the observed values of water quality parameters which are selected after  
a brief correlation test to be  Temperature ,  hardness, PH , Turbidity , Electrical conductivity , SO4, Cl and 
total dissolved solids TDS at  9 stations  were used in simulation operation . Seven  of these stations were 
considered as upstream stations which are  El-karkh,  Eastern of Tigris, El- wethba ,El-kerame , El-qadisiye,  
El-dora, El-rasheed and the last station which is El-wihda st was considered as downstream station.   

 

Figure (1) Study Area 

3.1 Data Pre-processing 
To ensure that all variables receive equal attention during the training process, they should be 
standardized. There many equations which provide a standardized data. For example, as the outputs of 
the logistic transfer function are between 0 and 1, the data can be scaled in the range 0.1–0.9 or 0.1–0.8. 
Before using the data for ANN, the data has been pre-processed (normalized). The same is true for 
adaptive neuro fuzzy system ANFIS since both models work best if the inputs are scaled to the same range 
of values [19]. In this study the best equation to standardized the data was found to be  

 
𝑋𝑋𝑋𝑋 = 0.1 + 0.8 (𝑋𝑋−𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋)

(𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋−𝑋𝑋𝑋𝑋𝑋𝑋𝑋𝑋)
                                                               (3) 

 
Xmin, Xmax are the minimum and the maximum values of the observed data series. 

4 Results and discussion 
Two types of artificial neural networks were tried in this study, which are LMNN, SCGNN to simulate the 
different parameters of water quality of Tigris River. Matlab (2014a, 8.3.0.532) neural network toolbox 
was used for the implementation of neural networks models.  In both applied kinds of ANN, the data set 
was divided into two sets training and test. The training set was selected to be %60 from the whole data 
while the test set was chosen as %40 from the data. Different architectures were tried as different input 
combinations, which mean different water quality parameters at different sites. The output in all tried 
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models is selected to be Total dissolved solids at downstream of Tigris river which is at the station of Al-
wihda. The number of hidden layer was selected to be one hidden layer with different number of neurons. 
Following Table (1) shows the different applied models of ANN for both types LMNN and SCGNN. 

Table 1 Description of the applied ANN models. 

Model Name  Inputs  Output  
MI (Tem,Har,pH,Turbidity,EC,SO4,CL,TDS) at   7 

upstream  stations  
&(Tem,Har,pH,Turbidity,EC,SO4,CL) at d/s 
station 

TDS at Al-Wihda station 

MII  (Tem,Har,PH,Turbidity,EC,SO4,CL) at Al-
Wihda station  

TDS at Al-Wihda station 

MIII (TDS)at all 7 u/s stations  TDS at Al-Wihda station 
Tem: Temperature, Har: Hardness, EC: Electrical Conductivity, CL: chloride, TDS: Total dissolved solids. 

4.1 Performance Parameters 
Four statistical performance parameters, which are the determination coefficient (R2), Nash-Sutcliffe 
efficiency (ENash), percent bias (RBias) and mean absolute percent error (MAPE), were used to assess the 
models’ performances. These parameters are defined as: 

𝑅𝑅2 = (∑ (𝐴𝐴𝑡𝑡−𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑛𝑛
𝑡𝑡=1 )(𝑆𝑆𝑡𝑡−𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚))2

∑ (𝐴𝐴𝑡𝑡−𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)2𝑛𝑛
𝑡𝑡=1 ∑ (𝑆𝑆𝑡𝑡−𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)2𝑛𝑛

𝑡𝑡=1
                                                              (4) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ | 𝐴𝐴𝑡𝑡−𝑆𝑆𝑡𝑡

𝐴𝐴𝑡𝑡
|.𝑛𝑛

𝑡𝑡=1                                                                                    (5) 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸ℎ = 1 − ∑ (𝐴𝐴𝑡𝑡−𝑆𝑆𝑡𝑡)2𝑛𝑛
𝑡𝑡=1

∑ (𝐴𝐴𝑡𝑡−𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)2𝑛𝑛
𝑡𝑡=1

                                                                           (6) 

𝑅𝑅 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 100 ∗ ∑ (𝑆𝑆𝑡𝑡−𝐴𝐴𝑡𝑡)𝑛𝑛
𝑡𝑡=1
∑ 𝐴𝐴𝑡𝑡𝑛𝑛
𝑡𝑡=1

                                                                               (7) 

where At is the actual value and St is the Simulated value. S mean, Amean are the mean value of the series 
[20, 21]. The best value of R2 is 1.0 while, the optimum value of RBias is 0.0  and  a better  description of 
RBias and ENash was given also by [22, 23], this description can be summarized as: 

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑉𝑉𝑉𝑉)                   0.75 < 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛ℎ ≤ 1                           𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 < ±10 
                          𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝐺𝐺)                             0.65 < 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛ℎ ≤ 0.75                 ± 10 ≤ 𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≤ ±15 

       𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑟𝑟𝑟𝑟(𝑆𝑆  )            0.5 < 𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛ℎ ≤ 0.65                    ± 15 ≤ 𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≤ ±25 
                      UN𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑈𝑈𝑈𝑈  )            𝐸𝐸𝑛𝑛𝑛𝑛𝑛𝑛ℎ ≤ 0.5                              𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≥ ±25 

4.2 ANN application Results 
For ANN development, a number of input combinations and input stations were tried, as it is clear from 
the above Table .This means that the input nodes for the three above models were 71 nodes, 7 nodes, 8 
nodes respectively. The output layer had a single node which is the required TDS at d/s station Al-Wihda. 
During the training process the number of hidden layer nodes was tried   to be less than (2* input layer 
nodes +1) [24]. The comparative performance of different ANN models based on Enash, Coefficient of 
correlation R2, Rbias, MAPE were calculated, and the selection of the best performance was depended on 
the best results of these parameters.  Table (2) shows the results of performance parameters for the 
different ANN applied models. The Table concentrates on the best performance among all the applied 
models since different e number of neurons at the hidden layer were applied until reaching the best result. 
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Table 2 results of the performance parameters of different ANN applied models for Training Period 

Model 
Name 

Type of 
ANN 

Inputs Output Best 
Architectur  

E 
nash 

R2 R bias MAPE 

MI LMNN (Tem,Har,PH,Turbidity,EC,SO4,Cl,TDS
) at   8 upstream  stations  
&(Tem,Har,PH,Turbidity,EC,SO4,Cl) at 
d/s station 

TDS at d/s 
station 

 
63-22-1 

 
0.87 

 
0.88 

 
-13.3 

 

28.85 

MII LMNN (Tem,Har,PH,Turbidity,EC,SO4,CL) at 
Al-Wihda station  

TDS at d/s 
station 

 
7-10-1 

 
0.98 

 
0.98

7 

 
+9.1 

 

22.53 

MIII LMNN (TDS)at all 8 u/s stations  TDS at Al-
Wihda station 

 
7-14-1 

 
0.93 

 
0.94

1 

 
-8.8 

 

24.60 

MI SCGNN (Tem,Har,PH,Turbidity,EC,SO4,CL,TDS
) at   8 upstream  stations  
&(Tem,Har,PH,Turbidity,EC,SO4,CL) 
at d/s station 

TDS at d/s 
station 

 
63-9-1 

 
0.73

4 

 
0.73

4 

 
+16 

 

33.62 

MII SCGNN (Tem,Har,PH,Turbidity,EC,SO4,CL) at 
Al-Wihda station  

TDS at d/s 
station 

 
7-7-1 

 
0.75 

 
0.73

4 

 
-17 

 

38.85 

MIII SCGNN (TDS)at all 8 u/s stations  TDS at d/s 
station 

 
7-9-1 

 
0.73 

 
0.73 

 
+16 

 

38.24 

 
Table (3) produces the results of the same process for test period, which is more important in deciding 
the success of any mathematical model. According to the above results, it is clear that the best result was 
found using Levenberg-Marquardt Method, since the performance is clearly reduced by using the Scaled 
conjugated gradient method in training the ANNs. The best input combinations was found to be for model 
MII with seven input nodes (Temperature ,Hardness, PH, Turbidity, Electrical conductivity , SO4, CL ) at  
downstream station which  is  El-Wihda station. This was true for both kinds of the artificial neural 
networks. Table (3) also shows the best number of neurons at the hidden layer for all applied kinds and 
different input combinations.  

Table 3 results of the performance parameters of different ANN applied models for Test Period 

Model 
Name 

Type of 
ANN 

Inputs Output Best 
Architecture 

E nash R2 R bias MAPE 

MI LMNN (Tem,Har,PH,Turbidity,EC,SO4,CL,TDS) at   8 
upstream  stations 
&(Tem,Har,PH,Turbidity,EC,SO4,CL) at d/s 
station 

TDS at d/s 
station 

 
63-22-1 

 
0.86
3 

 
0.86
1 

 
-12.13 

 

28.77 

MII LMNN  (Tem,Har,PH,Turbidity,EC,SO4,CL) at Al-Wihda 
station  

TDS at d/s 
station 

 
7-10-1 

 
0.99 

 
0.99
9 

 
+7.1 

 

22.67 

MIII LMNN (TDS)at all 8 u/s stations  TDS at Al-
Wihda station 

 
7-14-1 

 
0.99
3 

 
0.99
3 

 
-7.8 

 

25.98 

MI SCGNN (Tem,Har,PH,Turbidity,EC,SO4,CL,TDS) at   8 
upstream  stations  
&(Tem,Har,PH,Turbidity,EC,SO4,CL) at d/s 
station 

TDS at d/s 
station 

 
63-9-1 

 
0.74 

 
0.74
4 

 
+17.1 

 

34.61 

MII SCGNN  (Tem,Har,PH,Turbidity,EC,SO4,CL) at Al-Wihda 
station  

TDS at d/s 
station 

 
7-7-1 

 
0.76 

 
0.75 

 
-17 

 

38.86 

MIII SCGNN (TDS)at all 8 u/s stations  TDS at d/s 
station 

 
7-9-1 

 
0.71 

 
0.71 

 
+15.3 

 

39.21 
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The best number of neurons at the hidden layer for MII-LMNN type was found to be 10 neurons while for 
MII-SCGNN was 7 neurons. Values of Rbias or first successful model, which is MII–LMNN indicates to an 
overestimating while the best SCGNN model the Rbias value indicates to an underestimating. It is important 
to mention that all the tested architectures (different input combinations) for LMNN showed better 
performance if compared with SCGNN networks. Figure (2) represents the best ANN architecture that 
showed the best performance. 

 

Figure 2 MII-LMNN architecture. 

Figure (3) shows the comparison of the best three models with the observed data. The Figure represents 
the simulated TDS at A-Wihda station for test period by the successive models with the actual data, which 
means the observed values.  

4.3 ANFIS application Results 
To apply the adaptive neuro fuzzy interference system ANFIS models, the same architectures were used 
after applying the same manner in the standardization of data. Fuzzy system is based on the logical rules 
of premises and conclusions, which cannot be analyzed with the classical probability theories. On the 
other hand, artificial neural networks are capable of creating relevant relations between input and output 
variables through their learning capabilities based on various training patterns. A combined system of 
fuzzy inference and artificial neural network capable of using numerical data for predicting outputs can 
create a powerful tool that has come to be called the adaptive neural-fuzzy inference system. In this 
combined system, the fuzzy part establishes relations between input and output variables while the fuzzy 
membership functions are determined by its neural network part. By using the same input combinations 
and same training and test periods and by using 112 runs of the adaptive neuro fuzzy inference system 
with network segregation method, different results were found. This was done through using Matlab 
(2014a ,8.3.0.532) for network segregation . Tables (4),(5) show the results of  application of  ANFIS model 
on the selected of input combinations for the same training and test periods  respectively. It is important 
to mention that the method of segregation was preferred on the partial clustering method due to the 
choice of type and number of membership functions, which can be determined by the user.   
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Figure 3 Comparison between the best three ANN models with the Observed data 

Table 4 produces the results of the same process for test period 

Model 
Name 

Inputs Output  Description E 
nash 

R2 R bias MAPE 

MI (Tem,Har,PH,Turbidity,EC,SO4,CL,TDS) at   
8 upstream  stations  
&(Tem,Har,PH,Turbidity,EC,SO4,CL) at 
d/s station 

TDS at d/s 
station 

Segregation  0.7
39 

0.72
9 

-15.1 32.71 

MII  (Tem,Har,PH,Turbidity,EC,SO4,CL) at Al-
Wihda station  

TDS at d/s 
station 

Segregation 0.9
61 

0.96
2 

+7.3 24.007 

MIII (TDS)at all 8 u/s stations  TDS at Al-
Wihda 
station 

Segregation 0.8
51 

0.85 -7.9 27.98 

 
Table (5) results of the performance parameters of different ANFIS applied model for Training Period. 

The approximate results to the previous ANN results were found since the same input combinations were 
found to be most successful combinations according to the same evaluation parameters. Figure (4) shows 
the comparison between the observed values and the simulated values by the best ANFIS model.  

It can be seen that al the three models of ANFIS show a good  performance in simulating of TDS values  
This indicates the capability of ANFIS models in making predictions on the basis of input data sets . The 
second model which inputs are Temperature, Hardness, PH, Turbidity, Electrical conductivity, SO4, CL at 
the  downstream station exhibits a better performance compared to the other two . Comparison of the 
results  obtained from the nine different models ( six models ANN and three of ANFIS) revealed that 
increasing the number of input parameters dose not necessarily enhance model performance or increase 
the accuracy. 
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Table 5 results of the performance parameters of different ANFIS model for Test Period 

Model 
Name  

Inputs Output  Description  E 
nash 

R2 R bias MAPE 

MI (Tem,Har,PH,Turbidity,EC,SO4,CL,TDS) at   
8 upstream  stations  
&(Tem,Har,PH,Turbidity,EC,SO4,CL) at 
d/s station 

TDS at d/s 
station 

Segregation   0.729 0.729 -15.99 34 

MII  (Tem,Har,PH,Turbidity,EC,SO4,CL) at Al-
Wihda station  

TDS at d/s 
station 

Segregation 0.95 0.968 +8.3 26 

MIII (TDS)at all 8 u/s stations  TDS at Al-
Wihda station 

Segregation 0 843 0.849 -9.9 29.6 

 

Figure 4 comparison between the best ANFIS (MII-ANFIS) model and the observed data 

5 Conclusions 
Followings are the most important conclusions, which found; 

1. Even though the available data size is relatively small, reasonably a very good results found and 
a high performance obtained for the water quality prediction. If more data become available, 
better estimation can be using the successful models. 

2. Both ANN and ANFIS models show   a very good performance in simulation of the TDS at the 
required station  

3.  By comparing the two types of ANNs, It can see that LMNN is better than SCGNN. 
4.  Increasing the number of input parameters does not necessarily enhance model performance 

or increase the accuracy; this is true for both ANN models and ANFIS models. 
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ABSTRACT   

In solving many practical mathematical programming applications, it is generally preferable to formulate 
several quantifiably good alternatives that provide distinct perspectives to the particular problem. This is 
because decision-making typically involves complex problems that are riddled with incompatible 
performance objectives and contain competing design requirements which are very difficult – if not 
impossible – to capture and quantify at the time that the supporting decision models are actually 
constructed. There are invariably unmodelled design issues, not apparent at the time of model 
construction, which can greatly impact the acceptability of the model’s solutions. Consequently, it is 
preferable to generate several, distinct alternatives that provide multiple, disparate perspectives to the 
problem. These alternatives should possess near-optimal objective measures with respect to all known 
modelled objective(s), but be fundamentally different from each other in terms of their decision variables. 
This solution approach is referred to as modelling to generate-alternatives (MGA). This paper provides an 
efficient computational procedure for simultaneously generating multiple different alternatives to 
optimal solutions that employs the Firefly Algorithm. The efficacy of this approach will be illustrated using 
a well-known engineering optimization benchmark problem.. 

Keywords: Biologically-inspired Metaheuristics, Firefly Algorithm, Modelling to generate alternatives. 

1 Introduction  
Typical “real world” decision-making involves complex problems that possess design requirements which 
are frequently very difficult to incorporate into their supporting mathematical programming formulations 
and tend to be plagued by numerous unquantifiable components [1][2][3]. While mathematically optimal 
solutions provide the best answers to these modelled formulations, they are generally not the best 
solutions to the underlying real problems as there are invariably unmodelled aspects not apparent during 
the model construction phase [1][2]. Hence, it is generally considered desirable to generate a reasonable 
number of very different alternatives that provide multiple, contrasting perspectives to the specified 
problem [4]. These alternatives should preferably all possess near-optimal measures with respect to all of 
the modelled objective(s), but be as different as possible from each other in terms of the system structures 
characterized by their decision variables. Several approaches collectively referred to as modelling-to-
generate-alternatives (MGA) have been developed in response to this multi-solution creation 
requirement [4]-[9].  

DOI: 10.14738/tmlai.55.3580 
Publication Date: 20th August, 2017 
URL: http://dx.doi.org/10.14738/tmlai.55.3580 

 

mailto:Syeomans@ssb.yorku.ca


Transact ions on Machine  Learning and Art i f ic ia l  Intel l igence  Volume 5 No 5,  Oct  2017 
 

The primary motivation behind MGA is to construct a manageably small set of alternatives that are good 
with respect to all measured objective(s) yet are fundamentally dissimilar within the prescribed decision 
space. The resulting set of alternatives should provide diverse approaches that all perform similarly with 
respect to the known modelled objectives, yet very differently with respect to any unmodelled issues 
[3][10]. Clearly the decision-makers must then conduct a sub-sequent comprehensive comparison of 
these alternatives to determine which options would most closely satisfy their very specific circumstances. 
Therefore, MGA methods must necessarily be classified as decision support processes in contrast to the 
explicit solution determination methods assumed, in general, for optimization. 

In this paper, it is shown how to simultaneously generate sets of maximally different solution alternatives 
by implementing a modified version of the nature-inspired Firefly Algorithm (FA) [10][11] by extending 
previous concurrent MGA approaches [6]-[9][12]-[14]. For calculation and optimization, it has been 
demonstrated that the FA is more computationally efficient than such commonly-employed 
metaheuristics as enhanced particle swarm optimization, simulated annealing, and genetic algorithms 
[11][15]. The MGA procedure extends the earlier approaches of Imanirad et al. [6]-[9][12][13] to now 
permit the simultaneous generation of the desired number of alternatives in a single computational run. 
This new simultaneous FA-based MGA procedure is extremely computationally efficient. This paper 
illustrates the efficacy of the new FA approach for simultaneously constructing multiple, good-but-very-
different solution alternatives on a commonly evaluated benchmark engineering optimization test 
problem [16]. 

2 Firefly Algorithm For Optimization 
While this section provides only a relatively brief synopsis of the FA procedure [5][12][13], more 
comprehensive explanations appear in [10][11]. The FA is a biologically-inspired, population-based 
metaheuristic. Each firefly in the population represents one potential solution to a problem and the 
population of fireflies should initially be distributed uniformly and randomly throughout the solution 
space. The solution approach employs three idealized rules. (i) The brightness of a firefly is determined by 
the overall landscape of the objective function. Namely, for a maximization problem, the brightness is 
simply considered to be proportional to the value of the objective function. (ii) The relative attractiveness 
between any two fireflies is directly proportional to their respective brightness. This implies that for any 
two flashing fireflies, the less bright firefly will always be inclined to move towards the brighter one. 
However, attractiveness and brightness both decrease as the relative distance between the fireflies 
increases. If there is no brighter firefly within its visible neighborhood, then the particular firefly will move 
about randomly. (iii) All fireflies within the population are considered unisex, so that any one firefly could 
potentially be attracted to any other firefly irrespective of their sex. Based upon these three rules, the 
basic operational steps of the FA can be summarized within the following pseudo-code [11]. 
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Objective Function F(X), X = (x1, x2,… xd) 

Generate the initial population of n fireflies, Xi, i = 1, 2,…, n 

Light intensity Ii at Xi is determined by F(Xi) 

Define the light absorption coefficient γ 

while (t < MaxGeneration) 

 for i = 1: n , all n fireflies 

  for j = 1: n ,all n fireflies (inner loop) 

   if (Ii < Ij), Move firefly i towards j; end if 

   Vary attractiveness with distance r via e- γr   

  end for j 

 end for i 

 Rank the fireflies and find the current global best solution G*   

end while 

Postprocess the results 
In the FA, there are two important issues to resolve: the formulation of attractiveness and the variation 
of light intensity. For simplicity, it can always be assumed that the attractiveness of a firefly is determined 
by its brightness which in turn is associated with its encoded objective function value. In the simplest case, 
the brightness of a firefly at a particular location X would be its calculated objective value F(X). However, 
the attractiveness, β, between fireflies is relative and will vary with the distance rij between firefly i and 
firefly j. In addition, light intensity decreases with the distance from its source, and light is also absorbed 
in the media, so the attractiveness needs to vary with the degree of absorption. Consequently, the overall 
attractiveness of a firefly can be defined as  

β = β0 exp(-γr2) 

where β0 is the attractiveness at distance r = 0 and γ is the fixed light absorption coefficient for the specific 
medium. If the distance rij between any two fireflies i and j located at Xi and Xj, respectively, is calculated 
using the Euclidean norm, then the movement of a firefly i that is attracted to another more attractive 
(i.e. brighter) firefly j is determined by 

Xi = Xi + β0 exp(-γ(rij)2)(Xi – Xj) + αεi. 

In this expression of movement, the second term is due to the relative attraction and the third term is a 
randomization component. Yang [11] indicates that α is a randomization parameter normally selected 
within the range [0,1] and εi is a vector of random numbers drawn from either a Gaussian or uniform 
(generally [-0.5,0.5]) distribution. It should be explicitly noted that this expression represents a random 
walk biased toward brighter fireflies and if β0 = 0, it becomes a simple random walk. The parameter γ 
characterizes the variation of the attractiveness and its value determines the speed of the algorithm’s 
convergence. For most applications, γ is typically set between 0.1 to 10 [11][15]. In any given optimization 
problem, for a very large number of fireflies n >> k, where k is the number of local optima, the initial 
locations of the n fireflies should be distributed relatively uniformly throughout the entire search space. 
As the FA proceeds, the fireflies begin to converge into all of the local optima (including the global ones). 
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Hence, by comparing the best solutions among all these optima, the global optima can easily be 
determined. Yang [11] proves that the FA will approach the global optima when n  ∞  and the number 
of iterations t, is set so that t >>1. In reality, the FA has been found to converge extremely quickly with n 
set in the range 20 to 50 [10][15]. 

3 Modelling To Generate Alternatives 
Most optimization methods appearing in the mathematical programming literature have concentrated 
almost exclusively upon producing single optimal solutions to single-objective problem instances or, 
equivalently, generating noninferior solution sets to multi-objective formulations [2][3][5][12][13]. While 
such algorithms may efficiently generate solutions to the derived complex mathematical models, whether 
these outputs actually establish “best” approaches to the underlying real problems is questionable 
[1][2][5]. In most “real world” decision environments, there are innumerable system requirements and 
objectives that are never included or apparent in the decision formulation stage [1][3]. Furthermore, it 
may never be possible to explicitly incorporate all of the subjective components because there are 
frequently many incompatible, competing, design interpretations and, perhaps, adversarial stakeholders 
involved. Therefore most of the subjective aspects of a problem necessarily remain unquantified and 
unmodelled in the construction of the resultant decision models. This is a common occurrence in 
situations where final decisions are constructed based not only upon clearly stated and modelled 
objectives, but also upon more fundamentally subjective socio-political-economic goals and stakeholder 
preferences [4]. Numerous “real world” examples describing these types of incongruent modelling 
dualities are discussed in [5][17][18]. 

When unquantified issues and unmodelled objectives exist, non-conventional approaches are required 
that not only search the decision space for noninferior sets of solutions, but must also explore the decision 
space for discernibly inferior alternatives to the modelled problem. In particular, any search for good 
alternatives to problems known or suspected to contain unmodelled components must focus not only on 
the non-inferior solution set, but also necessarily on an explicit exploration of the problem’s inferior 
decision space. 

To illustrate the implications of an unmodelled objective on a decision search, assume that the optimal 
solution for a quantified, single-objective, maximization decision problem is X* with corresponding 
objective value Z1*. Now suppose that there exists a second, unmodelled, maximization objective Z2 that 
subjectively reflects some unquantifiable “political acceptability” component. Let the solution Xa, 
belonging to the noninferior, 2-objective set, represent a potential best compromise solution if both 
objectives could somehow have been simultaneously evaluated by the decision-maker. While Xa might be 
viewed as the best compromise solution to the real problem, it would appear inferior to the solution X* 
in the quantified mathematical model, since it must be the case that Z1a ≤ Z1*. Consequently, when 
unmodelled objectives are factored into the decision making process, mathematically inferior solutions 
for the modelled problem can prove optimal to the underlying real problem. Therefore, when unmodelled 
objectives and unquantified issues might exist, different solution approaches are needed in order to not 
only search the decision space for the noninferior set of solutions, but also to simultaneously explore the 
decision space for inferior alternative solutions to the modelled problem. Population-based solution 
methods such as the FA permit concurrent searches throughout a feasible region and thus prove to be 
particularly adept procedures for searching through a problem’s decision space. 

The primary motivation behind MGA is to produce a manageably small set of alternatives that are 
quantifiably good with respect to the known modelled objectives yet are as different as possible from 
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each other in the decision space. The resulting alternatives are likely to provide truly different choices that 
all perform somewhat similarly with respect to the modelled objective(s) yet very differently with respect 
to any unknown unmodelled issues. By generating a set of good-but-different solutions, the decision-
makers can explore desirable qualities within the alternatives that may prove to satisfactorily address the 
various unmodelled objectives to varying degrees of stakeholder acceptability. 

In order to properly motivate an MGA search procedure, it is necessary to supply a more mathematically 
formal definition of the goals of the MGA process [4][6][14].  Suppose the optimal solution to an original 
mathematical model is X* with objective value Z* = F(X*).  The following maximal difference model can 
then be solved to generate an alternative solution, X, that is maximally different from X*:  

   Maximize   ∆ (X, X*) = 
i∑ | Xi - Xi* | 

Subject to: X ∈  D 

            | F(X) - Z* | ≤  T 

where ∆  represents some difference function (for clarity, shown as an absolute difference in this 
instance) and T is a targeted tolerance value specified relative to the problem’s original optimal objective 
Z*. T is a user-supplied value that determines how much of the inferior region is to be explored in the 
search for acceptable alternative solutions. This difference function concept can be extended into a 
measure of difference between any set of alternatives by replacing X* in the objective of the maximal 
difference model and calculating the overall sum (or some other function) of the differences of the 
pairwise comparisons between each pair of alternatives – subject to the condition that each alternative is 
feasible and falls within the specified tolerance constraint. 

4 FA-based Simultaneous MGA Computational Algorithm 
The MGA method to be introduced produces a pre-determined number of close-to-optimal, but maximally 
different alternatives, by modifying the value of the bound T in the maximal difference model and using 
an FA to solve the corresponding, maximal difference problem. Each solution within the FA’s population 
contains one potential set of p different alternatives. By exploiting the co-evolutionary solution structure 
within the population of the algorithm, the Fireflies collectively evolve each solution toward sets of 
different local optima within the solution space. In this process, each desired solution alternative 
undergoes the common search procedure of the FA. However, the survival of solutions depends both 
upon how well the solutions perform with respect to the modelled objective(s) and by how far away they 
are from all of the other alternatives generated in the decision space. 

A direct process for generating alternatives with the FA would be to iteratively solve the maximum 
difference model by incrementally updating the target T whenever a new alternative needs to be 
produced and then re-running the algorithm. This iterative approach would parallel the original Hop, Skip, 
and Jump (HSJ) MGA algorithm [5] in which, once an initial problem formulation has been optimized, 
supplementary alternatives are systematically created one-by-one through an incremental adjustment of 
the target constraint to force the sequential generation of the suboptimal solutions. While this approach 
is straightforward, it requires a repeated execution of the optimization algorithm [4][12][13].  

To improve upon the stepwise alternative approach of the HSJ algorithm, a concurrent MGA technique 
was subsequently designed based upon the concept of co-evolution [6][8][12][13]. In the co-evolutionary 
approach, pre-specified stratified subpopulation ranges within the algorithm’s overall population were 
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established that collectively evolved the search toward the creation of the specified number of maximally 
different alternatives. Each desired solution alternative was represented by each respective 
subpopulation and each subpopulation underwent the common processing operations of the FA. The 
survival of solutions in each subpopulation depended simultaneously upon how well the solutions 
perform with respect to the modelled objective(s) and by how far away they are from all of the other 
alternatives. Consequently, the evolution of solutions in each subpopulation toward local optima is 
directly influenced by those solutions contained in all of the other subpopulations, which forces the 
concurrent co-evolution of each subpopulation towards good but maximally distant regions within the 
decision space according to the maximal difference model [4]. 

By employing this co-evolutionary concept, it becomes possible to implement an FA-based MGA 
procedure that concurrently produces alternatives which possess objective function bounds that are 
somewhat analogous to those created by the sequential, iterative HSJ-styled solution generation 
approach. While each alternative produced by an HSJ procedure is maximally different only from the 
overall optimal solution (together with its bound on the objective value which is at least x% different from 
the best objective (i.e. x = 1%, 2%, etc.)), a concurrent procedure is able to generate alternatives that are 
no more than x% different from the overall optimal solution but with each one of these solutions being 
as maximally different as possible from every other generated alternative that was produced. Co-
evolution is also much more efficient than the sequential HSJ-style approach in that it exploits the inherent 
population-based searches of FA procedures to concurrently generate the entire set of maximally 
different solutions using only a single population [6][8]. 

While a concurrent approach exploits the population-based nature of the FA’s solution approach, the co-
evolution process occurs within each of the stratified subpopulations. The maximal differences between 
solutions in different subpopulations is based upon aggregate subpopulation measures. Conversely, in the 
following simultaneous MGA algorithm, each solution in the population contains exactly one entire set of 
alternatives and the maximal difference is calculated only for that particular solution (i.e. the specific 
alternative set contained within that solution in the population). Hence, by the evolutionary nature of the 
FA search procedure, in the subsequent approach, the maximal difference is simultaneously calculated 
for the specific set of alternatives considered within each specific solution – and the need for concurrent 
subpopulation aggregation measures is circumvented. 

The steps in the simultaneous co-evolutionary alternative generation algorithm are as follows: 

Initialization Step. In this preliminary step, solve the original optimization problem to determine the 
optimal solution, X*. As with prior solution approaches [6]-[9][12][13] and without loss of generality, it is 
entirely possible to forego this step and construct the algorithm to find X* as part of its solution 
processing. However, such a requirement increases the number of computational iterations of the overall 
procedure and the initial stages of the processing focus upon finding X* while the other elements of each 
population solution remain essentially “computational overhead”. Based upon the objective value F(X*), 
establish P target values. P represents the desired number of maximally different alternatives to be 
generated within prescribed target deviations from the X*.  

Note: The value for P has to have been set a priori by the decision-maker. 

Step 1. Create the initial population of size K in which each solution is divided into P equally-sized 
partitions. The size of each partition corresponds to the number of variables for the original optimization 
problem. Ap represents the pth alternative, p = 1,…,P, in each solution. 
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Step 2. In each of the K solutions, evaluate each Ap, p = 1,…,P, with respect to the modelled objective. 
Alternatives meeting their target constraint and all other problem constraints are designated as feasible, 
while all other alternatives are designated as infeasible. A solution can only be designated as feasible if all 
of the alternatives contained within it are feasible. 

Step 3. Apply an appropriate elitism operator to each solution to rank order the best individuals in the 
population. The best solution is the feasible solution containing the most distant set of alternatives in the 
decision space (the distance measure is defined in Step 5). Note: Because the best solution to date is 
always retained in the population throughout each iteration of the FA, at least one solution will always be 
feasible. A feasible solution for the first step can always consists of P repetitions of X*. 

This step simultaneously selects a set of alternatives that respectively satisfy different values of the target 
T while being as far apart as possible (i.e. maximally different as defined in the maximal difference model) 
from the other solutions generated. By the co-evolutionary nature of the FA, the alternatives are 
simultaneously generated in one pass of the procedure rather than the P implementations suggested by 
the necessary increments to T in the maximal difference problem. 

Step 4. Stop the algorithm if the termination criteria (such as maximum number of iterations or some 
measure of solution convergence) are met. Otherwise, proceed to Step 5. 

Step 5. For each solution k = 1,…, K, calculate Dk, a distance measure between all of the alternatives 
contained within solution k. 

As an illustrative example for determining a distance measure, calculate 

Dk = 
1i toP=∑ 1j toP=∑ ∆ ( Ai, Aj). 

This represents the total distance between all of the alternatives contained within solution k. 
Alternatively, the distance measure could be calculated by some other appropriately defined function. 

Step 6. Rank the solutions according to the distance measure Dk objective – appropriately adjusted to 
incorporate any constraint violation penalties for infeasible solutions. The goal of maximal difference is to 
force alternatives to be as far apart as possible in the decision space from the alternatives of each of the 
partitions within each solution. This step orders the specific solutions by those solutions which contain 
the set of alternatives which are most distant from each other. 

Step 7. Apply appropriate FA “change operations” to the each of the solutions and return to Step 2. 

5 Computational Testing Of Simultaneous MGA Algorithm 
As described earlier, “real world” decision-makers generally prefer to be able to select from a set of “near-
optimal” alternatives that significantly differ from each other in terms of the system structures 
characterized by their decision variables. The ability of the FA MGA procedure to simultaneously produce 
such maximally different alternatives will be demonstrated using a non-linear spring design optimization 
problem taken from [16]. The design of a tension and compression spring has frequently been employed 
as a standard benchmark test problem for constrained engineering optimization algorithms [16]. The 
problem involves three design variables: (i) x1, the wire diameter, (ii) x2, the coil diameter, and (iii) x3, the 
length of the coil. The aim is to essentially minimize the weight subject to constraints on deflection, stress, 
surge frequency and geometry. The mathematical formulation for this multimodal problem is: 
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 0.05 ≤  1x  ≤  2.0  0.25 ≤  2x  ≤  1.3  2.0 ≤  3x  ≤  15.0 

The optimal solution for the specific design parameters employed within this formulation is F(X*) = 0.0127 
with decision variable values of X* = (0.051690, 0.356750, 11.287126) [16]. 

In order to create the set of different alternatives, extra target constraints that varied the value of T by up 
to 1.5% between successive alternatives were placed into the original formulation in order to force the 
generation of solutions maximally different from the initial optimal solution (i.e. the values of the bound 
were set at 1.5%, 3%, 4.5%, etc. for the respective alternatives). The MGA maximal difference algorithm 
described in the previous section was run to produce the optimal solution and the 10 maximally different 
solutions shown in Table 1. 

Table 1.  Objective Values and Solutions for the 11 Maximally Different Alternatives 
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As described earlier, most “real world” optimization applications tend to be riddled with incongruent 
performance requirements that are exceedingly difficult to quantify.  Consequently, it is preferable to 
create a set of quantifiably good alternatives that provide very different perspectives to the potentially 
unmodelled performance design issues during the policy formulation stage. The unique performance 
features captured within these dissimilar alternatives can result in very different system performance with 
respect to the unmodelled issues, hopefully thereby addressing some of the unmodelled issues into the 
actual solution process. 

The example in this section underscores how a co-evolutionary MGA modelling perspective can be used 
to simultaneously generate multiple alternatives that satisfy known system performance criteria 
according to the prespecified bounds and yet remain as maximally different from each other as possible 
in the decision space. In addition to its alternative generating capabilities, the FA component of the MGA 
approach simultaneously performs extremely well with respect to its role in function optimization. It 
should be explicitly noted that the cost of the overall best solution produced by the MGA procedure is 
indistinguishable from the one determined in [16]. 

6 Conclusion 
“Real world” decision-making problems generally possess multidimensional performance specifications 
that are compounded by incompatible performance objectives and unquantifiable modelling features. 
These problems usually contain incongruent design requirements which are very difficult – if not 
impossible – to capture at the time that supporting decision models are formulated. Consequently, there 
are invariably unmodelled problem facets, not apparent during the model construction, that can greatly 
impact the acceptability of the model’s solutions to those end users that must actually implement the 
solution. These uncertain and competing dimensions force decision-makers to integrate many conflicting 
sources into their decision process prior to final solution construction. Faced with such incongruencies, it 
is unlikely that any single solution could ever be constructed that simultaneously satisfies all of the 
ambiguous system requirements without some significant counterbalancing involving numerous 
tradeoffs. Therefore, any ancillary modelling techniques used to support decision formulation have to 
somehow simultaneously account for all of these features while being flexible enough to encapsulate the 
impacts from the inherent planning uncertainties. 

In this paper, an MGA procedure was presented that demonstrated how the population structures of a 
computationally efficient FA could be exploited to simultaneously generate multiple, maximally different, 
near-best alternatives. In this MGA capacity, the approach produces numerous solutions possessing the 
requisite structural characteristics, with each generated alternative guaranteeing a very different 
perspective to the problem. The computational example has demonstrated several important findings 
with respect to the simultaneous FA-based MGA method: (i) The co-evolutionary capabilities within the 
FA can be exploited to generate more good alternatives than planners would be able to create using other 
MGA approaches because of the evolving nature of its population-based solution searches; (ii) By the 
design of the MGA algorithm, the alternatives generated are good for planning purposes since all of their 
structures will be maximally different from each other (i.e. these differences are not just simply different 
from the overall optimal solution as in an HSJ-style approach to MGA); and, (iv) The approach is 
computationally efficient since it need only be run a single time in order to generate its entire set of 
multiple, good solution alternatives (i.e. to generate n solution alternatives, the MGA algorithm needs to 
run exactly once irrespective of the value of n). Since FA techniques can be modified to solve a wide variety 
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of problem types, the practicality of this MGA approach can clearly be extended into numerous disparate 
planning applications. These extensions will be studied in future research. 
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ABSTRACT 

All the underpasses, flyovers and drainage networks in the urban areas are designed to manage a 
maximum rainfall. This situation implies an accepted flood risk for any greater rainfall event. This threat 
is very often underestimated as components such as climate change is disregarded. But even great 
structural alterations cannot assure that urban flood control precautions would be able to cope with all 
future rainfall events. Hence, being readily able to forecast city or urban floods in real time is one of the 
main tasks of this forecast. The current Urban flood forecasting methods involve the use of Geographical 
Information Systems techniques. Even though, these systems allow to detect and model the flood 
patterns in a larger perspective. They cannot pin point precise location behavior. Machine Learning 
models in conjunction with a sensor network can be essential elements of urban flood forecast systems, 
as an active part of the system or as study tools.  The paper goes into the application of machine learning 
models to better predict flood pattern based on several external factors in real time. 

Keywords: Urban Flooding, Flood Forecasting, Machine Learning, Real time Machine Learning. 

 
1 Introduction 

As the cities grow at a rapid pace, the city planning usually tends to fall behind. Extreme amount of 
concretization of these cities has brought up huge issues in the cities flood drains. These issues will be 
increasing as the concretization increases. Since a huge amount of time and investment is required to 
make better drainage systems some of the government bodies tend to ignore the issue until it becomes 
too big to handle. This can cripple most cities. As a result of this, a lot of the poorly planned cities all over 
the world have huge urban flooding problems. Where even a small rainfall brings the city traffic to a halt. 
And a larger rainfall causes the cities to come to a complete standstill. Which can be seen in the cases of 
25 July 2005 in the city of Mumbai. The government surely would look into the issue had there been an 
economical alternative to detect, forecast the urban floods [1]. This, in turn, helps the government body 
to plan strategically and avoid unnecessary spending for projects with lesser overall effect on the flooding 
patterns, which drives down the cost of planning and implementation by placing the sensors in strategic 
locations. 

The majority of the current solution is based on satellite data [2] using 3D Modelling techniques. Although 
these solutions have a considerable ability to detect flooding at a bigger area such as a completely 
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submerged area, they cannot be used for mapping highly localized flooding such as a flyover or an 
underpass. Also, having these data collections at a highly localized level can help in detecting and fixing 
fault areas and could help in times where major disaster could be avoided by proper planning, as seen in 
the case of Chennai [3], India 2015 floods.  

2 Setup 
The hardware setup comprises of multiple sensors whose readings are handled by a micro-controller in 
real-time and pushes it to a hosted database.  The different sensors [4] are as follows: 

2.1 Ultrasonic Sensor 
The ultrasonic sensor takes real-time readings of water level over time. The ping generations of the sensor 
are increased when the water level is found to be increased so that more granular data is available for the 
modelling. The ultrasonic sensor calculates the distance between itself and the ground. The initial distance 
and measurements are Pre-calibrated. The trigger part of the sensor bounces ultrasonic waves to the 
ground surface and waits to receive the echo back. Based on the time taken for the ultrasonic waves to 
travel back and forth the distance is measured which gets altered in case of a water level rise. 

2.2 Thermometer 
The thermometer is used to consider the temperature variations that are caused during different 
scenarios such as rain, heat, also helps to indicate if the flood was formed locally or was it carried from a 
different source. This helps in checking the slight temperature variations in conjunction with other 
variables in case of rain, snow, mist, etc., which might affect the precipitation values. 

2.3 Barometer 
A barometer is used to detect the atmospheric pressure. There is a large amount of correlation between 
atmospheric pressure and rainfall in a region [5]. Especially in times of cyclones or hurricanes if a very low-
pressure area is developed the imminent rain can be sensed beforehand. It helps detect the possibilities 
of flooding in response to the rainfall. 

2.4 Hygrometer 
Hygrometer will work in conjunction with the other sensors to effectively monitor rainfall and other 
correlations driven from the humidity readings. Usually, there is a steep increase in the humidity at a 
location when there is rainfall. 

2.5 Precipitation Sensor 
The precipitation sensor is used to measure the rain intensity at any given time. The rain intensity gives 
an additional dimension when it comes to forecasting the water settlement in areas. In places where other 
precipitation parameters such as snow and mist are lower, a rain gauge can be used in its place to just 
monitor the rainfall intensity over time. 

2.6 Ammeter paired to Solar Panel 
Since cloud cover and day-night cycles affect the production of electricity by a solar panel. An ammeter is 
placed in conjunction with the solar panel to measure the intensity of the current, which helps in mapping 
the cloud cover and night cycles. 
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Figure 1. Hardware Setup 

3 Methodology 

3.1 Dimensionality Reduction 
After the features required for the forecast is carefully chosen based on weather data relations. It is 
observed that the data is in a high dimensional space. To reduce this higher dimensional space to tangible 
few dimensions, feature extraction techniques are used. As we see the data is taken in real time the data 
scale is ever growing. For larger dataset, Linear Discriminant Analysis (LDA) is a much more suitable 
dimensionality reduction technique when compared to Principal Component Analysis (PCA) [6]. From n 
independent variables in the dataset, LDA extracts a more manageable number of new independent 
variables that separate the most, the classes of dependent variables. 

Since there are more than two classes and the LDA is generalized from the Fisher discriminant. The Fisher 
discriminant could be extended to detect a subspace which encompasses all the class divergences. If each 
of the C classes has a mean μi  and the same covariance Σ. The dispersion in between class variability may 
be outlined by the sample co-variance of the class means [7] 

 

𝛴𝛴𝑏𝑏 =
1
𝑐𝑐
�[𝜇𝜇𝑖𝑖 − 𝜇𝜇][𝜇𝜇𝑖𝑖 − 𝜇𝜇]𝑇𝑇
𝑐𝑐

𝑖𝑖=1

 

 
Where μ - average of class means. The class divergence in a particular direction 𝜔𝜔��⃗  is provided by 

 

𝑠𝑠 =
𝜔𝜔��⃗ ∑ 𝜔𝜔��⃗𝑇𝑇

𝑏𝑏

𝜔𝜔��⃗ 𝑇𝑇𝛴𝛴𝜔𝜔��⃗
 

 
𝜔𝜔��⃗  is an eigenvector of 𝛴𝛴−1𝛴𝛴𝑏𝑏 separation. 

3.2 Classification Techniques 
The dataset is run with multiple types of classification techniques which help in detecting the accuracy of 
different models. Using the accuracy check we can finalize a particular technique to maximize correct 
predictions. 
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3.2.1 K-nearest Neighbors(k-NN) 

The k-NN is a classification technique, that is a nonparametric method and it makes its predictions based 
on the target outputs of its k nearest neighbors of any given point to be queried. Euclidean distance is 
calculated between every point and the training set points. The closest k training points are selected and 
prediction is taken as the average of the target output values of those k-points [8]. 

3.2.2 Kernel SVM 

Kernel methods are used for pattern analysis. One of their members is support vector machines (SVM).  
The kernel methods utilize kernel functions to ply in higher dimensional and implicit area and without 
ever evaluating coordinates of the different data points. It in place uses internal products in between the 
images of all the data pairs in the feature or characteristic space [9]. 

3.2.3 Decision Tree Classification 

This classification allows to build classification model based on the tree structure. It initially breaks the 
dataset into smaller subsets and in conjunction an associated decision tree inbuilt step by step. The result 
obtained is a tree with decision and leaf nodes [10]. 

3.2.4 Random Forest Classification 

The Random Forest Classification develops lots of decision tree based on random selection of data and 
variables. The class of the dependent variable is based on multiple trees [11]. 

4 Implementation 

4.1 Dataset 
Using the hardware setup given above data collection was carried out by multiple sensors in different 
parts of the city of Bengaluru. This Data stream was collected for a time frame of twelve months. The data 
was then taken and values with multiple duplicates were removed to avoid redundancy of multiple sensor 
data. The final dataset was taken out which comprised of 5800 data points. The independent variables in 
the data set include parameters such as temperature, humidity, atmospheric pressure, current value from 
the solar panel which is set to three different levels, Precipitation levels, Water level, the dependent 
variable which is if there is a possibility of a flood is divided into 3 states, namely no flood, light flooding, 
heavy flooding which are assigned particular values. 

Table 1. Database Schema 
Sensor ID Current(mA) Temperature 

( ֯C ) 
Humidity  Atm 

Pressure 
(mb) 

Precipitation / 
Rain Intensity  

Water 
Level 
(cm) 

Flood 
 

 

4.2 Classifier Process 
The dataset obtained is taken and split into training and test dataset. Since the amount of relationship 
can only be obtained by a significant training set and 20-80 split of training and test data is made.  LDA is 
applied to reduce the dimensionality of the dataset independent variables. Different model classifiers are 
modelled onto the same dataset and the best model is chosen. The constant real-time stream is taken by 
the model and the new prediction values are computed constantly based on the optimal model. 
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Algorithm 1. General algorithm for multiple classifiers 
______________________________________________________________________________ 
Given a dataset D consisting multiple feature variables making the model of higher dimension. n is the number of 
feature variables.  
for i ← 1 to N do 
 Read the dataset and construct dataset matrix 
end for 
for I ← 1 to N do 
Extract the dependent and independent variable vectors. 
Split the dataset into test and training set 
Apply feature scaling to standardize the independent variables range 
end for 
for j ← 1 to M do 
 while p>=n  
Apply LDA to the test and train independent variables and fit it to the model to reduce the dimensionality to p. 
end while 
Apply the appropriate classifier for both training and test set.  
end for 
Compute the confusion matrix to test accuracy for a different model where Ω is accuracy. 
if   Ω model-x > Ω model-y then 
Model-x 
else  
Model-y 
end if 
Construct the flood forecast. 
______________________________________________________________________________ 

5 Results And Discussion 
Since we have performed LDA and decomposed the independent data we can visualize the data clusters 
in two-dimensions. Where LD1 and LD2 are the dimensions derived from performing the LDA. We see that 
the plane is clustered for different sets of the algorithm. The dependent variable which has three states 
are mapped onto these clusters and the prediction value is compared with the cluster boundaries. The 
training was set to consist of 25 percent of the dataset.  

 

 
Figure 2. Model comparison on test dataset 

Copyr ight © Soc iety  for  Science and Educat ion Uni ted Kingdom 73 
 



Likith Ponnanna P B, R Bhakthavathsalam, K Vishruth; Urban Flood Forecast using Machine Learning on Real Time Sensor 
Data. Transactions on Machine Learning and Artificial Intelligence, Volume 5 No 5 October (2017); pp: 69-75 

 

Using the confusion matrix True Positives are computed for all the models. Here we observe that Logistic 
Regression fares the worst among the models for this particular use case. Both k-NN and Random forest 
classification have very close accuracy scored. Which means they have lower false positive rates. But 
looking at the visualization of a two-dimensional space we can see that the false positive deviations of the 
k-NN classifier seem to deviate slightly farther than Random forest classifier. Also, the accuracy obtained 
with the Random Forest classifier has a slighter better accuracy rate.  

Table 2. Accuracy comparison of flood prediction with various classifiers 

 

 

 

 

6 Conclusion 
This paper involves the application of multiple machine learning models and uses the model ranking to 
compute the better model among the several models. This involves a multi-model approach although for 
the scenario we see that the Random Forest Classification has the higher accuracy. The evaluation of the 
performance of different models like k-NN, SVR, Decision Tree Classification, Logistic Regression and 
Random Forest Classifications is very important to choose the right model for the appropriate scenario.  
The dataset used for this experiment involved weather data for a comparatively shorter time frame. 

As the weather is a very complex phenomenon which constitutes of multiple variables and can have other 
external factors that could affect it. Also, in this particular case, the small shortfall in the accuracy is 
because of the limited night time sensor data where the current reading from the solar panel shows zero 
reading. Which the models might interpret as heavy cloud instead of night time. To overcome this UV 
sensor might be placed which allows determining the day or night cycle, by determining the intensity of 
sunlight or the lack thereof. During the night the UV levels fall down to negligible levels.    

As the data is collected from very few sensor nodes from one city, the diversity in the data is reduced. If 
the sensor nodes are more diversely scattered and more data is extracted this model can help in better 
forecasting the Urban flooding. 

Thus, by using a hybrid multi model comparison approach when it comes to predicting the data nodes the 
accuracy of the final model is increased. 
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ABSTRACT   

Communication is the biggest hurdle faced by the hearing and speech impaired in leading a normal life. 
In this context, Sign Language is the most prominent means of communication. Machine learning and 
Computer Vision is an integral part of today’s computing world. This research paper proposes a Machine 
Learning based system to recognize fingerspelling gestures present in Indian Sign Language.  Edge 
Frequency technique is chosen for Feature Extraction. The system was implemented using Aforge.NET 
framework. A comparative analysis of the Machine Learning Algorithms consisting of Support Vector 
Machine (SVM), K- Nearest Neighbor (KNN), Adaptive Naïve Bayes Classifier (ANBC), Decision Tree (DT) 
and Random Forests (RF) is performed to find out which algorithm is the most suitable to recognize ISL. 
Comparison is done based on validation accuracies and confusion matrices obtained. The accuracy for 
KNN was found to be 97.44% while SVM and ANBC have an accuracy of 96.15% and 82.05% respectively. 

Keywords: Machine Learning, Computer Vision, Gesture Recognition, SVM, KNN, ANBC, Edge Frequency. 

1 Introduction 
Sign Language is the most prominent means of communication for the hearing and the speech impaired. 
It is estimated that across the world, 70 million deaf people use sign language as their first language [1]. 
18% of the 70 million disabled people in India have hearing and speech impairment, as per Census 2011. 
Based on this data, India has the largest deaf population in the world. 

Since the establishment of Indian Sign Language Research and Training Center (ISLRTC) in 2015, 
developments in the domain of Indian Sign Language (ISL) have been gaining momentum. A team of 
researchers at ISLRTC is working on Indian Sign Language dictionary. So far the team has compiled 6000 
English and Hindi words in ISL. ISLRTC plans to circulate this dictionary in all schools. Their goal is to ensure 
that each school has at least one teacher who knows ISL [2]. 

However, according to a recent survey by the Ministry of Social Justice and Empowerment there are 
merely 300 ISL interpreters in the entire country. It is evident the requirement for the interpreters of ISL 
is significant. This research paper proposes a Machine Learning based system which recognizes the letters 
in ISL. A comparative analysis of the different Machine Learning algorithms which can be applied to this 
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problem is performed. This system will be of great use if implemented in public places like banks, bus 
stations and malls. 

 

 Figure 1: Indian Sign Language Gestures [3] 

The rest of this paper is organized as follows: Section II presents the related work. System overview is 
presented in Section III. Results obtained and its analysis is done in the Section IV. Finally, Section V 
presents the conclusion and future scope of this work. In the following, the implementation is carried out 
for 5 algorithms with 25 features and the comparison is done on the top 3 performing algorithms with 36 
features. 

2 Related Work 
Machine learning algorithms have been applied in diverse fields such as detection of phishing websites 
[4], gesture recognition, converting grayscale image to color [5], email classification [6], and music genre 
classification [7]. A decent amount of research has been done in the domain of gesture recognition. K-
Nearest neighbor was used to recognize gestures of American Sign Language. In this paper, Euclidean 
distance was computed to find out K nearest neighbors and classify the test sample accordingly. Support 
vector Machine (SVM) and K-Nearest Neighbor (KNN) were used in [8] to recognize gestures of American 
Sign Language. This paper used Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) 
algorithms to compress and analyze the images of training set. Kethki P proposes to take a dynamic 
approach by using Hidden Markov Model in [9] to recognize One Handed American Sign Language and 
Two Handed British Sign Language. Another dynamic approach proposed in [10] extracts gestures from 
each frame of video. The probabilities of each gesture type are computed using combination of both KNN 
and Naïve Bayes. 

3 System Overview and Implementation 
A. Image Preprocessing 

1) Skin detection 

2) Closing 

3) Blob 

B. Dimensionality Reduction through Feature extraction 

C. Classification 

D. Implementation 
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Figure 2. System Framework 

3.1 Image Preprocessing 
3.1.1 Skin Detection 

Skin detection is the extraction of portion of the image that has skin [11]. Pixels that correspond to color 
range of human skin are extracted. This is done using the pixel intenisities of the image. This is the first 
step in preprocessing of any image or video. A skin detector function which transforms pixels into 
corresponding color space is used. This is then given to skin classifier which is responsible for determining 
if the pixel in question is skin or not. Skin classifier generates a decision boundary of the skin color space 
with respect to a skin color database [12]. Based on the range of color, skin portion is detected and 
converted to white while the rest of the pixels are converted to black. This can be seen in Figure 4(b). 

3.1.2 Closing 

It is responsible for removing small holes in an image. It ensures removal/reduction of noise in an image, 
due to holes in the image [13]. For example, after skin detection, if some of the pixels which are actually 
skin pixels are not detected as skin pixels, these pixels are converted to skin pixels by applying closing 
technique. This can be depicted using an example in Figure 3. There was a part of the main object which 
was not detected. After closing was applied, the missing part was detected correctly. 

 
Figure 1. Example for Closing Error! Reference source not found. 

3.1.3 Blob 

Blob detection is a method which is used to detect regions which differ based on some factors. Blob is a 
region of an image where pixels of that region have same or constant properties. All points in a blob are 
similar to each other. In gesture recogntion, blob detection is applied to detect biggest blob or skin region 
which represents the getsure i.e. sign. It is used to distinguish the gesture region (palm) from other regions 
(region below wrist). The biggest blob is identified which represents one of the 26 signs of Indian sign 
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language and is further used as input for feature extraction. This can be better understood by looking at 
Figure 4(c). 

3.2 Dimensionality Reduction through Feature Extraction 
Minimal features of an image is extracted which can be later used to describe the image accurately with 
reduced number of resources. Representing an image with reduced number of features (variables) saves 
memory and processing time. The Feature extraction technique used in this paper is Edge Frequency 
(HOEF) [14]. 

3.2.1 Histogram of Edge Frequency (HOEF) 

It is one of the most reliable feature extraction techniques. It divides the gesture image into N*N blocks, 
where N is the size of row and column. Each ith Block of the gesture image where i=1,2,...N is scanned for 
edge pixel. Separate edge pixel count is maintained for each block. Whenever an edge pixel is 
encountered, edge pixel count is incremented for that corresponding block. A histogram is plotted where 
each bin (column) represents a block and its value represents edge pixel count of that corresponding 
block. The histogram is further normalized (values are modified for uniformity) and final feature vector is 
obtained. This feature vector is sent to ML classifiers for recognition of gesture. Advantage of this method 
is that, for a gesture, there may be blocks which are free of edges i.e. edge pixel count of these blocks is 
zero. These blocks can be helpful in uniquely distinguishing one gesture from other as the other gesture 
may have edges in those blocks. Feature extraction is done on Figure 4(d). 

 

Figure 4. (a) Original Image. (b) After Skin Detection and Closing. (c) After Blob Detection. (d) Feature 
Extraction using HOEF 

3.3 Classifier 
3.3.1 Support Vector Machine (SVM) 

SVM is basically a classification algorithm that is used to classify data. It works using hyperplanes, meaning 
these hyperplanes divide the dataset (training set) based on the classes they belong to. SVM is a 
Supervised Learning Algorithm meaning the categorization is done based on the labels that are given to 
the training set Error! Reference source not found.. The aim of this algorithm is to separate the classes 
using a hyperplane so that all the training sets that belong to Class 1 are on one side of the hyperplane 
while the training sets that belong to Class 2 are on the flip side of that hyperplane (Assuming there are 
only 2 potential classes). 

Consider an example in which there are 2 classes x1 and x2 which are Linearly Separable. 
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Figure 2. (a) Classification of data without using SVM. (b) Classification of data using SVM Error! Reference 

source not found. 

In Figure 2(a), it can be seen that there are multiple lines that divide the two Classes. It is SVM’s job to 
find the best hyperplane that has the largest minimum distance between the hyperplane and the data 
points as depicted in Figure 2(b). This is same as maximizing the margin of the training data Error! 
Reference source not found.. 

If the classes are not linearly separable, then SVM works in coordination with a kernel function which 
avoids mapping of a linearly separable dataset to a non-linearly separable dataset, explicitly. Meaning, 
there will be no need for an explicit mapping between the two, as shown in Figure 3. 

 
Figure 3. SVM in coordination with the Kernel Function 

3.3.2 K-Nearest Neighbor (KNN) 

KNN is a classification and regression algorithm used mostly in pattern recognition. KNN is one of the 
simplest and easily implementable machine learning algorithms. While classifying a sample using KNN, 
Euclidean distance between the test sample (test feature vector) and rest of the samples (training feature 
vectors) is computed. 'K' samples whose distance is minimum from test sample i.e. 'K' nearest neighbors 
are selected. 

Test sample is assigned the class label which is majority among the 'K' nearest neighbors Error! Reference 
source not found.. 

 
Figure 4. Example for classification of data using KNN Error! Reference source not found. 

For example, in Figure 4, there are 2 classes; squares (Blue) and triangles (red). The aim is to classify the 
green circle into one of the two available classes. The radius of the enclosing circle is determined based 
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the chosen value of k. When k=3, the enclosing circle is the solid line circle and the neighbors would be 2 
triangles and 1 square. So, the green circle will be classified as a triangle according to this algorithm (as 
there are more instances of triangles in that enclosing circle).  

If k=5, the enclosing circle is the dotted line circle and the neighbors would be 2 triangles and 3 squares. 
So, the green circle will be classified as a square according to this algorithm (as there are more instances 
of squares in that enclosing circle). 

3.3.3 Adaptive Naïve Bayes Classifier (ANBC) 

 This classification algorithm works based on Bayes theorem of probability to predict class C(i) of test 
sample x given its observed feature values. An assumption is made that the features are independent of 
each other. It assigns the most likely class for the given sample given its attribute set or observation 
variables (feature vector). It computes posterior probability and is based on the prior probabilities of the 
class, observation variables and observation variables given the class Error! Reference source not found.. 

For example: If there is a need to classify whether a car is stolen or not given its attributes (Color, Type, 
Origin, etc.). Initially a given data set is used for training purpose. Based on the data set which is used for 
training purpose, one can classify test samples. Suppose one has to determine whether Red (Color) 
Sedan(Type) Domestic(Origin) is stolen or not. By referring the data set, one has to find out the probability 
of how many Red cars have been stolen or not, how many cars are Sedan and non-Sedan, how many of 
them are Domestic or Imported. After computing these probabilities, posterior probability is computed 
which finally determines whether the car (test case) is stolen or not. 

3.4 Implementation 
The system was implemented using Aforge.NET framework. Aforge is an open source Computer Vision 
and Artificial Intelligence framework which provides tools for Image Processing, Robotics and Machine 
Learning application. The User Interface which performs feature extraction is presented in Figure 5. 

 
Figure 5. Feature Extraction User Interface 

Skin Detection is implemented using the technique mentioned in Error! Reference source not found.. Hue 
and saturation values are computed for each pixel based on its RGB values. Based on hue and saturation 
obtained, each pixel is classified as skin and non-skin. Aforge framework provides default closing function 
as part of its Computer Vision tools. This function is applied on output of Skin Detection process. Futher 
the processed image undergoes blob detection. “ExtractBiggestBlob” class present in the Aforege library 
is used to perform this task. Features Extraction is achieved by storing the processed image as a bitmap. 
This helps dividing the image into a 5X5 grid and detect edges. Finally, EdgeDetecor class is used to detect 
the Edge Frequency for each block. The extracted features are given as input to the Machine Learning 
algorithms which are implemented using GRT (Gesture Recognition Toolkit), an open source library. 
Confusion matrix, precision and recall are computed based on the classification results. This 
implementation scheme is used to compare the 5 mentioned machine learning algorithms.  
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4 Results and Discussion 
For a dataset consisting of 260 images (10 images for each alphabet gesture of ISL), features are being 
extracted using Edge Frequency technique. Each image is divided into a 5*5 grid. Edge frequency is 
computed for each block. This gives a total of 25 features. An open source Computer Vision library 
Aforge.NET was used to implement the feature extraction module. The 260 images are divided into 70-30 
ratio (70% for training and 30% for testing). The program was run on a machine with 1.4 GHz Intel Core i5 
processor with 4GB DDR3 Memory and Intel HD Graphics 5000. Feature extraction and training of the 
model took close to 14 minutes. Initially SVM, KNN, Random Forests, Decision Trees and ANBC Machine 
Learning algorithms were applied for classifying the dataset. Based on the accuracy obtained as shown in 
Table 1, the top three algorithms namely SVM, KNN and ANBC were chosen for further testing and 
analysis. 

Table 1: Validation Accuracy obtained for 25 features 

Algorithm Accuracy 
Support Vector Machine 94.23% 

K-Nearest Neighbor 92.31% 
Adaptive Naïve Bayes Classifier 82.05% 

Decision Trees 76.92% 
Random Forests 71.79% 

 

Extracting more number of features is one of the possible options to improve accuracy. This means the 
algorithm has more input variables and thus can differentiate between data points effectively. For the 
feature extraction technique used i.e. HOEF, if an image is further divided into 6X6 blocks instead of 5X5, 
each image is uniquely identified using 36 feature vectors (each block). This is likely to improve the 
accuracy of our algorithm. To support this statement, consider the example presented in Figure 6 and 
Figure 7. The ISL gestures of M and N are similar as shown in Error! Reference source not found.. Figure 
6 and Figure 7 shows the histograms plots of M and N gestures for 25 and 36 features respectively. It can 
be observed for 25 features the generated histogram plots are similar. Hence the probability of M/N 
misclassification is more. But in case of 36 features the generated histogram plots are relatively different. 
Therefore, the probability of M/N misclassification is less, thus accuracy is likely to improve. The results 
obtained for 36 features are presented in Table 2. The average of Precision and Recall values of all 26 
classes for each algorithm is presented. 

Precision and Recall are two parameters used to compare the performance of ML algorithms. Using the 
most common example, consider an application which is supposed to detect dogs in a picture. A picture 
containing 12 dogs and some cats are given as input. Assume that the application detects 8 entities as 
dogs but in reality, 5 out of the 8 detected entities are dogs and the rest are cats. Precision for this case 
would be 5/8 because among the number of predictions made by the application 5 were correct. Recall 
would be 5/12 because among the 12 dogs in the picture the application detected 5 correctly. 
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Figure 6. Edge Frequencies for letters M and N 
with 25 features 

Figure 7. Edge Frequencies for letters M and N with 
36 features 

Table 2. Results obtained for 36 Features 

Algorithm Accuracy Precision Recall 
Support Vector Machine 96.15% 0.96794 0.96150 

K-Nearest Neighbor 97.44% 0.97520 0.99030 
Adaptive Naïve Bayes 

Classifier 
84.61% 0.83663 0.81154 

 
Looking at the confusion matrices of each of these algorithms as shown in Table 3,  

Table 4 and Table 5, it can be said that in the case of SVM, the gesture for ‘C’ is recognized as ‘C’ 66.7% of 
the times and is misinterpreted as ‘R’ 33.3% of the times. Similarly, gesture for Q is misinterpreted 33.3% 
of the times as G and ‘R’ is misinterpreted as ‘N’ 33.3% of the times.  

In case of KNN, J is correctly interpreted 75% of the times and is misinterpreted as ‘O’ 25% of the times.  

ANBC has a few more discrepancies like A-E, B-X, H-Q, I-Y, J-Y, L-G, O-R-U, T-K, U-E, V-Y, Y-Z. 
Referring to Table 1, on observing the poor performance of Decision Trees, Random Forests algorithm 
was applied to check if the Decision Tree model was overfitting the data. Random Forests algorithm is an 
extension of Decision Trees which attempts to prevent overfitting by forming random subsets of input 
features and building multiple smaller trees. However, a poorer validation accuracy for Random Forests 
was obtained indicating that overfitting was not a problem in the Decision Tree model. 

From the initial results presented in Table 1, it can be inferred that the linear classification property of 
SVM suits this application. KNN surpassed SVM with a small difference of 0.9% in case of 36 features. 
However, KNN is known to perform well on small datasets. KNN is not scalable due to the fact it stores all 
the training data. KNN needs to use all the training data to predict each test sample. However, SVM 
discards all unwanted vectors during training phase. This makes SVM highly scalable.  Keeping this in mind, 
it can be said that both SVM and KNN show promising results for this application. 

Table 3. Confusion Matrix of SVM (Note that the letters with 100% accuracy are not mentioned in the rows 
below for sake of simplicity) 

 A B C D E F G H I J K L M N O P Q R S T U V W X Y Z 

C 0 0 66.7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 33.3 0 0 0 0 0 0 0 0 

Q 0 0 0 0 0 0 33.3 0 0 0 0 0 0 0 0 0 66.7 0 0 0 0 0 0 0 0 0 

R 0 0 0 0 0 0 0 0 0 0 0 0 0 33.3 0 0 0 66.7 0 0 0 0 0 0 0 0 
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Table 4. Confusion Matrix for KNN (Note that the letters with 100% accuracy are not mentioned in the rows 
below for sake of simplicity) 

 A B C D E F G H I J K L M N O P Q R S T U V W X Y Z 

J 0 0 0 0 0 0 0 0 0 75 0 0 0 0 25 0 0 0 0 0 0 0 0 0 0 0 
 

Table 5. Confusion Matrix for ANBC (Note that the letters with 100% accuracy are not mentioned in the rows 
below for sake of simplicity) 

 
 

5 Conclusion  
This paper deals with the comparison of 3 pattern recognizing Machine Learning Algorithms for ISL 
recognition. After extracting features using Histogram of Edge Frequency technique, the features are 
given as input to the 3 algorithms; SVM, KNN and Adaptive Naive Bayes Classifier. Referring to Table 1, 
SVM shows a promising result of 94.43% accuracy for 25 features. When the number of features is 
increased to 36, KNN surpasses SVM with an accuracy of 97.44%. While KNN (with k=3) is the most 
accurate, SVM has an accuracy of 96.15% and ANBC has an accuracy of 82.05%. However, it is to be noted 
that the test scenario is limited. The images in the dataset are not very diverse in nature. For example, 
images of different skin tones or of varying lighting conditions are not present in the dataset. So, the 
results must be analyzed keeping this in mind. Based on our results and analysis, SVM and KNN show 
favorable results for this application. Referring to Table 2, Precision and Recall values also support this 
statement.  

Regarding future work, an attempt to further improve the accuracy of KNN can be done by including more 
images in the training set, dividing the image into more number of blocks before extracting features 
and/or by attempting to use a combination of classification algorithms. Once a sufficiently high accuracy 
is achieved, this system can be integrated into a mobile application that can recognize gestures in real 
time. There is scope for modifying this application to facilitate two-way communication i.e. interpret 
gestures and convert letters/words into gestures. Thus, the results of this paper will be beneficial in 
eliminating the communication barrier between hearing-speech impaired and normal people, without the 
need of a human interpreter. 
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ABSTRACT 

This paper aims to explore effects of the yield strength of steel, compressive strength of concrete, 
eccentricity of the axial load and steel bar size on the optimization of reinforced concrete isolated footings. 
The optimization tool adopted in this paper is genetic algorithms. Based on the ACI Building Code, 
constraints are built by considering the wide-beam and punching shears, bending moment, upper and 
lower limits of reinforcement, allowable soil pressure, development length for deformed bars and clear 
distance between parallel deformed bars. Design variables consist of the width, length and thickness of 
the footing and the number of bars in the long and short directions, all of which are integers. The objective 
is to minimize the cost of steel and concrete used in the footing. By changing one of the four factors: the 
yield strength of steel, compressive strength of concrete, eccentricity and bar size while fixing the other 
three, this paper finds that the highest yield strength of steel, the lowest compressive strength of concrete, 
the smallest eccentricity and No. 6 bar, respectively, will lead to the optimal results. In addition, when the 
size of the reinforcement gets larger, the optimal footing have a tendency to become square and thicker.    

Keywords: Genetic Algorithms; Optimal Design; Reinforced Concrete Footings; Eccentricity 

1 Introduction 
A footing that serves the purpose of transmitting the load from the superstructure to the supporting soil 
is a very important element in an architectural structure. A conventional way to design a footing is to find 
its suitable dimensions and amount of reinforcement according to the provisions of a building code. The 
design results are usually not the most economical. In order to achieve this goal, the optimization 
techniques can be applied. There have been a number of optimization studies of reinforced concrete 
footings published over the past few years, such as optimization of combined footings using modified 
complex method of box [1], optimization of concentrically loaded reinforced concrete footing using an 
analytical model [2], and optimization of concentrically loaded reinforced concrete footings using genetic 
algorithms [3]. 

The fundamental techniques of genetic algorithms are designed to imitate processes in natural evolution. 
Genetic algorithms are the most effective methods in a search space for which little is known and which 
is uneven and has many hills and valleys with potential candidate solutions. The idea of genetic algorithms 
was inspired by the evolution theory of “survival of the fittest,” and formally introduced in 1970s by 
Professor John Holland at the University of Michigan, who in 1975 published the ground-breaking book 
“Adaptation in Natural and Artificial System” [4] that led to many important discoveries. In 1989, Goldberg 
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described in more detail the theory of genetic algorithms and its applications [5]. From then on, the 
continuing improvements of computational techniques have made genetic algorithms more attractive and 
popular. Genetic algorithms have successfully been applied to many fields, for example, engineering, 
economics, chemistry, manufacturing, mathematics and physics. Especially in the aspect of engineering 
structures, there are a lot of applications, such as reliability analysis of structures [6], 
global optimization of grillages [7], global optimization of trusses with a modified genetic algorithm [8], 
optimization of pile groups using hybrid genetic algorithms [9], prediction of concrete faced rock fill dams 
settlements [10], optimization of grid shell topology and nodal positions [11],  optimizations of 
constrained layered damped (CLD) laminated structures [12], calibration of a hydrological model to 
predict stream flows [13] and optimal design of short columns [14].The fact that they are successfully 
applied to many problems which are difficult to solve by using conventional optimization techniques prove 
that genetic algorithms are a powerful, robust optimization technique.  

Most optimization approaches have been focused on and developed for continuous variables, while the 
design variables are usually integers for problems in architectural structures. Due to their abilities to solve 
discrete optimization problems, genetic algorithms provided by the MATLAB Global Optimization Toolbox 
[15] are used in this paper to carry out the optimization of eccentrically loaded reinforced concrete 
isolated footings and explore effects of the yield strength of steel, compressive strength of concrete, bar 
size and eccentricity on the optimal results. Based on the provisions of the ACI Building Code 
Requirements for Structural Concrete and Commentary [16], the constraints of genetic algorithms are 
constructed, considering the wide-beam and punching shears, bending moment, upper and lower limits 
of reinforcement, allowable soil pressure, development length for deformed bars, clear distance between 
deformed bars. The design variables are the depth, width and length of the footing, the number of bending 
reinforcement in each direction of the footing; the objective is to find the minimum cost of concrete and 
steel. 

2 Genetic Algorithms  
Genetic algorithms are basically a heuristic process for mimicking the survival of the fittest among 
individuals over a sequence of generations for solving an optimization problem. There is a population of 
individuals in each generation. Each individual made up of design variables represents a candidate 
solution to a given problem. The individuals are similar to chromosomes and the design variables to genes. 
A fitness value is assigned to each solution to measure its competitiveness. The individuals with higher 
fitness values are more likely to be selected to form the next generation. If the current population can no 
more produce individuals significantly better than those in the previous few generations, the algorithm is 
said to converge and the optimal solution are found. 

The most common type of genetic algorithms works through the following process of natural selection: 
(1) Randomly create an initial population of individuals; (2) Score each individual of the current population 
by computing the value of the fitness function; (3) Scale the raw fitness scores to convert them into a 
range that is suitable for the selection function; (4) Select a specified number of individuals with lower 
fitness values, called parents, by using the selection function; (5) Choose a few elite individuals with the 
lowest fitness values from the current population. These elite individuals are then just passed to the next 
population; (6) Produce children from the parents. Children are produced either by combining portions of 
good individuals (i.e., crossover), which aims to create even better individuals or making random changes 
to a single individual (i.e., mutation), whose purpose is to maintain diversity within the population and 
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inhibit premature convergence; (7) Replace the current population with the crossover and mutation 
children and elites to form the next generation and the process repeats form steps (2) to (7). The algorithm 
stops when one of the stopping criteria is met, such as the number of generation, the weighted average 
change in the fitness function value over some generations less than a specified tolerance, no 
improvement in the best fitness value for an interval of time, etc. Genetic algorithms can solve both 
constrained and unconstrained optimization problems. The constraints built for genetic algorithms can be 
linear or nonlinear in the form of equality or inequality with bounds on the variables. Each individual made 
up of the design variables can be real-coded or binary-coded. In this paper, the constraints consist of 
nonlinear and linear inequalities and all the design variables are integers. 

3 Design Considerations in Eccentrically Loaded Footings 
Both the concentric compressive force Pu and bending moment Mu, are considered to act on the 
reinforced concrete isolated footing whose layout is shown in Fig. 1. The rectangular footing has width B, 
length L and thickness h, and the column size is a×b. The soil bearing pressure distribution on the footing 
is trapezoidal due to the combined effects of axial load and bending, as shown in Fig. 1(a). All the 
constraints required to design the isolated footing comply with the ultimate-strength design of ACI 318-
11 Code, considering wide-beam and punching shears, bending moment, the development length for 
deformed bars, clear distance between parallel deformed bars and the upper and lower limits of 
reinforcement. The units of force and length in the following formulas are kgf (=9.81N) and cm, 
respectively. The factored load Pu =1.2PD+1.6PL,   

 

(a) 

 

(b) 

Figure 1 The reinforced concrete footing subjected to the concentric factored load Pu and bending 
moment Mu: (a) elevation and (b) plan 

Figure 1 The reinforced concrete footing subjected to the concentric factored load Pu and bending 
moment Mu: (a) elevation and (b) plan. 

where PD and PL are the dead and live loads, respectively. The eccentricity e is defined as Mu/ Pu. 

3.1 Factored Shears  
To have enough shear capacity, there are two kinds of actions that need to be considered: wide-beam 
action and two-way action. 

3.1.1 Wide-beam Action 

The maximum and minimum soil pressures on the footing, as shown in Fig. 1, are  
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respectively, where 
6
Le ≤ is the eccentricity. The plane of the critical section is assumed to extend in a 

plane across the entire width and lies at a distance d from the face of the column, as shown in Fig. 2(a). 
The nominal shear strength of this section is                   

BdfV cc ′= 53.01                                                                              (3)  

and 

       LdfV cc ′= 53.02                                                                            (4) 

respectively in the long and short directions, where d is the average effective depth of the footing. Let

udLq denote the soil pressure in the long direction of the footing at a distance d from the right face of the 

column and φ =0.75 be the strength reduction factor for shear. The constraints for the wide-beam shear 
are  

1)
2

( cavgLuLu VBdaLqV φ≤−
−

=                                                                    (5) 

and 

2)
2

( cavgBuBu VLdbBqV φ≤−
−

=                                                                  (6) 

respectively for the long and short directions of the footing, where  

       
2

max udLu
uavgL

qqq +
=                                                                                   (7) 

and 

       
2

minmax uu
uavgB

qqq +
=                                                                               (8) 

3.1.2 Two-way Action 

The critical section occurs at a distance d/2 from the face of the column, as shown in Fig. 2 (b). The 
maximum allowable nominal shear strength is the smallest of the following three equations 
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where βc = long side a/short side b of the concentrated load or reaction area, b0 = perimeter of the critical 
section CDEF and αs = 40, 30 and 20 for interior, edge and corner columns, respectively. In this paper, 
interior columns are considered; therefore, αs = 40. Let 1uLq  and 2uLq  denote the soil pressures at a 

distance d/2 from the left and right faces of the column, respectively. The constraint for the punching 
shear is 

      min,
21 ))((

2 c
uLuL

uu VdbdaqqPV φ≤++
+

−=                                              (10) 

where Vc,min is the smallest of Eqs. (9). 

 
(a) 

 
(b) 

Figure 2 Critical sections: (a) wide-beam action and (b) two-way action. 

3.2 Factored Moments 
Suppose that NL and NB are the number of steel bars required in the long and short directions of the 
footing, respectively, and Ab is the cross-sectional area of the flexural reinforcement. The critical section 
for moment is taken at the face of the column. Let 3ulq denote the soil pressure at the right face of the 

column. The constraints for the factored moments are  
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where φmL and φmB are the strength reduction factors for moment and k is distance from the face of the 
column to the centroid of the trapezoid. Let εt be the tensile strain of the reinforcement, then  
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3.3 Upper and Lower Limits of Reinforcement 
To prevent sudden failure with little or no warning when the beam cracks or fails in a brittle manner, the 
ACI code limits the minimum and maximum amount of steel to be 
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respectively in the long and short directions, where β is the stress block depth factor,   
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The formula for AsL,max in Eq. (14) and AsB,max in Eq. (15) is derived based on the requirement that the tensile 
strain must be greater than or equal to 0.004. In addition, both the steel ratios NLAb/(Bh) and NBAb /(Lh) 
must exceed the minimum value required for temperature and shrinkage: 0.0018 for grade 60 deformed 
bars and 0.002 for grade 40 or 50 deformed bars.  

3.4 Allowable Bearing Capacity of Soil  
Bearing capacity is the capacity of soil to support the loads applied to the ground. Usually, only the service 
loads need to be considered, i.e., PD and PL without load factors. Assume that the allowable soil pressure 
under the base of the footing is qa. The gross soil pressure must not exceed the allowable soil pressure, 
that is,  

  afsc
LD qhDhw

BL
PP

≤−γ++
+ )(                                                            (18) 

where Df is the distance from the base of the footing to the ground surface, as shown in Fig. 1, wc is the 
weight of concrete and γs is the unit weight of soil over the footing. 

3.5 Development Length for Deformed Bars 
The ACI Code specifies that the equation for the development of deformed bars in tension be expressed 
by  
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for No. 6 and smaller bars or No. 7 and larger bars, respectively, with clear spacing not less than 2db and 

clear cover not less than db , where db is the bar diameter, and ψt and ψe are the bar location and coating 
factors, respectively.  In this paper ψt and ψe are assumed to be 1.0 and λ=1 for normal weight concrete. 
The critical section for development length of the bars in tension is the same as the critical section in 
flexure, that is, at the face of the column. Hence,  

       0.5(L-a) - concrete cover ≥ dL                                                              (21) 

and 

       0.5(B-b) - concrete cover ≥ dL                                                               (22) 

respectively in the long and short directions. The equation for the development length of bars in 
compression is  

        )0043.0,
075.0

(max yb
c

yb
dc fd

f
fd

L
′

=                                                    (23) 

The dowel bars stressed to fy are required to transfer the axial compression force in the column into the 
footing, as shown in Fig. 1; hence, there should be minimum extension of the dowels into the footing. 
Therefore, the thickness h of the footing must satisfy the following constraints: 

 h – concrete cover - 2db (footing bars) - db (dowels)   ≥ dcL                                (24)  

In addition, depth of footing above bottom reinforcement shall not be less than 15 cm for footings on soil 
and a practical minimum thickness h should not be less than 25 cm.  

3.6 Distribution and Minimum Clear Distance of Steel Bars 
The total steel area NBAb in the short direction determined from Eqs. (12) and (15) should be uniformly 
distributed over the central band of the footing, whose width is B, as shown in Fig. 3. The ratio of the 
reinforcement in the central band to the total reinforcement is equal to 2/(L/B+1). The reinforcement that 
is not placed in the central band is uniformly spaced at each side of the central band. In the long direction, 
the total steel area NLAb determined from Eqs. (11) and (14) is uniformly distributed across the entire 
width of the footing. The clear distance s between parallel steel bars in both the long and short directions 
must satisfy  

  )5.2,2()45,3( cmdMaxscmhMin b≥≥                                               (25) 

Instead of db, the minimum clear distance 2db used in Eq. (25) is due to the requirement of Eqs. 19 and 20.   
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Figure 3 The central band of the footing. 

4 Numerical Results 
The given design conditions for the eccentrically loaded footings are as follows: the dead load PD=100 ton, 
the live load PL=80 ton, the distance from the footing bottom to the ground surface Df =1.5m, the unit 
weight of concrete γc=2.4 ton/m3, the unit weight of soil over the footing γs= 2 ton/ m3 and the allowable 
soil pressure at the base of the footing qa=25 ton/m2. The size of the column transferring the axial load 
and eccentric moment to the footing is assumed to be 0.40 m×0.40 m. The concrete cover for the 
reinforcement of the footing is assumed to be 7.5 cm. In order to explore their effects on the optimization 
of eccentrically loaded footings, the yield strength of steel fy, compressive strength of concrete cf ′ , size of 

the flexural reinforcement or eccentricity e is varied, with the other three fixed. In Taiwan, the unit price 
of concrete is 1950 NT$/m, 2150 NT$/m3, 2350 NT$/m3and 2450 NT$/m3 for 

cf ′ =210 kgf/cm2 (3000 psi), 

280 kgf/cm2 (4000 psi), 350 kgf/cm2 (5000 psi) and 420 kgf/cm2 (6000 psi), respectively; the unit price of 
steel is 14400 NT$/ton. Design variables are the thickness h, width B and length L of the footing, and the 
number of steel bars in the long direction NL and short direction NB. In this paper, there are six kinds of 
bar sizes: Nos. 4 to 9; four kinds of cf ′ : 210 kgf/cm2, 280 kgf/cm2, 350 kgf/cm2 and 420 kgf/cm2; three 

kinds of fy: 2800 kgf/cm2 (40 ksi), 3500 kgf/cm2 (50 ksi) and 4200 kgf/cm2 (60 ksi); and seven kinds of 
eccentricity: 0 cm, 10 cm, 20 cm, 30 cm, 40cm, 50 cm and 60 cm. The fitness function is the total cost in 
New Taiwan Dollars of the footing reinforcement and concrete. All the constraints are built according to 
the formulas discussed in Sec. 3. The population size is set to be 100, crossover rate 0.8, and elite number 
5. Furthermore, all the individuals are encoded as integers; “Rank” is used as the scaling function that 
scales the fitness values based on the rank of each individual; “Roulette” is the selection function to choose 
parents for the next generation; “Two-point crossover” is used as the crossover method to form a new 
child for the next generation; The “Adaptive Feasible Function” is selected as the mutation function. The 
results are discussed as follows. 

4.1 Optimal Results by Fixing fy = 4200 kgf/cm2, fc′ =210 kgf/cm2 and e = 10 cm 
The size of reinforcement is varied, ranging from No. 4 to No. 9. The optimal results are listed in Table 1, 
where No. 6 reinforcement has the minimum cost. The lowest cost can be seen clearly in Fig. 4. In addition, 
when the size of the reinforcement becomes larger, the optimal footing grows square and thicker, as 
shown in Fig. 5.  
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4.2 Optimal Results by Fixing fc′ =210 kgf/cm2, No. 6 bar and e = 10 cm 
There are three kinds of yield strengths of steel: fy = 4200 kgf/cm2, 3500 kgf/cm2 and 2800 kgf/cm2. The 
optimal results are listed in Table 2, where fy = 4200 kgf/cm2 has the minimum cost. Besides, when fy 

changes, the optimal thickness remains the same.  

4.3 Optimal Results by Fixing fy = 4200 kgf/cm2, No. 6 bar and e = 10 cm 

There are four kinds of compressive strengths of concrete: cf ′ =210 kgf/cm2, 280 kgf/cm2, 350 kgf/cm2 and 

420 kgf/cm2. The results are listed in Table 3, where cf ′ =210 kgf/cm2 has the minimum cost. Besides, when

cf ′  becomes larger, the thickness of the footing turns to be smaller.  

4.4 Optimal Results by Fixing fy = 4200 kgf/cm2, fc′ =210 kgf/cm2 and No. 6 bar 

There are seven kinds of eccentricity explored: e= 0 cm, 10 cm, 20 cm, 30 cm, 40 cm, 50 cm and 60 cm. 
The results are listed in Table 4, which shows the smaller the eccentricity is, the less cost the footing 
becomes. Aside from that, when the eccentricity becomes bigger, the optimal footing turns to be thicker. 

Table 1 Optimal results by fixing fy = 4200 kgf/cm2, 
    fc′ =210 kgf/cm2 and e = 10 cm. 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 4 The optimal prices for different bar sizes 
 

Figure 5 The Optimal Results of thickness, width 
and length for different bar sizes 

 
 

 
 

 

Bar size h 
(cm) 

B 
(cm) 

L 
(cm) 

NB NL Cost 
(NT$) 

No. 4 62 270 307 43 38 13,188 
No. 5 62 266 311 28 24 13,180 
No. 6 62 261 317 20 16 13,166 
No. 7 63 300 300 14 14 14,547 
No. 8 71 335 335 14 14 20,672 
No. 9 79 372 372 14 14 28,628 

Copyr ight © Soc iety  for  Science and Educat ion Uni ted Kingdom 95 
 



Jiin-Po Yeh and Kuan-Hao Huang; Effects of Strengths of Steel and Concrete, Eccentricity and Bar Size on the Optimization 
of Eccentrically Loaded Footings. Transactions on Machine Learning and Artificial Intelligence, Volume 5 No 5 October 
(2017); pp: 87-97 

 

Table 2 Optimal results by fixing fc′ =210 kgf/cm2, No. 6 bar  and e = 10 cm. 

 
 
 
 
 

 
 

Table 3 Optimal results by fixing fy = 4200 kgf/cm2, No. 6 bar and e = 10 cm. 

 
 
 
 
 
 
 

Table 4 Optimal results by fixing fy = 4200 kgf/cm2,  fc′ =210 kgf/cm2 and No. 6 bar. 

 

 
5  Conclusions 

This paper explores effects of the yield strength of steel, compressive strength of concrete, bar size and 
eccentricity of the axial load transmitted to the footing on the optimization of reinforced concrete isolated 
footings. Genetic algorithms are used to optimally design the eccentrically loaded reinforced concrete 
footings. From the numerical results, the principal conclusions may be summarized as follows: 

(1) The steel yield strength of 4200 kgf/cm2, the concrete compressive strength of 210 kgf/cm2, the 
smallest eccentricity and No. 6 bar, respectively, will have the optimal results if one of them is varied 
and the other three are fixed.  

(2) When the size of the reinforcement is getting larger, the optimal footing have a tendency to become 
square and thicker.  

(3) When fy changes, the optimal thickness of the footing remains the same. 
(4) When cf ′  becomes larger, the optimal footing is getting thinner.  
(5) When the eccentricity becomes bigger, the optimal footing grows thicker. 
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ABSTRACT   

Overfishing of species in the marine life has caused oceans to become deserts at a fast pace. The 
population of specific species such as Cod and Haddock has reduced over the years. This has affected 
countries that hugely depend on them as a source of food. This study used Dynamic Bayesian Network 
(DBN) to predict animal behaviour in a food web. Two independent biomass surveys from the North Sea 
were used to learn predictive models and test them on the Northern Gulf Ocean. The resulting predictive 
model is expected to unveil useful information about what affects the population of fishes in the Northern 
Gulf Ocean. In addition, the predictive model was used to make predictions into the future about the 
effects of tampering with the population of specific species of fish in the same region. The focus was on 
the Cod species in the George’s Bank in relationship to species network in their food web. Looking at their 
biomass states and the effects it has on the hidden dependence when there is a change in their biomass 
states. Also, the different predictive models were used to evaluate species in the George’s Bank based on 
their performance. The result from the experiment shows that there is a hidden dependence, which is 
responsible for the collapse of species (Cod); due to the temperature or salinity of the ocean.  

Keywords: Fisheries management, data mining, Bayesian network and hidden Markov model 

1 Introduction  
"About 20% of the world’s population derives at least one-fifth of its animal protein intake from fish, and 
some small island states depend almost exclusively on fish" [1]. Overfishing of species in the marine life 
has made oceans to become deserts quickly and it has also caused loss of some species as well as entire 
ecosystem. Due to this, the overall ecological unity of the oceans is under stress and at risk of collapse. 
The ocean is at risk of losing a valuable food source many depend upon for social, economical or dietary 
reasons [2]. The over-exploitation and mismanagement of fisheries has already led to some spectacular 
fisheries collapsing. For example, the Cod fishery of Newfoundland, Canada collapsed in 1992, leading to 
the loss of some 40,000 jobs in the industry. Further, the Cod stocks in the North Sea and Baltic Sea are 
now heading the same way and are close to complete collapse [3]. Per Darwin’s description of tangled 
bank, he emphasized that tempering with the population of one species of fish can cause surprising and 
dramatic changes in the population of others [4]. Overfishing of a specific fish has caused increase in the 
population of their competitors because there is less consumer-resource competition between the 
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remaining fishes in the ecosystem. Per the Sequential Population Analysis (SPA), total population of Cod 
in the Northern Gulf declined from 539 million in 1980 to 31 million in 1994, then slowly increasing to 
attain 58 million individuals in 2010 [5]. Cods population in this region remains depleted and the reasons 
behind this remain disputed [6]. Although in the North Sea such collapse in Cod population occurred, the 
population tends to be recovering over the years [7]. The difference between the recoveries of Cod 
population in these regions remains unrevealed. Consequently, ban on fishing Cod species from the 
Northern Gulf Ocean has been introduced but this has not helped in the recovery of these species. 
However, in this changing world, understanding ecosystem stability and fragility is of growing 
importance—yet to do so there must be an understanding of the networks that forms the systems [8]. 

A large amount of data is collected and stored in storage devices every day from business, science and 
engineering and almost every facet of our daily life. This explosive growth of available data volume is a 
result of the automation of our society and the progress achieved in developing powerful data collection 
and storage tools. Therefore, there is desperate need for powerful tools to automatically reveal valuable 
information from the huge amount of data and to transform such data into organized knowledge. This 
necessity has led to the birth of data mining [9]. Data mining can be described as the process of discovering 
patterns in data that are meaningful and can be used advantageously [10]. Although, data collected from 
ecological sources has been less explorative compared to data collected from other sources mentioned 
above [11]. In this paper, we apply data mining tools including dynamic Bayesian network and Hidden 
Markov models to fisheries data to identify species that perform similar functional roles both in the 
George’s Bank and North Sea and these species are used to predict functional collapse in their respective 
fishing communities.  

Bayesian Network (BN) is an exceptional case of a broader class called graphical models, where nodes 
represent random variables, and the conditional independence assumption is represented by the lack of 
arcs. BNs do not deal with time, however the Dynamic Bayesian Network (DBN) does by representing how 
these random variables evolve over time [12]. DBNs are devised to model probability distributions over a 
sequence of random variables to manage sequenced observations that are propagated by some 
fundamental hidden states that evolve in time [13]. DBNs consist of two networks. One of them represents 
the prior probabilities of all variables in the network in the initial time slice (𝑖𝑖. 𝑒𝑒 𝑡𝑡 = 0). This is known as 
the prior network. While the other one represents the probabilities of all the variables in all other time 
slices (𝑖𝑖. 𝑒𝑒 𝑡𝑡 = 1,2, …𝑛𝑛). This is known as transition network [14]. 

From the graph below (figure I), X3 is independent of X1 given X2. This explains the first order Markov 
property that the future is independent of the past given the present. Hence, this graph entails the basic 
concept of HMM. HMMs, Kalman Filters, Vector Quantization, etc. are all variants of DBNs [15]. This 
project will implement Hidden Markov Models (HMM) as DBNs. The goal of implementing an HMM as a 
DBN is to infer the hidden state given the observation sequence, which can be represented as 𝑃𝑃(𝑋𝑋𝑡𝑡 =
𝑖𝑖|𝑂𝑂1:𝑡𝑡). Implementing HMM based models as Dynamic Bayesian Networks (DBN) facilitates compact 
representation as well as additional flexibility regarding the model structure [14]. 

 

Figure I - Representation of Dynamic Bayesian Network. Observed nodes are shaded, whereas hidden nodes 
are not shaded  
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Tucker and Duplisea (2013) used bioinformatics techniques to exploit functional equivalence between 
different fisheries datasets and used the identified species in conjunction with a dynamic model that uses 
latent variables to predict functional collapse (and future biomass). The latent variable was used partially 
to represent something’s external to the fish community such as oceanographic conditions. They explored 
this further by using data of likely factors such as temperature, nutrients and fishing mortality. The result 
suggests that changes in conditions external to the fish community may be responsible for collapse in GB 
and ESS. 

2 Material and Methods 

2.1 Data Source 
To conduct the research the data about species biomass and food webs in the studied oceans were used. 
The information about the species and their food webs in the George’s Bank Ocean were provided by the 
Department for Fisheries and Ocean in Canada while the data sets for the North Sea were provided by the 
International Council for the Exploitation of Sea. In the George’s Bank, the data set contains biomass 
surveys of thirty-nine species from 1963 - 2008 and for the North Sea biomass surveys of forty-four species 
from 1967 - 2009 were provided in the data sets. This data is all recorded as typical continuous values. 
Information about the food web was collected by examination of the species stomach content and 
recording the fishes that were found in their stomach. This was done for the species in both oceans. 
Although there are many species, only an overlap of species will be used to carry out the various 
experiments. These species include: Cod, Herring, Cusk, Mackerel, Spiny dogfish and Red Hake. The choice 
of these species was based on their trophic relationships to one another. For example, Herring was chosen 
because it is a prey of Cod. However, the data sets contain missing values, so it was decided to interpolate 
the data to fit in missing values in the data sets. Although, DBNs are capable of handling missing values 
from the data sets. Furthermore, the data will also be discretized into simple discrete values. 

2.2 Experiments 
The experiments undertaken in this paper involve discretization, inference and prediction.  To represent 
the continuous values into a small number of finite values, the data can be discretized. Discretization of 
real data into a typically small number of finite values is often required by Bayesian Net apps [16]. The 
biomass surveys are discretized into two qualitative states as low and high. These states are interpreted 
as the relative weight of species at time slice. For example, if the relative weight of Cod species is 1 at a 
time, then it is in a low state. However, sometimes they are discretized into three qualitative states low, 
medium and high to test how they affect the predictions. Number 1 represents low, number 2 medium 
and number 3 high. Table 1 shows the hypothetical relative weight of species. 

Table 1: Hypothetical relative weight for species 

 
States Low High 

Relative weight 1 2 

 
An important aspect of this paper is trying to predict the behaviour of species over time. To do this, 
𝑃𝑃(𝑋𝑋𝑡𝑡+ℎ|𝑦𝑦1: 𝑡𝑡)  needs to be computed where ℎ is how far to predict. Once the future hidden state is known, 
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the information about the future observation state can be retrieved by marginalizing out 𝑋𝑋𝑡𝑡+ℎ as shown 
in equation 2.1. 

 𝑃𝑃(𝑌𝑌𝑡𝑡+ℎ = 𝑦𝑦|𝑦𝑦1:𝑡𝑡) = ∑ 𝑃𝑃(𝑌𝑌𝑡𝑡+ℎ = 𝑦𝑦|𝑋𝑋𝑡𝑡+ℎ = 𝑥𝑥)𝑃𝑃(𝑋𝑋𝑡𝑡+ℎ = 𝑥𝑥|𝑦𝑦1:𝑡𝑡)𝑥𝑥                 (1) 

The goal of inference can be achieved by using the Junction Tree algorithm. The simplest approach to 
applying junction tree algorithm to DBNs for inference is by unrolling the DBN for “T” slices and applying 
the algorithm to each static Bayes net. The disadvantage of this approach is that it takes too long for 
algorithm to run out of memory if the unrolled DBN becomes huge, i.e. there are many time steps. This is 
the approach used for the all experiments because it allows relative weight of species over a period to be 
entered in form of evidence. It was used because the number of time steps involved is not much. However, 
a better approach to applying Junction Tree algorithm to a DBN is by representing the DBN using only the 
first two time slices of a process. This approach is based on the first order Markov property that the 
current time slice is only dependent on the preceding time slice and not any previous time slices. It is 
much faster than unrolling the DBN into several time slices. The Junction Tree algorithm applied to DBNs 
for inference can be outlined as follows [17]: 

1. Initialization 

A. On initialization, Junction Trees, J1 and Jt are created 

I. J1 is the junction tree for the initial time slice and is created from time slice 1 of the 
2TBN 

II. Jt is the junction tree for each subsequent time slice and is created from time slice 2 
of the 2TBN and the outgoing interface of time slice 1 

B. Time is initialized to 0 

2. Queries 

A. Marginals of nodes at the current time slice can be queried 

I. If current time = 0, queries are performed on “_1” nodes in J1 
II. If current time > 0, queries are performed on “_2” nodes in Jt 

3. Evidence Application 

A. Evidence can be applied to any node in the current time slice 

I. If current time = 0, evidence is applied to “_1” nodes in J1 
II. If current time > 0, evidence is applied to “_2” nodes in Jt 

4. Advance 

A. Increment time counter 

B. Use outgoing interface from active time slice to do inference in next time slice 

I. Since the outgoing interface d-separates the past from the future, this ensures that 
when inference is done in the next time slice it takes everything that has occurred “so 
far” into account. 

The detailed biomass state prediction procedure is as follows: 

Step 1: Collect data about biomass surveys of species to use in building the model. 

Step 2: Discretize data sets into qualitative states. For example, into two states: low and high. 
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Step 3: Build the DBN from the collected data and train it. 

Step 4: After training the model, the inference model can be used to compute the future states, 
𝑃𝑃(𝑋𝑋(𝑡𝑡+ℎ)|𝑦𝑦(1: 𝑡𝑡)) using equation (2.1) 

Step 5: Find the value of 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑋𝑋(𝑡𝑡+ℎ)|𝑦𝑦(1: 𝑡𝑡))  using equation 2.1 and return as the most 
probable state. 

The first experiment involves simulating population of species over a certain period. Essentially, specific 
states of biomass of species are entered for certain annual periods and predictions over certain annual 
periods are made based on the built model as to how these populations behave over certain annual 
periods. These states are entered in the form of evidence. For example, the biomass state of Cod is set to 
be low and the remaining species used to build the model are set to be high over a five-year period. So, 
the behaviour given overtime can monitor this information. Experiment 1 tries to predict if Cod species 
can recover in the George’s Bank and identifies the conditions that are responsible for this behaviour. 
Throughout this experiment, four species are used to build the model which includes Cod and Haddock. 
However, the other two species used have a kind of trophic impact be it negative or positive on them. 

While conducting the first experiment, predictions were made. To determine how accurate these 
predictions are, cross validation was used to evaluate the built predictive model. The second experiment 
involves performing cross-validation to ascertain how accurate the predictions are. Cross-validation is a 
statistical method of evaluating and comparing learning algorithm by dividing data into two segments: 
one use to train a model and the other used to validate the model. There are several methods that can be 
used for cross-validation but in this study, 10-fold cross-validation was used because it is the most 
common method in data mining and machine learning [18]. While performing cross-validation, certain 
performance measures can be used. This experiment used sensitivity analysis in the form of confusion 
matrix to effectively compare the performance of predictive models. A confusion matrix is a visualization 
tool used to determine the predictive capability of a model. Each row of the matrix represents the actual 
value while the column of the matrix represents the predicted value. From this, the accuracy of prediction 
can be determined by estimating the proportion of the total number of correct predictions. The equation 
is given below: 

            Accuracy, A = correct / (correct + incorrect)                                                    (2) 

The cross-validation estimation of the overall accuracy can be defined as, 

   𝐶𝐶𝐶𝐶𝐶𝐶 = 1
𝑘𝑘
∑ 𝐴𝐴𝑖𝑖𝑘𝑘
𝑖𝑖=1               (3) 

Where, CVA is the average accuracy at each fold, k is the number of fold and A is the accuracy at each 
fold. 

The third experiment involves testing the learnt model on an unseen data. This is similar to the second 
experiment however; the difference is that the model is tested on an independent data. In this case, 
several species from the North Sea were used to build a predictive model and this model was tested on 
the same species from the George’s Bank. The main aim of this experiment is to see if the conditions that 
helped Cod species recover in the North Sea can be applied to the Cod species in the George’s Bank.  

The final experiment uses information from the food web to build a model using different species and 
trying to predict the behaviour over their population over time by simulating their populations over 
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certain periods. Different species were used in building a model based on the information about their 
trophic impact on each from the food web. For example, predators or prey of Cod are switched to see 
how Cod relates to them in different conditions. 

3 Results and Discussion 
In the first experiment, an initial model was built using Cod, Haddock, Herring and Cusk from the George’s 
Bank. These species were chosen based on the information that Cusk is the predator of Cod and Haddock, 
Cod is the predator of Haddock and Haddock is the predator of Herring. The entire species nodes were 
represented in the two usual states (low and high). After building the model it was decided to enter 
evidence that for the first-time slices, Cod is set to be low. This is because the major interest is trying to 
simulate recovery of Cod. However, the biomass states of other species are randomly entered. In this 
case, the states of other species are set to be high. 

 

Figure 2: The prediction results of the biomass state of four species 

Given these evidences, the model produced the result in figure II. It is expected for the biomass state of 
Cod to be high because the biomass state of Haddock (prey of Cod) is also high. The biomass state of Cod 
increases almost immediately. After certain time slices, the biomass state of Cod dropped to a low state. 
Notes were taken on the hidden states at each of the time slices. From figure III, it was discovered that 
there was change of state in the hidden dependence immediately the biomass state of Cod dropped. This 
result suggests that there is a hidden dependence, which is involved with the collapse of Cod biomass 
state in the George’s bank.  

 

Figure 3: The plot of the hidden dependence 
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Based on this network, evidences were given that the biomass state of Cod is high, the biomass state of 
Haddock is high and the biomass state of Cusk (the predator of Cod) is low. It is expected that Cod should 
remain high due to high biomass of its prey (Haddock) and low biomass of its predator (Cusk). Given this 
condition, the Cod species remained high for a long number of time slices but later dropped after twelve 
time slices. (See figure IV) 

 

Figure 4: The prediction results of the biomass state of four species 

A new model was constructed but this time the network excluded the predator of Cod. It was replaced 
with a prey of Cod. The prey of Cod used is Spiny dogfish. Evidences were entered that Cod species are in 
a high state as well as other species in the network for five time slices. This favours the Cod species, as 
they remained in a high state most of the time; also, there is no change of state in the hidden dependence. 
(See figure V) 

 

Figure 5: The prediction results of the biomass state of four species 

Following the initial model, where the network comprised of the prey of Cod, a new model was introduced 
to include a predator of Cod, Red Hake. The evidence entered is that the biomass of Cod is low, the 
biomass of Haddock is high, as well as Spiny dogfish and the biomass of Red Hake is low over five time 
slices. Interestingly, Cod rises immediately, however after two time slices it drops into a low state. 
Moreover, all species in the model, dropped immediately, while the hidden dependencies were changing. 
This suggests a possible correlation between the biomass of Cod and the hidden dependencies. The result 
is shown in the figures VI & VII. 
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Figure 6: The prediction results of the biomass state of four species 

 

Figure 7: The plot of the hidden dependence 

In a completely new model, evidence was entered that the biomass state of Cod and Herring were both 
high, with Haddock and Cusk to being low, for the first five time slices. There was no recovery of Cod in 
this network, where changes to the hidden states were again found. 

The models used for prediction were evaluated based on the performance measures described earlier 
using equations 2.2 and 2.3. The results were achieved by using ten-fold cross-validation for each model. 
Each model was built using the same species. For the second experiment, the models were built using 
Cod, Haddock, Herring and Cusk species from the North Sea and the observation sequence is represented 
using two states (low and high). These built models are used to predict the biomass states of Cod species 
over time and the results are validated using the known biomass of Cod species from the George’s Bank 
Ocean.  Table 2 shows the complete set of results for each fold with the overall accuracy calculated based 
on the average results obtained for each fold. The correctly classified states in the datasets are in yellow 
and the incorrect are in white. On average, it was discovered that the Auto-Regressive HMM model 
achieved an accuracy of 0.8150 while the DBN achieved an accuracy of 0.7900. In addition, the standard 
deviation of the accuracy for the Auto-Regressive HMM model is lower than that of the DBNs. This implies 
that the Auto-Regressive HMM model show more consistency while predicting. Overall, the Auto-
Regressive HMM model performed best of both the models used for this experiment. Confusion matrices 
were also created based on the total number of correct and incorrect classifications (after the 10th fold) 
to illustrate the performance of these models.  
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Table 2: Details of accuracy and confusion matrix at each fold of 10-fold Cross-Validation 

Fold 
No. 

Auto regressive HMM 
Dynamic Bayesian 

Network 
Confusion 

Matrix Accuracy 
Confusion 

Matrix Accuracy 
1 0 0 

1.0000 
0 0 

1.0000  0 4 0 4 
2 0 1 

0.6000 
0 1 

0.8000  1 3 0 4 
3 2 1 

0.6000 
0 3 

0.4000  1 1 0 2 
4 0 0 

1.0000 
0 0 

1.0000  0 5 0 5 
5 0 1 

0.8000 
0 1 

0.8000  0 4 0 4 
6 5 0 

1.0000 
5 0 

1.0000  0 0 0 0 
7 1 1 

0.4000 
1 1 

0.4000  2 1 2 1 
8 2 1 

0.7500 
3 0 

0.7500  0 1 1 0 
9 4 0 

1.0000 
4 0 

1.0000  0 0 0 0 
10 4 0 

1.0000 
3 1 

0.7500  0 0 0 0 
Mean  0.8150  0.7900 

St 
Dev.  0.2212  0.2319 

While defining DBNs, assumptions are made as to the number of states used to represent the observation 
sequence of the model. These assumptions are made based on the observed data sets. For this project, 
all models were built using two states based on the biomass for all species (Low and High). However, it 
was decided to increase the number of states to three (low, medium and high) and see what effects it has 
on the accuracies of the models. Same information except for the number of states, which was increased 
to three, was used to perform 10-fold cross-validation. 

As shown in table 3, the accuracies for both the Auto-Regressive HMM model and the DBN dropped to 
0.6250 and 0.5870 respectively. Increasing the number of states does not increase performance in terms 
of accuracy rather it reduces it. Hence, it is concluded that the models should be built using small groups 
of data sets to achieve better performance. 
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Table 3: Accuracies of three state representations 
 

 

 

 

 

 

As earlier described the Cod species suffered overfishing in both the North Sea and the George’s bank. 
However, the Cod species in the North Sea tends to be recovering but it’s a different case in the George’s 
bank. One of the experiments conducted in this project is to see how a predictive model learnt from an 
ocean performs on another independent ocean. The aim of this experiment is to see whether the 
condition that favored cod species in the North Sea can be applied to Cod species in the George’s bank. 
The network was built using species present in both oceans. This includes Cod Haddock, Spiny Dogfish and 
Cusk. The two usual biomass states (low and high) were used based on this network.  

Table 4 shows the result of the experiment. Analysing the confusion matrix, the accuracy of prediction is 
0.50. Also, it tends to predict the high state of biomass for Cod species most of the time. This is expected 
because this is the situation of Cod in the North Sea. This suggests that the model doesn’t fit in and the 
conditions present in both oceans are different. However, to ascertain this, another network was built 
using different species. The species used are Haddock, Red Hake, and Spiny Dogfish. The choice of 
choosing these species was based on the fact that apart from Cod, the other species behave in similar 
ways in both oceans. From this network, an accuracy of 0.53 was achieved. This showed an improvement 
from the previous network. However, it doesn’t still give an encouraging result to draw a conclusion on 
this experiment. 

Table 4: Confusion Matrices for (a) Auto-regressive HMM and (b) Dynamic Bayesian Network 

 

(a) 

 

(b) 

The final experiment is similar to the first, where initially there were four species, now it is reduced to 
two, where the species were switched based upon the food web information. The entire species nodes 
were represented in the two usual states (low and high). The species Cod and Cusk were used to build the 
first model. Cusk is a primary predator of Cod. Evidences were entered that the biomass states of Cusk 
were high for the first time slices, while the biomass state of Cod was set to be low, with a fluctuation 
between the first 5 times slices. Given the evidence, the biomass state of Cod remained high up to the 
ninth time slice, then dropped immediately to a low state thereafter, while the biomass state of Cusk 

Auto-Regressive HMM Dynamic Bayesian Network 

15 0 0 12 3 0 

2 3 10 1 6 8 

1 5 10 0 7 9 
Accuracy = 0.6250 Accuracy = 0.5870 
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remained high, then it dropped after three times slices. However, there was no change in the hidden 
states until after this occurs. The result of this model is shown in the figures VIII & IX below. 

 

Figure 8: The prediction results of the biomass state of two species 

 

Figure 9: Plot of the hidden dependence 

In a second model, using the network of Cod and Haddock (the prey of Cod), the evidence entered that 
the biomass state of Cod fluctuated between high and low, in respect to the biomass state of Haddock 
which was relatively high for the first five times slices. Interestingly, after the evidence was entered, the 
hidden dependences were unchanged for up to ten time slices; even though the biomass state of Cod 
continued to fluctuate. However, when the state of the hidden dependence changes, the biomass state 
of Cod, drops and then remains in a low state, which prior to this had consistently been in fluctuation. The 
result of this model is shown in the figures X & XI below. 
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Figure 10: The prediction results of the biomass state of two species 

 

 

Figure 11: Plot of the hidden dependence 

 

4 Conclusion 
This paper looks at the potential correlation between the biomass state of Cod and the changing or 
unchanging state of the hidden dependencies.  Overall, the Cod species did not recover, however it was 
discovered that there is a change in the state of the hidden dependencies when the biomass state of Cod 
drops, suggesting that there might be other factors affecting the Cod population. Species such Cod have 
suffered overfishing, which appear to cause danger to their biomass state, however it is not a conclusive 
reason for their inability to make a recovery, as they are no longer being fished. New experimentation 
suggests that the biomass state of the Cod and other network species such as Haddock (the prey of Cod) 
and Cusk (a predator of Cod), while observing the state of the hidden dependencies, may all be affected 
by externalities which remain unknown. However, this study investigated this, using data mining 
techniques to model dependencies of fishes in marine life and it was discovered that there is a hidden 
dependence, which is responsible for the collapse of species (in this case Cod); possibly the temperature 
or salinity of the ocean that has affected the species.  
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