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ABSTRACT

We propose in this article a study that illustrates the techniques used to represent the educational objects
which serve to facilitate their reuse. We will enrich this study by taking into account the semantics of the
contents of the learning objects while including the metadata as parameters of indexing. Another
contribution of our study concerns the fact that this indexation relies on ontologies which allow a better
semantic representation and facilitate communication between the machine and the users. On the other
hand, we will discuss the current standards of indexing while discussing the cases of their use to try to
extend the use of these standards in other situations requiring the indexing of resources in E -Learning
systems.

Keywords- Resources indexation; Metadata; Ontology; Standards; E Learning.

1 Introduction

The deployment of information and communication technologies has taken a major boom in the
professional and personal domains of individuals, and computing has become a necessary and powerful
medium for improvement and innovation. Indeed, with the era of the Internet, the field of education and
training has found a room to optimization with e-learning which relies on the provision of learning content
through learning designs in a digital environment. However, with the exponential growth in the number
of available resources, it is increasingly difficult for learners and teachers to find the learning content that
best meets their needs. To enable localization, access, sharing and re-use of these resources, it is essential
to describe them. One solution may come from the use of information derived from the descriptions of
learning resources. On the other hand, besides content development, the creation of such resources
poses many difficulties for its designers. The use of these resources in learning designs implies not only
that the resource be divided into coherent learning objects but also the activities associated with the
pedagogical objectives be defined. Existing resources are difficult to re-use because they have not been
designed for this purpose; they often correspond to simple on-line presentations of documents that have
not been created specifically for their use in learning environments. [1] finds insufficient or no application
of a pedagogical approach, whether in the presentation of learning resources or the sequencing of
learning activities in current tools. On the other hand, to be reusable, a resource must be indexed so as
to know at the same time the content, the educational objectives aimed at, the conditions of reusability,
etc. In the literature one finds standards that offer solutions for the problem of indexing in the framework
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of E- Learning. We will discuss their advantages and limitations in this article which is structured in the
following way: in section Il we will clarify the value of introducing resource indexing in the solution of
problems related mainly to the personalization of learning in systems of E -Learning. Subsequently, in
Section lll, we will discuss the role of metadata in the semantic description of the resources while giving
an overview on the different standards using the metadata. We will also discuss in section IV the notion
of ontologies where we will discuss the various difficulties encountered in their conception. Section V
describes the reuse of the ontologies. On the contrary in the conclusion, we will present our point of view
concerning the exploitation of ontologies in the indexation of resources in particular, we will exploit the
important property of ontologies namely the property of integration which allows the development of
ontologies already designed to create another. We want to create an ontology that takes into account the
learner's learning style in order to personalize it. This will be a promising prospect in our future work.

2 Resource Indexation In E Learning Systems

The definition of a learning object has been the subject of several debates. According to the Learning
Object Metadata (LOM) standard [2], a learning object is defined as any numeric or non-numerical entity
that can be used, reused or referenced during learning activities. This definition is considered by [3] to be
very broad because it may include an object, a person or an idea. [4] refined this definition by adding that
a learning object is a unit of learning content that is independent, autonomous and predisposed to be
reused in multiple pedagogical contexts. [5] emphasizes that the notion of learning object remains unclear,
because some definitions are either too broad or too narrow in relation to the use that can be made of
them. In order to remedy this problem of definition we consider that a learning object is a material that
can be selected, combined with another material according to the needs of the teachers and the learners.
It is also a learning content which must exist as such, and which can be easily searched and indexed [6].
To enable indexing and retrieval of these learning objects, it is necessary to use a set of metadata. The
fundamental idea behind the creation of learning objects is the possibility of building even small
components or elements that can be reused several times in different learning contexts. [7] argues that,
often when teachers or creators of learning content first access learning materials, they decompose it into
its constituent elements and then assemble them in order to construct one which supports their
pedagogical objectives. If teachers or content creators could have these resources as small units, this first
stage of decomposition would be bypassed. This can greatly increase the speed and effectiveness of
creating new resources [3]. However, in order for these small units to be reused they must be able to find
them. In order to facilitate the adoption of the "learning object" approach, the IEEE 2 consortium created
the Learning Technology Standards Committee (LTSC) in 1996 to develop and promote standards for
learning technology. The committee then chose the term learning object to describe these small reusable
units. The indexing of a resource makes it possible to describe it for better use because a non-indexed
resource is an unexploited resource which is impossible to find.

3 Metadata And Lom, Scorm Standards

Metadata is semantic data that describes resources. Tim Berners Lee, the inventor of the web, said that
digital information resources must be understandable by human beings and processable by software. The
indexation must then be precise, which sometimes implies a very large number of fields to fill, more than
fifty in the LOM. Some of the indexing can be done automatically, such as automatic recognition of the
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file format by the software. But the description of the pedagogical objective of a resource, for example,
should be done manually.

Next, the display of the metadata fields will be adapted according to the type of user: a user will not need
to see the same fields as an indexer. On the web, search engines like Google in principle make it possible
to find all that is accessible. This shows that metadata is really needed. They help not only to find resources
more easily, but also to evaluate them, even if they are not the same descriptors that are used in both
cases. Finally, metadata also facilitates maintenance, through the management of different versions of a
document, and automatic assembly of resources. It is then essential to anticipate and think about all the
uses of a resource before defining the set of associated metadata. On the other hand, indexing is complex
and requires some standardization. Indeed, in certain contexts, it is possible to impose the indexing
system, the descriptors, the software, the file formats, the operating system, the instantiation of the
Learning Object Metadata (LOM) standard. However, a change in context will then encounter some
problems and involve transforming data. In other cases, the problem is rather how to interact with other
platforms. The aim is therefore not to repeat the indexing each time a change of platform or interlocutors
occurs. The use of standards or standards is then made mandatory. Indeed, standards are the only means
that allow interoperability and evolution of systems over time. A norm or a standard can not necessarily
meet everyone's needs, but must be scalable. Norms and standards must be built on a basis of common
needs. Similarly, for indexing to survive software and hardware, it must imperatively be based on
standards. Transcripts allowing the passage from one environment to another will necessarily be written
when norms or standards evolve. Standards and norms therefore make it possible to maintain resources
and, thanks to indexation, they can be guaranteed accessibility and interoperability through exchanges
between systems. Resources can then be reused and adapted.

The current e-Learning standards offer a partial solution for reusability. In particular, SCORM (Sharable
Content Object Reference Model) [8] and LOM (Learning Object Metadata) help to homogenize
representations of learning resources and facilitate interoperability. LOM proposes different metadata
necessary for the description of the learning resources, but this description is not enough, it lacks the
semantic representation of the contents. SCORM for its part, allows the structuring of the contents of the
learning resources and their relations with the environment of use. However, the representations
obtained via these standards are not sufficient to allow and ensure the reusability of resources or parts of
resources because they take into account neither the semantic content of the metadata they introduce
nor the relations that exist between each learning object. To remedy these problems, representations of
"learning objects" which are based on a representation of knowledge in the form of ontologies have been
proposed. They deal with the reusability aspect of these documents, in particular their semantic indexing,
the pedagogical aspect which makes it possible to learn the knowledge conveyed in the documents.

3.1 LOM (Learning Object Metadata)

At present, the most complete and most suitable standard for the field of education and e-learning
remains the LOM.

The LOM or Metadata for Educational Objects standard is a standard developed in 2002 by the IEEE
consortium, which defines the structure of a metadata instance for an educational object. It consists of
nine categories (general, life cycle, meta-metadata, educational, technical, rights, relation, annotation,
classification) each performing a different function. The descriptors of the LOM can be used in the design

Copyright © Society for Science and Education United Kingdom n
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of E-learning systems for indexing learning objects. For this they must be implemented in a structured
language. The representation of the abstract model in a specific format is called "binding".

For LOM metadata, there are two metadata: XML binding and RDF binding. The use of a language such as
XML (Extensible Markup Language) makes it possible to perceive the structure of the LOM and facilitates
the exchange of metadata between different systems. If the XML binding of the LOM has the merit of
being easy to implement, it remains insufficient for the representation of the elements of the LOM since
it does not make it possible to express the semantics of these elements.

While XML structures metadata, RDF (Resource Description Framework), poses on XML a framework for
defining these metadata. This is why RDF is referred to as metalanguage metadata. It is intended to
structure the information accessible on the web and to index it effectively. However, whether they are
implemented in XML or RDF, using LOM metadata poses a number of problems. Indeed, according to [9]
to manage resources with the metadata one can enumerate many problems encountered when using the
metadata of the LOM (complexity of the structure, important number of elements, difficulty to inform
some fields, etc.).

3.2 SCORM (Sharable Content Object Reference Model)

It is a model for the assembly of web contents and a learning environment for learning objects. Its aim is
to put in place the right structure of the content of the course and its interactions with its environment.
The structuring of the content of the teaching modules according to the SCORM model makes it possible
to reuse them in other modules for different training or systems. Moreover, it improves the dialogue
between the learning objects and the system on the one hand, and between the actors and the system
on the other.

SCORM deals with several elements, for example:

. Packaging: its objective is the transmission of content from one platform to another, the
import or export of contents learning objects to make them available to others. It is equally
interested in the structuring of learning objects.

. Meta data: they are from LOM and aim to share standard information that describes the
nature and purpose of the content.

o Communication or execution environment: determines the communication with a web
environment.

. Sequencing and navigation: defines a method of representing navigation between learning
objects.

4 Ontologies

In order to solve some of the problems associated with lack of semantics, ontologies have been introduced
[10], [11], [12] and [13]. According to [14], an ontology groups the concepts that represent the whole
knowledge of a domain into an explicit and formal specification. It shows the relations as well as the
association rules that exist between these concepts in order to allow, on the one hand, the computer the
production of new knowledge by means of an inference and, on the other hand, to allow the man and the
computer to give common meanings to the terms used in a field of activity in order to remove any
ambiguity during the treatments.

URL: http://dx.doi.org/10.14738/tmlai.54.2967 N
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An ontology is translated by the following elements:

. Concepts: also called terms or classes of ontology, correspond to the relevant abstractions of
a segment of reality (the domain of the problem), selected according to the objectives that
are set and the application envisaged for the " ontology.

. Relationships: A relationship is a link between concepts and describes a type of interaction
between concepts.

. The axioms: constitute assertions, accepted as true, about the abstractions of the domain
translated by the ontology.

. The instances: constitute the extensional definition of ontology; these objects convey
knowledge (static, factual) about the domain of the problem.

However, the design of an ontology is a matter of ontological engineering [15]. In the literature, we can
find several methodologies for designing ontologies dedicated to E -Learning [16], [17], [18], [19] and [20].
Reference [21] proposes an ontology of courses that breaks down into 3 sub-parts describing the content,
context and structure. The content is commonly referred to as the ontology of the domain. The other two
parts are related to the pedagogical aspect (structuring in chapters, nature of the parts, etc.). Reference
[22] considers that domain and pedagogy can be combined within a single ontology. The ontology
provides a set of Concepts and relationships modeling a domain, a pedagogical strategy, etc. Therefore
this requires a modeling language. One can cite the UML (Unified Modeling Language). One of the
advantages of the UML schema compared to other formalisms is that it offers a direct connection to the
world of software engineering. In addition, there are already tools to manipulate the models. From these
diagrams are derived a vocabulary and a metadata schema for indexing resources in XML with respect to
this model The other favours which ontologies offer lies in their property of integration. Indeed, one can
use ontologies already conceived to conceive a new ontology adapted to our needs.

5 Reuse of ontologies
In this context, work highlighted the possibility of re-use of certain ontologies. Ontologies of field and task,
nonspecific to a given application, can be regarded as reusable [23], in particular if they specialize the
concepts of a high level ontology. In [24], we identified 4 stages which the originator must carry out to
use of existing ontologies:

. Specification and formalization of the needs.

. Specification and the formalization of the requirements in terms for operational features for
the software.

. Appropriation of ontologies and creation of an ontology of application.

. It is a question of re-using an existing ontology of field or an existing ontology of task and then
to create an ontology of application by using these two ontologies.

o Operationnalisation.

. The operationnalisation of ontology thus consists of the computer specification of the

operations applicable to the concepts in an operational language.
o Finalization of the establishment and data model.

It is a question of choosing the environment of establishment of the application, with regard to the
management of this data and their establishment then the originator/developer establishes his interfaces
and its application in a language targets (e.g.:Java).
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It is in this direction that we wish to act in our future work while trying to use ontologies of field and
ontologies of pedagogy to create an ontology which gives an account of the preferences of the user in
particular his learning style. For that, we will adopt the model which represents knowledge relative to the
various aspects of a document and its uses. It is described by the following schema [25] and [26]:

Learning Design Ontology of Domain
Learning
Object
Ontology of LOM Metadata and
Educative Theories SCORM Document
Structuration

6 Conclusion

In this article, we have clarified the value of indexing resources in E -Learning systems and have also given
an overview of the problem of indexing in these systems. In addition, we have overflowed the various
descriptions existing in the literature capable of indexing the resources. In this sense, we discussed the
metadata and their ability to describe the semantics of resources in particular, we have dealt with the
LOM and SCORM standards where we have recalled the advantages and limitations of these standards.
We have also clarified the need to introduce ontologies as a means of remedying the deficiencies
encountered in the description made by the metadata. Despite these different constraints, and because
the scope of ontologies is wide, and the problems related to e-learning are diversified, we wish to develop
an ontology in our future work, taking into account the learner's learning style. This ontology will be
associated with LOM metadata.
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ABSTRACT

The purpose of this study is to examine if learning styles predict effectiveness in learning. Participants of
the study consisted of 80 students selected from different classes of the university of science and
Technology —Settat, Morocco, two questionnaires on learning styles and metacognition related to reading
and comprehension were handed out to members of the sample during academic year 2016/2017. Data
analysis techniques were used to understand our dataset; principal component analysis was used to
discover significant patterns within data. Results indicate that there are significant relations between the
dimensions of learning styles, metacognition and performance in comprehension activity. Results also
indicate that learning styles significantly explain and predict all sub-dimensions of metacognition.

As perspective for our research, we tend to offer to each student the appropriate environment and
conditions to enhance learning, in the conclusion we will discuss the implications and recommendations
for designing an adaptive learning and intelligent environment based on an identification of students’
profiles.

Keywords: component; learning styles, metacognition, data analysis, PCA, learning environment

1 Introduction

The term metacognition was first brought to the literature by J.H Flavell in his research on meta memory
functioning [1], it is defined in a large quantities of research papers, as thinking about thinking, or
cognition about cognition. It takes place on every learning process, it allows students to control and
monitor their own learning, such as selecting the appropriate strategies, intervening, monitoring the
execution and even evaluating its effectiveness. Metacognition is a conscious processes, according to
many authors [2], [3],[4] metacognition is described as the second order level of cognition.

According to [5], metacognition is a state of awareness and knowledge of one’s mental processes such
that one can monitor, regulate and direct them to a desired goal.

Livingstone [6] suggests that metacognition refers to higher order thinking, that involves active control
over the cognition process which influences the learning success significantly, because students with high
metacognitive and self-regulatory abilities are more successful. Metacognitive skills involve the process
of individuals deciding what strategy to use in what situations as a result of the metacognitive experiences
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they have gone through, using a strategy, monitoring learning, changing that strategy if learning has not
taken place and trying a new one.

We summarize all the ideas, and confirm that metacognition is an important element of cognition,
because it's about students knowing and progressing, it helps students retain more information and
guides them on how to proceed to be more successful to increase achievement [7].

This positive role of metacognition in learning - and comprehension activity is supported by three theories
of learning; cognitive development, behavioristic and information processing learning theories [8]. The
role is illustrated by a series of papers and experimental studies to assess the impact of metacognitive
skills on learning performance across many disciplines; therefore, our objective is, firstly, to examine the
relationship between metacognition and learning styles among university students. Secondly, we tend to
classify the sample of students according to their learning styles and metacognitive abilities in reading and
comprehension activities.

In the next part of the paper, we expose metacognition more deeply, we will present the nature of reading
for comprehension, we will see what is the characteristics of good reader, and we will highlights relations
between learning styles and control and awareness.

2 Metacognition while reading - comprehension activities

Students use a variety of strategies to work with texts, they take actions to deal with information in the
text, and to manage and monitor their understanding intentionally and carefully. While reading, students
sometimes need to apply some problem solving strategies to clear up misunderstandings that could arise;
on the other hand, some strategies are used as basic mechanisms to aid reading comprehension, for
example: note taking, underlining and highlighting textual information, summarizing, etc...Therefore,
reading is more than decoding print, it is not just a basic skill, and it is a complex process that refers to a
particular world of knowledge and experience.

We are going to underline the relationships between reading for understanding and metacognition
defined earlier; we present our conception of the nature of reading as a brief outline of what we have
learned from recent research and observations.

2.1 Nature of reading for comprehension

Reading is a process; the major product consists of creating a mental representation of the text, which
serves as an evolving reference for understanding subsequent parts of the text. As the students read
further, they test every meaning and start to monitor their understanding; at every moment they can
draw a variety of strategies to readjust their progress, it is about taking distance between oneself and the
text content.

Reading is not only words and sentences on the paper, but also the ideas, memories, and personal
knowledge evoked by those words and sentences, furthermore, a person who understands one genre of
a text is not necessarily proficient at all genres, a chemistry teacher may feel completely insecure when
trying to understand some of the original source history materials, while a political science undergraduate
can understand more and better. In other words, reading is a complex process, influenced by multiple and
situational factors, and needs to be controlled and managed s
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2.2 Characteristics of proficient readers

Different research papers about reading describes some characteristics of good or proficient readers, they
possess a set of key habits which could be summarized as follows according to [9].

. Motivated to read and to learn,

. Mentally engaged,

. Socially active around reading tasks,

. Strategic in monitoring the interactive processes that assist comprehension:

v Setting a goal that shapes their reading processes,
v" Monitoring their emerging understanding of a text, and
v" Coordinating a variety of comprehension strategies to control the reading process.

To that end, the awareness level of the students can be predicted by the use of metacognitive reading
strategies, which can inform us about the reading proficiencies, according to [10].

Novice reader’s score lower than good readers in using all reading strategies, especially some
sophisticated cognitive and metacognitive strategies, because they (novice readers) seem often oblivious
to these strategies and the need to use them.

2.3 Metacognitive strategies in reading for comprehension

Metacognitive strategies are defined by [11] as: Behaviors undertaken by the learners to plan, arrange,
and evaluate their own learning, such strategies include directed attention and self-evaluation,
organization, setting goals and objectives, seeking practice opportunities, and so forth.

In the context of reading, self-monitoring and correction of errors are further examples of metacognitive
strategies.

A classification of reading strategies is presented by Oxford [12], in line with [11] and [13], they are defined
as:

o Cognitive reading strategies used to manipulate the language that includes note taking,
summarizing, paraphrasing, predicting, analyzing and using context clues.

. Memory reading strategies, which are techniques used to assist the learner to recall
information, such as word association and semantic mapping.

. Compensation reading strategies, such as ‘inferencing’, and guessing while reading, which can
assist the learner in making up for reading deficiencies.

. Affective reading strategies, which include self encouraging behavior to lower anxiety, such
as rewarding oneself for reading efficiently.

. Social reading strategies, involving collaborating with peers, for example, to ask questions,
seek help or correction and to get feedback while reading.

It’s evident that the use of these strategies deals with an additional factor of learning; because every
student is different, every student has his own way in which he approaches and responds to a learning
experience according to his own learning style. In general, metacognition is the engine that drives self
directed learning [14].
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3 Learning styles and metacognition

Learning styles refers to different approaches or ways of learning, students take in information in different
ways, by seeing and hearing, reflecting, and acting, reasoning logically and intuitively analyzing and
visualizing, therefore our teaching methods also vary from one another. When mismatches exist between
learning styles and the teaching manner used in class, or the pedagogy employed in the learning
environment, the students may become bored, inattentive, get discouraged, and in some cases abandon
the task of learning altogether.

To overcome these problems, a differentiation should take place in a way that all students learn in a
manner they prefer according to their style of learning, this can increase comfort and willingness to
progress and learn. Recent research claims that learning styles can hurt learning; we will discover those
results in discussion section to show you how it is suggested to deal with learning styles.

3.1 Assessment tools of learning styles

Using a variety of assessment tools, individuals can discover their own interest levels for a set of criteria
to help establish the methods in which they could obtain much information and improve their learning,
one assessment tool that can be used in establishing a person’s learning style is the index of learning styles
(ILS), the ILS result provides an indication of learning preferences, possible strengths and tendencies or
habits that might lead to difficulty. The instrument used to assess preferences on four dimensions
(active/reflective, sensing/intuitive, visual/verbal, and sequential/global) of the learning style model
developed by Richard M. Felder and Barbara A. Soloman of North Carolina State University [15].

Table 1. Description of learning style scales

Active : Learn best by doing something active with the information they are
learning

o Reflective : Reflective and prefer to think about the information first

e Sensitive : Sensing like learning facts

e |Intuitive : Prefer discovering possibilities and relationship

e Visual : Remember best what they see

e Verbal: Get more out of written and spoken information

e Sequential : Gain understanding in linear, logical steps

e Global : Tend to absorb material almost randomly without seeing connections

3.2 Relationship between metacognition and learning styles

One of the main difficulties that student faces while trying to develop their understanding is an overall
lack of awareness to their own learning process [1]. Flavell describes three basic types of awareness
related to metacognitive knowledge, the first one is an awareness of knowledge, which is described as an
understanding of what the student does and does not know, and what he wants to know, the second one
is an awareness of thinking, which describes her understanding of cognitive tasks and the nature of what
is required to complete them successfully, finally, there is an awareness of thinking strategies, defined as
an understanding of approaches and strategies to regulate learning progress.

Focusing on the function of metacognition itself, there is agreement upon its operational definition. It is
a manifestation of the monitoring and regulatory function.
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Efklides[16] presented three facets of metacognition distinguished by their manifestations as a function

of monitoring and control.

Monitoring functions are metacognitive knowledge, knowledge about one’s cognition, metacognitive
experiences, and metacognitive judgment and assessment which have a very significant impact on
learning experience, the control function of metacognition is metacognitive skills; it's about the
knowledge of the procedures needed to control cognition. However, the existing literature has paid less
attention to the sources of metacognition; the starting points of the construction of metacognition. As
mentioned above, individual differences play a critical role because students learn differently and possess
differing conceptual systems according to their learning styles and approaches.

4 Significance of the study
The basic goal of this study is to determine the relationships between metacognition and learning styles
of the students attending the University of Science and Technology. Additionally, the final objective of our
study on metacognition is to find how an ideal learning environment could support metacognition in
learning as an important dimension of effective learning.

4.1 Materials and method

o Population and sample of the study

A total of 80 University students were involved in this study, data were collected in the first hand to
measure the student’s metacognition abilities in reading and comprehension as well as to determine their
learning styles according to ILS model.

. Instruments
Two survey instruments were used in this study, each is described as follows:
4.1.1 Survey of reading strategies

The Survey of Reading Strategies Questionnaire (SORS) was developed by Mokhtari and Sheorey
(2002)[17] and used to collect data, the questionnaire was used so that the students could indicate the
extent to which they used metacognitive reading strategies.

The SORS comprised three subscales: Global Reading Strategies or GLOB, Problem Solving Strategies or
PROB, and Support Reading Strategies or SUP. According to Mokhtari and Sheorey (2002)[17], students
use Global Reading Strategies to work with text directly or to manage and monitor their reading
intentionally and carefully.

Problem Solving Strategies are used for solving problems of understanding that arise during the reading
of a text. Support Reading Strategies are used as basic mechanisms intended to aid reading
comprehension, for example through note-taking, underlining and highlighting textual information
(Mokhtari & Sheorey 2002)[17].

SORS has demonstrated reliability and validity, the internal consistency reliability coefficient (as
determined by Cronbach’s alpha) was 0.92 for the Global Reading Strategies, 0.79 for the Problem Solving
Strategies, and 0.87 for the Problem Solving Strategies.
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The researcher administered the questionnaires to his classes as indicated earlier, the students were
asked to circle the number that applied to them indicating the frequency with which they used the reading
strategy described in the statement, the students took a maximum of 20 minutes to complete the
guestionnaire in class under the researcher’s supervision, clarification of questions were made by the
researcher where and when necessary.

4.1.2 Index of learning styles questionnaire (Isq)

The Felder and Silverman’s Index of learning styles is one of the most widely used models of learning
styles, in this model, we distinguish four dimensions of learning styles, each dimension is a continuum
with one learning preference on the far right and the other on the far left.

The results of the questionnaire provide an indication of individuals’ learning preferences and an even
better indication of the preference profile of a group of students.

The instrument consisted of 44 items that relate to learning styles, for each of the 44 questions, the
student has to choose only one answer from two for each question, which seems to apply to her more
frequently.

Table 1.Description oft he contentof LSQ

Active /Reflective 11 items How the student prefer to process information
Sensing/ Intuitive 11 items How the student prefer to take in information
Visual/ Verbal 11 items How the student prefer information to be

presented
Sequential/ Global 11 items How student prefer to organize information

Data Collection

The participants were given oral description of the objectives of the study and that their response would
be used only for research purposes; participants were given 30-35 minutes to respond, and they were
motivated to take the surveys seriously, and were ensured that the obtained data would be kept
confidential.

4.1.3 Data Analysis and results

Data of metacognition survey and learning style were computed separately with the help of Excel, and
then Minitab.17 was employed to compute the data gained in the study, we use the statistical procedure
of data analysis for testing the relationship between metacognition and learning styles.

Our interest is to see if there is a relationship between student’s metacognitive level and their learning
styles.

Distribution according to Learning Styles

On the ACT/REF scale we observe that 40,5% of students are well balanced, which means they learn
affectively either by doing something active with information, for example discussing, or applying it or
explaining it to others, they prefer to think about information quietly, in another hand 31,6% have
tendencies to action, they feel retain more information when they find ways to do something with it, 19%
of students are reflective so they could retain the materials more effectively if they find ways to reflect
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upon them and review what they learn and think about it, finally only 3,8% are Strongly Active, while 5,1%

are strongly reflective.

On the sensitive/Intuitive scale, students are sensing learners, 45,6% are sensitive, 10,1% are strongly
sensitive, they prefer to see connections between information and real world, they don’t get the whole
of the material if it deals only with abstract details or theoretical data. In another hand 32,9% are well
balanced, while 10,1% are intuitors , only 1,3% of students are aimed to be strongly intuitors, they have
the preference to learn by discovering possibilities and relationships, in general they may have trouble
with boredom in situation that deals with memorization.

We observe that 36,7% of our population have preference to visual learning style, the same percentage
are strongly visual learners, they learn more effectively with any type of visual representation of course
material, while only 5,1%, and 1,3% aimed to be respectively verbal and strongly verbal, they get more
out of words, written and spoken explanations.

On the scale of sequential and global learning style, we have observed that 36,7% are well balanced in
that scale, 13,9% are aimed to prefer Global learning style, while 1,3% of the population is very global,
they tend to learn in large jumps, learn almost randomly without seeing connections. 38% of students
prefer the sequential style, they tend to learn in linear steps, the more they put the material in a logical
path the more they feel comfortable and the best they learn.

We confirm that everybody is for example, active sometimes and reflective sometimes, the same for the
other scale, but the strong or the moderated preference for one or the other which highlights some
cautions, if the student overemphasize intuition he may miss important details or make some mistakes, if
he overemphasize sensing he may rely too much on memorization and not concentrate enough on critical
and innovative thinking.

Principal component analysis

In order to get knowledge of our experimental data, we choose to perform dimensionality reduction of
the space, while preserving as much of the randomness in the high dimensional space as possible [18], it
is a basic idea behind Principal component analysis, here we take the cloud of observations or points, and
rotates to make visible the maximum variability.

PCA is a data analysis technique to identify relations between features; we use it to extract and select
features and to find response related to our research guiding questions.

The task of investigation is a feature extraction and selection method, the goal is to obtain the most
relevant information from the observation and features regardinglearning styles and metacognitive
awareness and represent that information in a lower dimensionality space, our questions concerns the
relations between the way students prefer to learn, as learning styles, and the awareness in learning as
metacognition, to discover important features of data set, and interpret to construct a useful analysis.

We conduct our analysis on a multidimensional space of data representing the profiles of learners and
their metacognitive skills, we will highlight in the next part of the paper the relationships between styles
in learning and Metacognitive problem solving skills, then in the discussion we will provide you with
further details.
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4.1.4 Learning styles and Metacognitive Problem Solving Strategies.

The eigenvalues indicate that three components provide a reasonable summary of the original
information, accounting for 70% of the total variance.

The table of principal components (Table 5) reveals a strong correlation between Problem solving
strategies variable and being sequential, active and sensitive,( SN 0.414 SEQ 0.266) on the principal
component one, but this kind of skills is affected positively with reflection (RF -0.583 M_MetaPRO -0.493).

Table 2.Tableofprincipalcomponentsanalysis

Variable PC1 PC2 PC3

AC 0,202 0,583 -0,058

RF -0,181 -0,608 0,072

SN 0,414 0,143 0,058

IN -0,414 -0,139 -0,053

Vi -0,018 0,046 -0,624

VR 0,014 -0,047 0,623

SEQ 0,266 -0,039 0,267

GL -0,303 0,041 -0,238

M_MetaPRO 0,649 -0,493 -0,284

The first component will follow that students with large sense of sensitivity in learning, and also logical
information processing, whereas communities with small values would have very few of these types of
characteristics (Fig.6).
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Figure 1. Loading plot of learning styles and Figure 2. Score plot in dicating level of mastery of
Problem solving strategy Problem solving strategy

To complete the analysis of learning styles and problem solving skills, we produce a scatter plot of the
component scores, where we plot the second against the first component, (see Figure.1l) each dot
represent one student, we give them five kind of symbols by degree of proficiency in problem solving
skills, in this present context, we wish to identify the location of the points to see if students with high
levels of given component tend to be clustered in a particular manner or a particular region of the plot.
Effectively student with high proficiency are situated in the region with high value for the first component
(VH, H, M), the student with grade VL-Very Low have a low values, these poor student are more active,
less sequential and less sensitive than others.

Copyright © Society for Science and Education United Kingdom m



Anass Hsissi, Hakim Allali, Abdelmajid Hajami; Data Analysis Application to Investigate Relationships between
Metacognition and Learning Styles, Transactions on Machine Learning and Artificial Intelligence, Vol 5 No 4,
August, (2017); pp: 8-19

5 Discussion

In an effort to investigate the relationships between the way learners control and monitor learning
process (metacognition), and their preferences as learning styles, we performed this case study, we apply
data analysis to explore relations and do useful interpretations using principal component analysis, we
overcome the multidimensionality of the dataset, we identify the relations and patterns behind the data
of the experimentation.

As conclusion, metacognition is strongly related to learning styles, this is probably due to the importance
of the personal identity of learners, each one learn according to some criteria, which may hurts learning
in some cases when environment don’t enhance those preferences.

5.1 Learning styles affects global thinking strategies

Global Reading strategies (GLOB), which can be thought of as generalized strategies, it aim is setting the
stage for reading act, we consider this element as the basic strategies of reading for comprehension,
localized at the start point of the learning act, focused on evaluating what to read, what to ignore, setting
goal, noting characteristics of the task, guessing, etc.. All this strategies are more or less affected by styles
of learning.

The first finding of this research reinforce the idea that Intuition and Global learning preferences affects
positively the way every learner control and monitor his learning process; the Visual and the balance
between Active and Reflective preferences might help to enhance metacognition, while Sequential style
may hurts global strategies. The first component will follow that students who are global, with large sense
of intuition in learning, whereas communities with small values would have very few of these types of
characteristics, the second component will follow active and visual preferences. As shown in Fig.14,both
the second component (Y1) as described in the first finding and the first (X1) affects the level of global
strategy; the darker green regions indicate higher quality.

Contour Plot of M_MetaGLO vs yL; x1
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Figure.3: Contour plot describing level obtained on global strategy on a numeric scale

From the definition of intuition, which can be developed with accumulating experience, after working on
several situations, our results confirm the importance of this element on making reasonable connections
without formalizing the arguments. On other hand global preference came to adjust intuition, her place
is not to destroy all intuition, so according to our results on global metacognitive skills, we claim that
global thinking should be used to destroy bad outcomes of intuition, while clarifying and elevating good
intuitions. We propose that only good combinations of both global processing and intuition that can lead
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learner to tackle learning problems, the first (Global style) helps to deal with the big picture while the
latter (Intuitive style) helps to deal with the fine details.

5.1.1 Learning styles are the keys to enhance problem solving strategies

Problem solving strategies are used when problems arises, known as repair strategies they enable learners
to overcome trouble, control understanding, for example in case of losing concentration, learner may
decide to go back for better understanding.

Contour Plot of M_MetaPRO vsy2; x2
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Figure. 1:Contour plot describing level obtained on problem solving strategy on a numeric scale

For this element we confirm that z Reflective, Sequential and Sensitive learning styles are the best styles
to boost problem-solving strategies.

The first component (X2) will follow that students with large sense of sensitivity in learning, and also logical
information processing, whereas communities with small values would have very few of these types of
characteristics, the following contour plot (Fig.15) explores the potential relationship between the two
components and the problem solving skills.

We have seen that problem solving strategy is related to both sensitivity and reflection as learning styles,
this results ally with findings related to this type of strategy in learning, since sensing is considered as the
ability to learn by manipulating objects, skills about learning inductively rather than deductively. In general
sensitive learners tend toward psychomotor over abstract thinking, they prefer personal connections to
topics, they follow directions they have written themselves, and they benefit more from demonstrations.
The second element is reflection, enables learners to reflect upon their results and outcomes, in order to
adjust and monitor eventual future actions, we suggest that getting best performance in problem solving
strategy is enhanced by fostering sensing and reflection in learning.

5.2 Support strategies are influenced by learning styles

Support strategies are the third broad subcategory measured, it consists of providing learners with
additional support mechanism, the third finding of this research confirms the idea that SENSITIVE, ACTIVE,
VERBAL learning preferences following the first component (X3), has all positive influence on the way
learners search for additional support, using Support strategies.

Contour Plot of M_MetaSUP vsy3; x3
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Figure. 2: Contour plot describing level obtained on support strategy on a numeric scale

Support strategy can be enhanced by fostering sensitivity in learning, active processing and verbal
instructions, effectively learner benefits from those preferences to enhance their level of proficiency,
support reading strategies are used as basic mechanisms intended to aid reading comprehension such as
note-taking, underlining and highlighting textual information, those qualities might be enhanced with
some aids such as collaboration, concept map, and feedbacks.

6 Conclusion

In the previous part we present a summary of our findings, and explanation of how it confirms what was
described in the literature, the present study suggests that understanding learning styles of learners might
contribute to increase the efficiency and quality of learning, good identification of each one’s preferences,
weaknesses and strengths is the key to make effective learning happen, we have used principal
component analysis as a tool to apply an exploratory data analysis and predictive analysis, to explain the
variation in data, it allows us to see how different variable change with each other, and enable us to select
a minimum number of principal components to explain most of the variation and to select which variables
are the most significant in describing the full data set. This study may provide educational with good
insights about cognitive process involved in learning, and what differentiates successful from less
successful students. Because understanding begins to develop when students have frequent
opportunities to deploy some strategies to control and monitor the reading process, this ability can be
enhanced as they have more opportunities, more support, and encouragement.

Actually we work on several implications for instructional interventions in e-learning context, our focus is
to teach students how to be more aware of their learning processes and products, as well as how to
monitor and regulate those processes for an effective learning. We believe that building intelligent
environment for human learning, with additional care for styles of learning, motivation and
individualization can permit advances in the area of metacognition and e-learning.
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ABSTRACT

Recognizing unconstrained cursive Arabic handwritten text is a very challenging task the use of hybrid
classification to take advantage of the strong modeling of Hidden Markov Models (HMM) and the large
capacity of discrimination related to Multilayer Perceptron (MLP) is a very important component in
recognition systems.The proposed work reports an effective method on improvement our previous work
that takes into consideration the context of character by applying an embedded training based HMMs this
HMM is enhanced by an Artificial neural network that are incorporated into the process of classification
to estimate the emission probabilities. The experiments are done on the same benchmark IFN/ENIT
database of our previous work to compare the results and show the effectiveness of hybrid classifier for
enhancing the recognition rate the results are promising and encouraging.

Keywords: Arabic Handwriting Recognition; Context; Embedded training; HMMs; Multilayer Perceptron
(MLP).

1 Introduction

Systems for handwriting recognition are referred to as off-line or on-line systems depending on whether
ordinary handwriting on paper is scanned and digitized or a special stylus and a pressure-sensitive tablet
are used. In both the ultimate objective is to convert handwritten sentences or phrases words or
characters in analogue form (off-line or on-line sources) into digital form (ASCII).

More than 300 million people around the world speak Arabic and their derivative. Arabic is naturally
written cursively in both handwritten and typewritten modes. In comparison to Latin Arabic seem to be
more complex. For example many letters in this language have complementary diacritics such as dots
madda and zigzag bars. In addition the letters have different shapes at different locations of the word.

Due to variability in handwriting styles and distortions caused by the digitizing process even the best
handwritten word recognizer is unreliable when the number of word choices is large. This necessitates
the use of advanced concepts to achieve a performance level comparable to that of humans. The
researches focus on the use of new methods and approaches to perform handwriting recognition. In this
area the concept of combining multiple classifiers is proposed as a new direction for the development of
highly reliable handwriting recognition systems and some preliminary results have indicated that the
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combination of several complementary classifiers will improve the performance of individual classifiers
[01] [02].

In current work our system performs training and recognition of words and characters. In order to model
the variations related to the character context in the corpus we have opted for a specific type of learning.
Therefore character models are trained and obtained through embedded training; thereafter the decision
has been done by the proposed hybrid classifier which mainly based on HMMs and neural network.

The remainder of this paper is organized as follow. Section 2 presents a literature review and related
works of handwriting recognition system. Section 3 is focused on our contribution starting with our
developed reference system then the incorporation of hybrid classifier. The performance of the
recognition system has been experimented on the benchmark database IFN/ENIT and the obtained
experimental results are shown and analysed in section 4. The paper finally closed with a conclusion and
perspectives.

2 Literature review

Hidden Markov Models (HMMs) have proven to be one of the most successful and widely used classifiers
in the area of text recognition. There are many reasons for success of HMMs in text recognition including
avoidance of the need to explicitly segment the text into recognition units; characters or graphemes In
addition HMMs have sound mathematical and theoretical foundation [03].

[04] The authors have investigated on contextual sub-characters HMMs for text recognition by using
multi-stream HMMs where the features calculated from a sliding window frame form one stream and its
derivative features are part of the second stream. The experiments were conducted with different train-
test configurations on the IFN/ENIT database and the best recognition rate achieved was 85.12%. In
[05]Azeemused an effective technique for the recognition of offline Arabic handwritten words using
Hidden Markov Models. Besides the vertical sliding window two slanted sliding windows are used to
extract the features. Three different HMMs are used: one for the vertical sliding window and two for
slanted windows a fusion scheme is used to combine the three HMMs. [06] proposed a combined scheme
for Arabic handwritten word recognition using a HMM classifier followed by re-ranking. Basically intensity
features are used to train the HMM and topological features are used for re-ranking to improve accuracy.
Experiments were carried out using IFN/ENIT database and the achieved recognition rate was 83.55%.An
alternative approach is proposed in [07] and [08] where multi-stream HMM models is used this paradigm
provides an interesting framework for the integration of multiple source of information. Significant
experiments have been carried out on two public available database the recognition rate was 79.8% in
IFN/ENIT for Arabic and 89.8% in IRONFF for Latin script. In [08] Maqqorproposed a system of Arabic
handwriting recognition based on combining methods of decision fusion approach. The combination of
the multiple HMMs classifiers was applied by using the different methods of decision fusion approach.
The system is evaluated using the IFN/ENIT database. Experimental results demonstrate that the
Weighted Majority Voting (WMV) combination method have given better recognition rate 76.54% with
Gaussian distribution. In [09] the authors present an analytical approach of an offline handwritten Arabic
text recognition system. It is based on the Hidden Markov Models (HMM) Toolkit (HTK) without explicit
segmentation.The feature extraction uses a sliding window on the line text image and processed by two
groups of these features (the features of local densities and the statistical characteristics).The proposed
system has been experimented in two different databases: “Arabic-Numbers” database where we
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achieved a rate of 80.26% for words and 37.93% for sentences and IFN/ENIT database where we achieved
a rate of 78.95% for words.

Otherwise [10] proposed a new approach for the offline Arabic handwritten word recognition based on
the Dynamic Hierarchical Bayesian Network (DHBN) using a free segmentation released by a smoothed
vertical projection histogram with different width values. The model is consisting of three levels. The first
level represents the layer of the hidden node which models the character class. The second layer models
a frame set representing the sub-characters and the third layer models the observation nodes. The
developed system has been experimented and the results are provided on a subset of the IFN/ENIT
benchmark data base. These results show a significant improvement in the recognition rate because of
the use of the DHBN. Most of the recognition errors of the proposed system can be attributed to the
segmentation process error and to the poor quality of some data samples.

In many other works neural networks in its different applications have been extensively applied to classify
characters as part of isolated or continuous handwritten word recognizers [11] [12] [13] [14] [15].

This paper focus on the impact of using aembedded training based on a hybrid classifier the motivation
for the work on the hybrid HMMs and Artificial neural network models presented here originates from a
critical analysis of the state of the art in offline handwritten text recognition [16] [17] [18] our previous
work on offline handwriting recognition using HMMs [19] researches and experiences in using hybrid
HMM/ANN models for automatic speech recognition [20][21][22][23] [24]and for online handwriting
recognition [25]. All these criteria making hybrid modeling an important factor in order to achieve an
effective and efficient system.

3 Contribution

3.1 Reference System [19]

Our reference system (figurel)was analytical without explicit segmentation based HMMs using embedded
training to perform and enhance the character models.
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Figure.l. Synopsis of reference system

Extraction features was preceded by baseline estimation; the approach used to estimate these baseline based on the
horizontal projection curve that is computed with respect to the horizontal pixel density knowing that the skew and
slant correction of words are made in pre-processing step to harmonize the direction of the sliding windows in the
extraction features. These latter are statistical and geometric to integrate both the peculiarities of the
text and the pixel distribution characteristics in the word image.

URL:http://dx.doi.org/10.14738/tmlai.54.2969 | 22 |



Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017

The sliding windows are shifted in the direction of writing (right to left). In each window we extract a set
of 28 features represent the distribution features based on foreground pixels densities and concavity
features. Each window is divided into a fixed number n of cells. Some of these features are extracted from
specific areas of the image delimited by the word baselines.

These features are modelled using hidden Markov models and trained by theembedded training method
(figure 2).

We used a model for each character right-left topology with four states and three transitions for each
state. Word model is built by concatenating the appropriate character models.

The embedded training is to automatically identify relevant information letters without specifying them
explicitly by exploiting the redundancy of information between words matched to changes in context and
letters position.

The major problem of HMMs is the estimation of emission probabilities; this confirms that HMMs are
powerful to model sequences but still limited compared to NN and SVM in classification [26] for this
reason and the motivations cited above in section Il it is prominent and promising to use a hybrid classifier.
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Figure.2. Embedded training of character “chin” [19]

For more explanations about the baseline system refer to [19].

3.2 Hybrid classifier

To improve the performance of the off-line handwritten recognition system either the accuracy ofthe
classifier has to be increased. In this section we introduce the hybrid approach then we clarify the principle
for our offline Arabic handwriting recognition system.

While HMMs are effective in modeling variation in handwriting they lack discrimination ability because of
maximum-likelihood parameter estimation criteria. The strength of MLP is in the fact that they don’t need
to assume about statistical distribution of input as well as they can be trained to exhibit discriminant
properties. As already mentioned recent works in various area of research tried to develop hybrid
HMM/MLP systems in which MLPs are used to compute the emission probability associated with each
state of HMM.
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By HMM the goal of handwriting recognition is to retrieve the most likely grapheme character or word
sequence W given a sequence of observation vectors x which is achieved by maximizing the a posteriori
probability:

w=argmax P(w| X) (1)

Typically each grapheme is modelled by a right to left HMM and the number of states is chosenglobally or
individually for each character. Gaussianmixtures are used to model the output distributions ineach state
g given the feature vector xP(x|q). The Baum-Welch algorithm is used for training the HMMs whereasthe
Viterbi algorithm is used for recognition.

Hybrid modelsfor handwriting recognition based HMMs were built with different neural networks. [27];
[28] use an MLP. [29] built an hybrid CNN/HMM. In [30]CNNs is applied in the hybrid framework for
handwritten word recognition using different segmentationmethods.

In Hybrid HMM/MLP classifier neural networks can be considered statistical classifiers under certain
conditions by supplying output of a posteriori probabilities. Thus it is interesting to combine the respective
capacities of the HMM and the MLP for a new efficient recognition system inspired by the two formalisms.

The principal idea behind the MLPNN/HMM hybrid approach as illustrated in Figure 3 is to estimate the
output probability density function of each state of the used HMM by the output nodes of the MLP
classifier which received features as input. These input vectors are pre-processed to finally estimate the
posteriori probability deciding whether the input vector belongs to the desired character class. The
MLPNN'’s output weighted by the priori probability of each class forms the probability density function
used for every state of the HMM.

In the hidden Markov modeling approach the emission probability density P(x|q) must be estimated for
each state q of the Markov chains that is the probability of the observed feature vector x given the
hypothesized state q of the model.

In the proposed hybrid HMM/ANN approach the emission probabilities are provided with a neural
network since ANNs can be trained to estimate probabilities that are related to these emission
probabilities. In particular an MLP can be trained to approximate the a posteriori probabilities of states
P(q|x) if each MLP output unit is associated with a specific state of the model and if it is trained as a
classifier.

The a posteriori probability estimates from the MLPoutputs P(q|x) can be converted to emission
probabilitiesP(x| g) by applying Bayes rule:

P(q | x)P(x) (2)
P(q)

The class priors P(q) can be estimated from the relativefrequencies of each state from the information

P(x|q)=

produced bya forced Viterbi alignment of the training data. Thus thescaled likelihoods P(x|q)/P(qg) can be
used as emissionprobabilities in the proposed system since during recognitionthe scaling factor P(x) is a
constant for all classes.This allows MLPs to be integrated into hybrid structural connectionist models via
a statistical framework.
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Figure 3: Global scheme design of the hybrid model HMM/MLP

The advantages of this approach are the discriminate training criterion (all MLP parameters are updated
in response to every input feature vector) and the fact that it is no longer necessary to assume an a priori
distribution of the data. Furthermore if left and right contexts are used at the input of the MLP important
contextual information can be incorporated into the probability estimation process.Another strength of
this approach is that computing emission probabilities with hybrid HMM/ANN models is usually faster
than conventional HMMs with Gaussian emissions since it only requires a forward pass of the MLP for all
states of the Markov chains.

4 Experimental results
To evaluate the performance of our recognition system experiments are conducted using IFN/ENIT [31]
database of handwritten Arabic words. It was produced by the Institute for Communications Technology
at the Technical University of Braunschweig (IFN) and the “EcoleNationaled’ingénieur de Tunis (ENIT)
“National school of engineering Tunis.”This database is used bymore than 110 research groups in about
35 countries [32].

4.1 HMM vs HMM/MLP Classification

Reference recognition HMM experiments were conducted using continuous density HMMs with diagonal
covariance matrices of Gaussians in each state, a right-to-left topology was applied with four states for
each character and three transitions for each state. The optical models were trained and tested using the
HTK toolkit [33].

The developed system used hybrid classifier based HMMs enhanced by an artificial neural network that
are incorporated into the process of classification to estimate the emission probabilities.

Tablel shows the experimental results of our developed system compared to reference system using the
same benchmarking database IFN/ENIT to illustrate the reliability of our improvement models.
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Tablel: Recognition results of improvement system compared to reference system

System Models RR" %
Reference HMM 87.93
Hybrid HMM/MLP 89.03

RR: Recognition Rate

We compare the reference system [19] with the developed system using hybrid HMM/MLP classifier.
Results in Tablel show an improvement due to embedded training using the hydride classification:
accuracy is increased by 1.1%.

4.2 Comparison with other systems

A comparison of the recognition rates of our system with other state-of-the-art systems evaluated on the
IFN/ENIT database is presented.

Table2 shows the results of recognition rates for various offline systems recognition of cursive Arabic
handwritten text using diverstype of models and the same database with the same configuration (training-
testing); sets a, b and c for training and d for test, to compare rates and infer the effectiveness of the
proposed method.

Table 2: Recognition results of various systems

System Models RR* %
Irfan [04] Contextual sub character 85.12
Alkhateeb[06] HMM+ re-ranking 83.55
Kessentini[07] Multi-stream HMM 79.80
Maqqor[08] Multiple classifier 76.54
EIMoubtahij[09] HMM 78.95
Khaoula[10] DBN 82.00
Our system HMM/MLP 89.03

As it can be noted from Table 2 most of the previous systems are based on HMM using various techniques
exploiting the contextual approach, multiple HMM classifier, re-ranking or other techniques to improve
HMM models and the recognition rate for the results of the systems mentioned does not exceed 86%.
Others used hybrid classifier such as HMM and Dynamic Bayesian Network and the recognition rate
achieved was 82.00%. Whereas the proposed system using HMM/MLP outperforms the results and
achieve 89.03% due to enhancement of HMMs by incorporating anartificial neural network into the
process of classification to estimate the emission probabilities.. This illustrates the effectiveness of
embedded training to take account the context of characters to perform the models and using hybrid
HMM/MLP classifier to improve the performance of recognition system.

5 Conclusion and perspectives

In this paper we have enhanced the HMM based reference system by using a hybrid HMM/MLP classifier.
Extracted features are statistical and geometric to integrate both the peculiarities of the text and the pixel
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distribution characteristics in the word image. These features are modelled using hidden Markov models.
These models as already mentioned in [19] take into account the context of character by applying
aembedded training to perform the models. In addition, the contribution in this paper is the improving
of HMM modeling by incorporating MLPs to estimate emission probabilities that present the major HMM
problem in order to take advantage of the strength of HMM modeling and neural networks
classification.The modelling proposed has improved recognition and shown encouraging results to be
perfect using annexes improvements.

Due to variability in handwriting styles even the best handwritten word recognizer is unreliable when the
number of word choices is large. This forced the use of linguistic constraints to enhance HMMs modeling
by a statistical language model that are incorporated as a post-processing into the process of recognition.

Statistical Language Modeling involves attempts to capture regularities of natural language in order to
improve the performance of various natural language applications, e.g. , Speech recognition, Machine
translation, Handwriting recognition, Information retrieval and other applications.

The goal of Statistical Language Modeling is to build a statistical language model that can estimate the
distribution of natural language as accurate as possible, which could improve significantly the results
especially when we extend our system for line and paragraph recognition.
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ABSTRACT

The Barbary striped grass mouse (Lemniscomys Barbarus) has been described as a diurnal and
photoperiodic rodent, but no reliable data exist on the daily and seasonal rhythmicity of body
temperature (Tb). In this study, Tb patterns were determined in different groups of males maintained in
captivity under different regimes of photoperiod. Tb was recorded with surgically implanted iButton
temperature loggers. The work shows the existence of a strong and bimodal daily Tb rhythm in this species
whose external synchronizer is the light-dark cycle; it’s also confirmed the diurnal and photoperiodic
character of this animal. The highest values of Tb were registered during the light-phase in the contrary
of nocturnal species. This kind of experimental work corresponds to the theme of the ACMLIS'17
conference by means of, on one side, the use of the temperature-sensitive intra-abdominal implants for
monitoring core body temperature, an approach of machine learning, and on the other side, the final aim
of the work which is to better understand the more complicated and sophisticated of intelligent systems,
the central nervous system.

Keywords-body temperature; daily torpor; photoperiod; light-dark cycle; diurnality; Lemniscomys
barbarus.

1 Introduction

In this research study, the daily body temperature (Ty) variations following the light/dark cycle were
measured on a long time. This kind of experimental works joins perfectly within the framework of the
theme of the international conference on the emotional computing, learning machine and the intelligent
systems (ACMLIS'17), on one hand, by the use of a technique of continuous measurement of core body
temperature, and on the other hand, by their scientific objective to decipher the mechanisms of
measurement of the notion of time by the central nervous system. Indeed, no better inspiration for the
development of the affective computing as the one who would ensue from a better understanding the
functioning of the brain of mammals, a structure of all the human feelings integration. Besides, the
technique of the temperature-sensitive intra-abdominal implants for monitoring core body temperature
(data loggers DS1922L Thermochron iButtons®) is an approach of the machine learning since it allows an
analysis of curves of temporal evolution of a biological measurement, in this particular case the
continuous values of the body temperature. So, the definition of the intelligent systems, in a general
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framework, covers perfectly the domain of sophisticated interfaces as can well it be the one of the
temperature-sensitive intra-abdominal data loggers. The core body temperature-sensitive data loggers
are capable of automatically recording temperature over a long defined period of time. They are small,
battery powered, and equipped with a microprocessor, internal memories for data storage, and sensors.
The sampling methods definition is performed by custom-made computer programs and the data are
downloaded to the computer via an interface.

Furthermore, in mammals, daily rhythms in many biological processes are a fundamental feature that
enables them to anticipate and acclimatize to predictable changes in environment factors. Expression of
this rhythmicity with a period of approximately 24-h (i.e. circadian) is orchestrated by the suprachiasmatic
nucleus (SCN) of the anterior hypothalamus, site of the master endogenous circadian clock [15].

In mammals including humans, like to numerous birds, regular daily T, variations follow the light/dark
cycle. A thermal peak is observed during the day in the diurnal animals and the opposite in the nocturnal
ones. These cycles of Ty, remain in the absence of any external synchronizer; they are also physiological
readout controlled by the SCN [42]. The cost of maintaining high body temperatures in endothermic
animals is high. It constitutes a substantial component of their resting metabolic rate and is directly
related to ambient temperature [25].

Many small mammals live “right on the edge” with the amount of food that they eat each day barely
sufficient to keep them alive and warm until morning. As a result, added stresses on the animal,
particularly seasonal shortages of food/water and/or extreme environmental temperatures can be lethal.
The solution for many small mammals is to temporarily lower their energy needs by regulating a strong
suppression of their metabolic rate, causing Ty, fall, and enter either short-term daily torpor or long-term
continuous hibernation [18; 20; 33; 9; 2]. Torpor involves the regulation of T, at a new and substantially
lower level, with a new minimum T, being maintained [8]. Daily torpor lasts for only a matter of hours
each day, usually interrupted by periods of diurnal foraging and feeding [19; 43; 12].

Daily Ty, rhythm seems to be correlates with the period of activity; the locomotor activity is undoubtedly
the best-studied daily rhythmic output of the circadian pacemaker. Concerning this pattern, a difference
exists between diurnal and nocturnal organisms because the first ones are active mostly during the day
while the second ones are active mostly during the night. The neural mechanisms responsible for
diurnality or nocturnality are not well identified [46; 7].

Much less chronobiological studies concern T, rhythms in diurnal species (e.g., Octodon degus, [23];
Arvicanthis niloticus, [27]; Arvicanthis ansorgei, [4; 41]). These studies, however, are important since
diurnal models present similar temporal organization of the sleep/wakefulness rhythm to that of humans
and as such, these animal models can be used for suitable biomedical applications. Recently, the Barbary
striped grass mouse, Lemniscomys barbarus, has been proposed as a new diurnal rodent model for
choronobiological studies. More precisely, the circadian organization of wheel-running activity rhythm
and cytoarchitecture of the SCN have been described in this African diurnal rodent [21]. We know that
Lemniscomys barbarus is a photoperiodic species because its transfer from long photoperiod (LP) to short
photoperiod (SP) results in a small decrease in its gonadal activity [22].

The objective of the present work was to define better the circadian characteristics of this specific diurnal
model by studying the T, daily rhythms in different photoperiodic regimes. In addition, we investigated
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possible role of sex steroids in seasonal changes of daily rhythm of T, Moreover, because the recording
of T, was continuous throughout the experiment, we also check if daily torpor or hibernation bouts were
expressed during prolonged exposure to SP conditions.

2 Materials and Methods

2.1 Animals

Barbary striped grass mouse, Lemniscomys barbarus (Linnaeus 1766) is a rodent (suborder: Sciurognathi;
family: Muridae). This species has a strictly African distribution, and can be commonly found in North and
sub-Saharan Africa in dry and semi-arid zones, where it frequents local biotopes relatively wet and rich in
vegetation. The reproduction of this mammal appears to take place mainly in the spring/summer months
(Ouarour, unpublished observations).

Since 2004 a breeding colony is developed at the Faculty of Science in Tétouan (north of Morocco).
Animals used in the present study freshly trapped in the region of Tétouan around the village of Benkarrich
(around 35°30 N, 5°25 W). At this latitude, photoperiod changes from a maximum of 14h35 to a minimum
of 9h43 of light. The annual climate presents mainly two distinct seasons: a raining or wet season from
October to April and a drier season from May to September. Ambient temperature oscillates from a
minimum during the mild winters of 3-8°C around January to a maximum during the relatively hot summer
of 30-35°C around August.

In the area of captures, water is available even in summer. Every year, captures were made throughout
the summer (June 15th to September 15th) with traps checked and baited daily with fresh food (bread
and olive oil). After transport to the laboratory, trapped animals were housed singly in transparent cages
(22x16x14 cm) under controlled squared 16h light-8h dark cycles (LD: 16/8, lights from 04:00 to 20:00 h,
white light 200-300 lux during light phase, constant <5 lux red light). Ambient temperature was 22.2+2°C.
Water and food (barley and pellets B3, Agropress, Casablanca, Morocco) were supplied ad libitum.
Animals used in this work had a body weight ranging between 33 and 59 g.

All manipulations of animals were made in Morocco in agreement with local legislation. Moreover, all
procedures used in animal experimentation complied with the French National law, implementing the
European Communities Council Directive 86/609/EEC. All efforts were made to minimize the number of
animals used and their suffering, and the study met the ethical standards..

Tb Recording

Animals were anesthetized intraperitoneally by a mixture of 0.1ml of Rompun 2% (Xylazine) and 0.8ml of
Zoletil 20 completed in a final volume of 5 ml with the NaCl 0.9 % (0.15ml/10g bodyweight). Anesthesia
lasted more than one hour when implanting the miniature data loggers. Just before the injection of
anesthetics we made the animal sniffing at cotton soaked with halothane (Laboratoires BELAMONT, Paris,
FRANCE). A horizontal incision of less than 20 mm was made through the abdominal surface beforehand
shaved in scissors and disinfected with alcohol solution and the data loggers were implanted. The incision
was sutured closed and the wound sprayed with an antiseptic spray. After surgery, hypothermia was
avoided with exposure in a heat coming from a light source. Generally, all animals recovered completely
from implant surgery and their behavior it’s normal.
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The temperature-sensitive data loggers (DS1922L Thermochron iButtons®, Dallas Semiconductor, Texas,
USA) used were coated by biocompatible silicone. The loggers were set to record the animals’ Th every
30 min with a resolution of 0.5°C and during 25 weeks. The data stored in i-buttons are got back at the
end of the experiment via a reader connected directly with a computer by a bearing COM.

Testosterone Administration and Castration

Testosterone capsules (4-androsten-173-ol-3-one, Sigma, Saint-Louis, MO, USA) measuring 10 mm were
prepared with silastic tubes (DOW Coming, Midland, MI, USA; 1.57 mm internal diameter and 2.4 mm
external diameter). Their extremities were occluded with silastic glue (DOW Corning). Testosterone
capsules were stored at 4°C until use. In the Siberian hamster, Phodopus sungorus, a rodent of the same
size as our animal model, capsules of this size filled with testosterone reproduce the physiological
plasmatic concentrations E53[E. The subcutaneous implantation of capsules was made by making a small
latero-dorsal incision in the same time that of implantation of data loggers. Castrations were also
performed by an abdominal incision in the same time that of implantation of data loggers.

Experimental Design

To establish the daily pattern of Tb rhythm in Lemniscomys barbarus, the effects of photoperiod and
sexual steroids on daily rhythm of Tb, a total of adult’s 20 males, trapped between July and October, 2009,
were implanted with data loggers at the first week of December, 2009. The animals were subdivided into
various experimental groups for Tb continuous recording during 25 weeks until May, 2010:

- Males animals were maintained in LP: 16/8 conditions ( & LP group; n=5);

- Males animals were maintained in SP: 8/16 conditions, lights from 08:00 to 16:00 h ( & SP group; n=5);

- Males animals were gonadectomised and transferred to SP: 8/16 conditions ( & SP GDX group; n=5);

- Males animals were gonadectomised, implanted with testosterone capsules and transferred to SP:
8/16 conditions ( & SP GDX-T group; n=5).

Data Analysis

All data are expressed as means * S.E.M. Tb measurements were averaged for each half hour. Circadian
rhythms were assessed by cosinor analysis using a nonlinear regression model. The analysis generated the
following rhythm descriptors: mean level, amplitude and acrophase of Tb with SigmaPlot 11 software
(Jandel Scientific, Chicago I, USA). To take into account the bimodal pattern of body temperature in
Lemniscomys barbarus, a much better fitting was obtained with double-peak cosinor regression @6; 52 as
follows:

f=y0+((a/((1+exp(slopel*(t1-d-x)))*(1+exp(slopel*(-t1-d+x)))))+(a2/((1+exp(slope2*(t2-d-
x)))*(1+exp(slope2*(-t2-d+x))))))

Where y0 is the mean level, a the amplitude, t acrophase, d half-duration to reach the peak, a2 and t2 are
the secondary amplitude and acrophase of double peak. We explored changes in Tb using ANOVA; Two
Way Analysis of Variance was performed with using of ‘Bonferroni t-test’ for all pairwise multiple
comparison procedures. The effects are considered as significant if p<0.05.
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3 Results

3.1 Daily patterns of Tb: photoperiodic effects

The records of body temperature of a representative Lemniscomys barbarus maintained under a natural
photoperiod are shown in figure (1-a). Clair daily rhythmicity is evident. Temperature oscillates between
36.41°C and 39.91°C, corresponding to normothermia, with a mean of 37.83 °C. To facilitate visual
inspection of the synchronization between the body temperature rhythm and the light-dark cycle, Figure
(1-b) and (1-c) show the grand means of temperature calculated by first averaging the body temperature
readings at each time point over the 10 days for each animal and then averaging the data for the animals.

The majority of the highest values of daily thermal activation were positioned during the light-Phase. The
cosinor regression of the daily profiles of Ty, confirmed that the values variations are synchronized by the
light-dark cycle (LD) as well in LP (Fig.1) as in SP conditions (Fig.2): the values of Ty, rose during the light-
phase and their reduction coincided widely with the night-phase.

Profiles of the average daily Ty, rhythm corresponding to males exposed to LP (Fig.1) or SP (Fig.2) conditions
show that the Ty, rhythm is biphasic independently of photoperiodic regime. In LP conditions, there was a
morning peak at 4.07+0.24 (Zeitgeber time) and later ones at 15.88+0.15. Peaks occurred during the light-
phase which extends from 04:00-20:00h.

In SP conditions, the first acrophase is at 2.46+0.48 of dark-phase and the last one at 15.83+0.13 in the
end of light- phase. In SP conditions, lights from 08:00 to 16:00h show that the first acrophase took place
during the dark-period while the second one occurred just before light-offset.

The average Ty, values in SP conditions was significantly higher in males in comparison to LP conditions
(37.17 vs. 36.73, p<0.001; Bonferroni t-test). Nevertheless, the average of the first and second amplitude
in LP were significantly higher than SP conditions (1.28 vs. 0.70, p<0.001; 3.17 vs. 2.26, p<0.001).

The acrophase was significantly differences between LP vs. SP for the first and second peak, respectively,
5.19 vs. 3.57 (p<0.001) and 15.08 vs. 15.02 (p<0.001). The first and second acrophase were significantly
phase advanced in SP conditions compared to LP. Acrophase was phase advanced in SP than LP conditions.
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Figure 1. Body temperature (Tb, °C) of Lemniscomys barbarus males during exposure to a long
photoperiod (LD 16:8). (a): continuous measurement of Tb over 10 consecutive days, (b): mean (+ SEM) body
temperature, each averaged over 10 days, as function of time of day. (c): mean of Tb with cosinor regressions

on 10 consecutive days of recording of Tb (—: express the best-fit non linear regressions). The grey shading
indicates the dark phase.
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Figure 2. Daily profiles of the average of Th rhythm in males Lemniscomys barbarus during exposure to a
winter-like short photoperiod (LD 8:16). (—: express the best-fit non linear regressions). The grey shading
indicates the dark phase.

3.2 Daily patterns of Tb: photoperiodic effects

In SP conditions, castrated animals showed a biphasic daily Ty, rhythm independently of testosterone
administration or not (Fig. 3). In SP GDX group, the average value of Ty, on the 10 consecutive analyzed
days of measurement was 37.26+0.05°C, the first acrophase was at 3.92+0.22 and the second one was at
14.05+0.13. While the average for the first amplitude was 0.86+0.15, the second one was 2.73+0.39.

In SP GDX-T group, the average value of T, on the 10 analyzed days of measurement was 37.25°C+0.12,
the first acrophase was at 4.34+0.48 and the second one was at 15.20+0.19. The average for the first
amplitude was 0.58+0.11 and 2.00£0.12 for the second one.

The comparison of GDX group vs. control group (intact males) shows that the average value of T, was
significantly higher in GDX group (p<0.001, 37.04 vs. 36.78; Bonferroni t-test). Also, the average of the
first and second amplitude in GDX group were significantly higher than control group (1.16 vs. 0.94,
p<0.001; 3.18 vs. 2.50, p<0.001). The first acrophase was significantly delayed in GDX group than control
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group (4.72 vs. 3.26, p<0.001), however, the mean value of second acrophase was significantly advanced
in GDX group than control group (14.07 vs. 15.85, p<0.001).

The average value of Ty was significantly higher in GDX-T group than control group (p<0.001, 37.03 vs.
36.78; Bonferroni t-test). The mean value of the first and second amplitude were significantly higher in
control group than GDX-T one (0.94 vs. 0.87, p<0.001; 2.50 vs. 2.46, p<0.001). The first acrophase was
significantly delayed in GDX-T group than control group (5.15 vs. 3.26, p<0.001). In the contrary, the
second acrophase in GDX-T group was phase-advanced than in control group (15.22 vs. 15.85, p<0.001).

39,0 - 39,0 1

—_
E- 18,5 = 8.5
2
2 2
£ g
2 o
2 330 380
£ o
= =
g 8 75 4
m 375 m 37,5
b
37,0 A 37,0 A
36,5 T T T T ] 36,5 T T T T 1
0 5 10 15 20 25 0 5 10 15 20 25
Time (hours) Time (hours)

(a) (b)

Figure 3. Daily profiles of the average of Th rhythm in males Lemniscomys barbarus under a short
photoperiod condition (LD 8:16), castration (a) and testosterone administration (b). GDX and SP GDX-T. GDX,
castrated animals and T, testosterone. The grey shading indicates the dark phase.

3.3 Daily torpor phenomenon occurrence

To determine if Lemniscomys barbarus engage in daily torpor phenomenon, data of continuous T,
recording in males exposed to SP: 8/16 conditions were minutely analysed between the 8th and the 25th
weeks. In the present experimental conditions, no evidence of torpor bouts occurrence was observed. No
sign of hibernation bouts was either observed, even in castrated animals. The T, variations do not reach
the characteristic values of daily torpor in small rodents (15°-20°C; [44]).

4 Discussion

By the use of miniature temperature-sensitive data loggers we were able to record continuously the Ty,
over several months. We confirm the diurnal feature of Lemniscomys barbarus already observed with
wheel-running activity parameter [21]. We observed a strong rhythm of T, in both photoperiodic
conditions tested (LP and SP) in males. No arrhythmic individuals within our species can be reported, T
was always rhythmic and diurnal under our laboratory conditions. A daily peak of Ty, is observed during
the light-phase that is logical for diurnal. Body temperature and locomotor activity rhythms are known to
be robustly associated in time [38; 49]. Thanks to the determination of the profile of the daily T, rhythm
we were able to confirm the bimodal character of the daily rhythmicity in Lemniscomys barbarus, a
character also already demonstrated in report to its wheel-running activity [21]. We know, indeed, that
the bimodality is very close to the locomotor activity and the corticosterone rhythms [36; 52]. In our

URL:http://dx.doi.org/10.14738/tmlai.54.2970 | 36 |




Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017

animal model the daily T, rhythm was biphasic independently of photoperiodic regime, i.e. LP or SP.
Moreover, the biphasic behavior seems to be a genetically strong character in Lemniscomys barbarus
since it doesn’t alter by the gonads status.

Many authors explain the bimodal character in terms of ecophysiology by moving forward that this mode
allows the animal to avoid the important hot temperatures of the middle-day. Similar bimodal activity
was obtained in other diurnal species, i.e. Arvicanthis ansorgei [6], Arvicanthis niloticus [50] and Octodon
degus [31; 37]. However, in other diurnal species as Spermophilus tridecemlineatus, Canis familiaris, Equus
caballus and humans [40; 24; 34], the rhythm of Ty, is unimodal even if the minimal values are registered
during dark-phase as for L. barbarus.

This work demonstrates that daily Ty, pattern is synchronized by the light-dark cycle and that L. barbarus
shows a flexibility of this rhythm towards photoperiod variations; this result confirms the photoperiodic
character of this species [21]. A study of c-fos expression rhythm shows indeed that the adjustment of the
functioning of the endogenous clock is fast in long compared to short days [48; 54]. It would be interesting
to verify, in our animal model, the profile of the daily rhythm of the core body temperature after a bilateral
destruction of the SCN to confirm the role of circadian pacemaker of these nuclei. Furthermore, many
studies were interested on the seasonality of the T, rhythm [57; 1; 58] and the influence of photoperiod
via its hormone the melatonin on the mechanisms of regulation of T, was demonstrated; for example, in
Acomys russatus, another diurnal species in whom the percentage of the Ty, rhythmicity is lesser in SP than
in LP and the exogenous melatonin has a repressor effect on this rhythm [16; 17].

In this work we show that the T, values oscillate between 36.41°-39.91°C in males whatever the
photoperiodic regime. These changes are almost similar to others endotherms who display a daily
oscillation in Ty [26]. This relatively large range of T, rhythm oscillations may have beneficial effect on
thermoregulation in an environment with daily ambient temperature cycles like at Tétouan latitude
(North of Morocco). Nevertheless, the range of Ty, oscillation obtained in Lemniscomys barbarus was
slightly higher compared with that of a dark-active rodent like the Syrian hamster, e.g., 2.9°C[39]. Barbary
striped grass mouse is a very lively and very active rodent as demonstrated by Lahmam (2008) [21] thanks
to the wheel-running activity and the accentuate range of T, oscillations can be due to an increased
activity as confirmed in several species [38]. Besides, in the Djungarian hamster, Phodopus sungorus, a
similar-sized rodent than our model animal, mean T, was 33.18°C+1.4 in the warm (20.0°C+0.86) [51].

In our diurnal rodent, Lemniscomys barbarus, photoperiodic effects on the daily T, rhythm were observed.
The amplitude of the daily Ty, rhythm was higher in LP than in SP conditions. In the Siberian hamster, a
similar-sized rodent, several daily rhythms were also lower in amplitude in short days than in long ones
[35].

Concerning the sexual steroids action we observed that testosterone affects the acrophase timing (phase
advance peak), the amplitude and the average of the T, rhythm. In both group, GDX and GDX-T the mean
values of T, were higher than control group. Indeed, the first acrophase was significantly advanced in
control group than GDX and GDX-T groups. However, the second acrophase was phase-delayed in control
group than GDX and GDX-T groups. The effects obtained after experimental processes such as the
castration or the exogenous testosterone administration, which remain artificial approaches, are
contrasted by the fact that in non treated animals exposed to LP or SP conditions the spontaneous
testicular activation and gonads atrophy, respectively, can be of a variable level.
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It was indeed reported that the testosterone plays a role especially in the organization of the daily Ty
pattern [29]. Because sexual steroids concentrations in LP are supposed constant even after 25 weeks,
average Tp, the amplitude and the acrophase did not change according to time in LP. Besides, since the
age of animals captured in the nature is difficult to estimate, we cannot exclude the effect of the age
which can also explain the characteristics changes of the T, rhythm. The animal’s age, indeed, can alter
the circadian rhythm of T, [28; 1; 56].

To survive in the rigorous conditions of the bad season, small-sized heterothermic mammals develop
various strategies of seasonal acclimatization among which the expression of the daily torpor [55; 14].
This annual function is essentially controlled by photoperiod and ten weeks of SP exposure in laboratory
conditions are enough for leading the torpor appearance [33]. In Tétouan region, the captures of
Lemniscomys barbarus being much less successful during the bad season than during the spring and
summer, we strongly suspected this rodent of living in lethargy; the torpor bouts expression was then
investigated.

In our experimental conditions with food ad libitum and thermoneutrality, L. barbarus did not express
episodes of torpor further to a long exposure in SP conditions (SP: 8/16) in intact and castrated animals.
In the other hand, the mouse Peromyscus maniculatus is sexually inactive when the food becomes rare
[3]. So, the daily torpor phenomenon in certain species of mammals can be led by a food deprivation [47].
In this work, we tried to highlight daily torpor while animals were in condition of food in excess. It is
possible that in Lemniscomys barbarus a partial hardship of the food could potentiate the effect of torpor
induction by SP. It’s well know indeed that in temperate regions heterothermic regulations are most
pronounced during long and severe winters when low ambient temperatures are normally associated with
reduced food availability [13]. In future works, it would be of a certain interest to verify this track in
Lemniscomys barbarus maintained in SP conditions associated to cold and food restriction.

5 Conclusion

This study showed for the first time the profile of daily Ty, rhythm in Lemniscomys barbarus, characterized
by a strong rhythm in both photoperiodic conditions (LP and SP) with a daily peak during the light phase
which confirms the diurnal feature of our species.

According to the experimental conditions of this work, we were not able to establish if Lemniscomys
barbarus engage on the phenomenon of daily torpor. Nevertheless, this characteristic mechanism of
energy saving in the small-sized mammals could be demonstrated in a future study by the combined
effects of SP, low ambient temperature and reduction of food access.
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ABSTRACT

This study concerns the tracking control problem of the wind turbine generator system with uncertainties
parameters and external disturbances. Based on T-S fuzzy model, a fuzzy observer-based and a fuzzy
robust state feedback output tracking control are developed to reduce the tracking error by minimizing
the disturbance level caused by the wind speed. Using a Lyapunov function combined with Heo tracking
criteria and a judicious of the famous Young relation, a sufficient stability condition for the robust fuzzy
tracking control formulated in terms of linear matrix inequality, which can be very efficiently solved by
using LMI optimization techniques. The simulation results are given to show the performance of the
observer-based tracking controller.

Keywords—Wind system, Hee tracking control, observer-based controller, linear matrix inequality (LMI).

1 Introduction

The Takagi —Sugeno (T-S) fuzzy model approach has nowadays become popular since [1][2][6], it showed
its efficiency to control complex nonlinear systems with uncertainties parameters and used for many
applications [7]. This fuzzy dynamic model is a piecewise interpolation of several linear models through
membership functions [4]. It is described by fuzzy rules of the type IF-THEN that represent local input
output models for a nonlinear system [2]. For more details on these topics we refer the reader to Tanaka
and Wang [6].

For a few years, the trend of fuzzy tracking control for uncertain nonlinear systems has attracted great
attention [14] [8]. The main issue in the control theory is that of controlling a system in order to have its
output asymptotically tracking reference signals [10]. Despite an abundant literature on stability
conditions of T-S models, few authors have dealt with the tracking problem. Some works are concerned
with state feedback, Hee performances and output feedback [12]. The most important issue for fuzzy
tracking control systems is how to reduce the tracking error between the desired trajectory and the actual
output values rapidly with the guaranteed stability [16]. In this work a sufficient condition are derived for
stabilization of the robust fuzzy tracking controller and the robust fuzzy observer in the sense of Lyapunov
asymptotic stability [15].

DOI: 10.14738/tmlai.54.2971
Publication Date: 15th August, 2017
URL: http://dx.doi.org/10.14738/tmlai.54.2971



Kaoutar Lahmadi, Ismail Boumhidi; Fuzzy Robust Hoo Tracking Control For Wind Generator System: LMI
approach. Transactions on Machine Learning and Artificial Intelligence, Vol 5 No 4 August (2017); pp: 43-54

In the last decade, optimal Hee control theory has been well developed and found extensive application
to efficiently treat the robust stabilization and disturbance rejection problems. The Hee control
performance for uncertain nonlinear systems is proposed to attenuate the effects caused by modeled
dynamics, disturbances and approximate errors [13].

The task of tracking is a typical control problem in the industry. In this study we focused in control of wind
system formed by a turbine, a driving shaft and a double fed induction machine .As well known, the
primary energy source of the wind generators is the wind which is unpredictable and varies frequently
[9]. Wind energy has greatly progressed by becoming one of most renewable energy competitive [5].The
control plays a very important role to make wind technology more profitable and reliable. Then an Heo
output feedback controller is designed by taking into account directly wind speed as perturbation [15].

In this paper, the tracking problem for wind turbine is studied using the T-S fuzzy approach. First a fuzzy
augmented system is constructed by regrouping the T-S fuzzy model, a fuzzy observer, a fuzzy tracking
control. Then, based on Lyapunov function combined with a Young Relation and Hee criteria a new
condition for stabilization of the whole system is obtained. This condition is applied on wind turbine
system with uncertainties parameters and external disturbances in order to guarantying the
performances and to reduce the tracking error by minimizing the disturbance level caused by the wind
speed. The proposed methodology is formulated as the linear matrix inequality problem (LMIs) which can
be solved very efficiently using the convex optimization techniques.

The paper is arranged as follows: the uncertain T-S fuzzy model with external disturbances, the tracking
criteria as well as the observer design and the tracking control law are described in section (I1). In section
(1) a sufficient condition based on the observer-based tracking control and using Lyapunov function is
developed in order to in to minimize the tracking error. Section (IV) presents the performances of the
proposed method according to robustness tests are shown through simulations of the wind turbine in.
Section (V) concludes this paper.

2 Problem formulation

2.1 T-Sfuzzy model

Let consider the T-S fuzzy system with uncertainties parameters. The i-th rule is described as follows:

Plant rule:

If  z @) isny,and .. and z (1) is N,

Then {X(Z) = (A,. +AA7.)x(t)+ (Bi + ABi)u(t)"‘ Bz,(o(t) (1)
y(@)=Cx(t)

Where N a fuzzy setis, x(r) e R" is the system state vector, 4 (1) e R is the control input vector,
@ (t) e R” is the disturbance input vector, y(r) e R” is the system output, 4. B, C, are known

constant matrix that describe the nominal system, z (1) =[z,(¢), z, (¢), ,z,(1)] are the premise

variables. The Lebesgue measurable uncertainties are defined as
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AB.(t)= H,F,(t)E,, ,Where matrices x# £ _ and g, are constantof appropriate

ai?

AA,(t)= H F,(t)E

dimension and F(¢) is unknown matrix function which is bounded by: F.” (r)F, (1) < I

Given a pair of (x(#),u(¢)), the final outputs of the fuzzy systems are inferred as follows:

" 1O, + A (O)x(0) + (B, + AB,(O)u(t) + Bya0)]
" u4,(2(0)

x(n=

4, (2(0)

Where 1, = T[] Nyz(t)and p (z(1)) = ——222
2o M (z(0)

The defuzzification process of the TS fuzzy model (1) with uncertainties parameters can be represented
as: X(1) =Z:1 B (ZON(A, + A4, (0)(0)+(B, +AB, ()uu(?)+ By, (1)] (2)
= ZZI hy (2(O)Cx(1)

2.2 Observer design

In the present work, the case where the state variables are not available for the feedback control with
unmeasurable premise variable is considered.Therfore, the following T-S observer is considered to deal
with the state estimation of T-S nonlinear system (2).

A=Y A0+ Bu(t)+ G, (y(1)~ (1)) a)
=3 Ci0)

WhereG (i = 1,..., r) arethe observersgains to be determined and x(¢) is the state estimation.

Let us define the state estimation error ¢ _(¢) as:
e (1) = x(1) = £(1) &,(1) = 3(1) ~ (1) (4)

2.3 Tracking criteria

To deal with the tracking problem for the T-S fuzzy system, we consider the following reference model:
X, (t)= A, (t)x,(t)+ r(t) (5)
x,(t) thereference state;
A, (t) aspecified asymptotically stable matrix;
r(¢t) abounded reference input.

Then the objective is to design a T-S fuzzy model-based controller, which stabilizes the fuzzy system (2)
and achieves the g tracking performance related to tracking error e, (¢) as follows [tong 2002]:

["el ()0e, )d )< [ ¢7 () (1)d (1) (6)
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Where t, denotes the final time, Q is a positive definite weighting matrix, and 77 is a specified

attenuation level.
The tracking error is defined by:

&, (t)=x(0) ~x, (1) &, (1) = X(1) 5, (t) (7)

2.4 Tracking control:

Suppose the following fuzzy controller is employed to deal with the above control system design, the
control structure is choosen as a PDC law:

u(ty==3_" h,(z()k,(x, ()~ %)) (8)
Where k. are gain matrices with appropriate dimension.

Let us consider the estimation error ¢ (¢) = x(¢)-x(¢) , the tracking error state reference e, (r) = x(t) - x,(¢)
and the state reference x () .By substituting (2),(3) and (8)in (4),and substituting (2), (5)and (8) in (7) we
get:

e, ()=3" h(z(O)(4, ~ L, Ce, (1) + A(D)e, (1)
+ AA(t)x,(t)+ AB (t)kj (e, (t)—e (1) + B,,0(t)]

&.(0) =2 h(Z(O)I(4, = 4, + MD)x, (1) + (4, + Ad(D))e, (1)
+(B, + AB(0)k (e, (1) —e (1) + By,0(t) = r(1)]

%,(1) = A, (D)x, (6) + r(1)
The state vector for the global closed loopis x"(r) = (7 (1) e’ (t) x' (1))

Some easy manipulations lead to the following augmented system:

x,(0=2 > b O EO)A, (0)x, 1)+ S(1) (9)
Where:
50)_{1{[)} - -1 B,
o(0) S(t)=| 0 B,
I 0

4+MO+BE+ABOk, Bk, —MBOk,  4-4+M()
A0=  MO+ABOK, A-LC-MBOk MO
0 0 4
Hence, the tracking criteria g _(6) with the augmented vector x_(¢)can be modified as follows:

[/ x100,x,0d0) < n* [ § (OF ()d (1) (10)

With g, = (0,0,0,00and ¢" (NP(1) =r" ()r(1)+¢" (O)e(t)
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3 LMI Formulation of the Fuzzy Observer-Based Tracking Control
The design purpose in this study is to determine the gains k, and L, described in (9) to ensure the

asymptotic stability of the closed loop system (9) and achieve the p tracking performance in (10).The
main result on the fuzzy tracking control design of T-S fuzzy model with uncertainties parameters are
summarized in the following theorem:

Theorem .Given the uncertain system described by (2).If there exist a symmetric and positive definite

P=P" > 0and o ~ o some matrices X W, and a positive scalars  , 4, u,, 1, and g, such that the

following condition (11) hold for ;, j = (1,...., r) :

%, N -BX, 3, NE, NE, XE, -XE, -N BN|

* g 0 0 0 0 0 0 0 0

* * pI 0 0 0 0 0 0 BB, (11)

* * ¥ Zu 0 0 0 0 P 0

* * * * - ’1[1 0 0 0 0 0

* * * * * ! =<0

—15 1, 0 0 0 0

* * * * * * _ *1[3 0 0 0

* * * * * * * _#;'[4 0 0

* * * * * * * * _,7215 0

* * * * * * * * * _772[6
With:
Z =N1AiT +4N+X?B,T +BiX/' "'(/'117l +/u; +/‘;l +1U;1)HiHiT
YX,=4AN-AN
Iy = AiTPz +h4 - VV/'TCI'T - CiW/
Zy :AVTP3 +h4,

. . N = Plil
The controller and observer gains are given j =(1,....») by Y —x p-
i T
Wj = PZLJ.

Proof. Let us now consider the following candidate Lyapunov function for the augmented system (9):
V(t)=x!(t)Px, (1) (12)
Where the weighting matrix P=P7 >0
Using (9) the time derivative of y (¢) is the following by
V(6) = 3] (OPx, () + x [ (DPF, (1) (13)
Substituting (9) into (13) we get:
V()= 2 h(zO)h, (z(O)xg (O(A] ()P + PT A, (1)x, (1)
+47()S"Px, (1) + x! (1)P"S$(1)] (14)

To ensure the stability of the augmented system (9) and guarantying the i performances in (10), the

condition to verify is:

V() + 2 (DQ,x, (1) =16 (1§ (1) < 0 (15)
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From equations (14) and (9), (15) becomes: Z:Zlh,.(z(t))Z’:lhj(z(t))[x[(t) q;r(t)]

4P +7PZ[]. +0, PS [xa(t)} Zo (16)
5Tp 21| #(1)
This is satisfied if:
{AUTP +7PZU. +Q, PS } 2o (17)
STp -n’I

Fortunately (16) can be transferred into a LMI problem which can be solved by using convex optimization
techniques. Let us assume that p = diag (P,,P,,P,)With p=p" =0, =P/ ~0,P, =P/ =0

Substitution of P into (16) yields:

err(t) Y, Y, Y; - P PB, || e (1)

e: (t) Y, Yy 0 P,B,; || e (1) (18)
x; (1) * Yy Py 0 x, (1) <0

r (1) AT S r(1)

o] L* o =T e®)

With:

Y, = A’ P+PA, + k! B/ B+ PBk, + A4l ()P,

+ BAA (1) + k[ AB] (1), + PAB.()k, + Q

Y,, = AA] ()P, + k] AB] ()P, - RAB,()k, — P.Bk,

Y= PA - PA, + PAA(7)

Y,, = A'P, + P,A, - P,L,C, - C] L' P, — k] AB! P, - P,AB,(0)k,

Y, = BAA(1)

Yy = A P+ P A,

In order to solve the matrix inequality above we rewrite the matrix (18) in format of to matrices the
constant term and the uncertainties term as follows:

4, 4, 4 -F BBy B, B, B, 0 0
4, 0 0 BB, * By, By 00 With: (19)
* * Ay, P, 0 |+ * * 0 0 0[<0
* * * _p? 0 * * * 0 0
% % * % _ 772] % % * * ()

Ay = AP +PA +k]B'P +PBk,+Q

4, = _PlBik/'

A, = P4, - R4,

Ay = AiTPZ + P4 - PZL/Ci - CiTLiPZ

Ay, = ATP + P A,

By, = A ()P, + PAA (1) + k] AB! (1)P, + PAB,(1)k,
By, = AT ()P, + kTAB] (1)P, - PAB,(0)k,

B, = BAA4,(t)

B,, = —ijAB,.TPZ — PZAB,.(t)kj

B,y = PBAA(?)
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By introducing new variables N= P, X, =kp" and W,=PL, after per-post-multiply the inequality (19) by
diag[P”" I 1 1 I]we obtain the following form:

A11 Elz 213 - Nl BZiN Ell lElz 1313 00
* Azz 0 0 PZBZi * Bzz st 00
« s A, B0 |+ * 5 0 0 0]<0 (20)
* * * _,72] 0 * * * 0 0
* * * * _,72] * * * * 0

Ay =N"AT + AN+ X B + B.X ,+ NON
le = _BiX/’
A, = AN - AN
Ay = AP+ P4, -W,C -C/W]
Zsa = Afps + P4,
By, = N"AA[ (1) + A, ()N + X TAB! (1) + AB,(1) X,
B, = N"AA[ (t)+ X[AB (1)~ AB,(1) X,
B = A(ON
B, =—X[AB/ —AB,(1)X,
By = A4, ()N
Then using the uncertainties structure defined in (1) the term with uncertainties in (20) becomes:
H, N"EL
H, 0
0 |F[E,N 0 E,N 0 0]«|NTET|FT[H] H 0 0 0]
0 0
0 0 21
H, XTE] (21)
H, - XTE,
+| o |RlE,x, -E.x, 0 0 o]+| o |F'[EHT HI 0 0 0]
0 0
0 0

The following lemmas are needed to propose LMI conditions:

Lemma 1.[] Given constant matrices 7 ,and E

ai®

E,, of appropriate dimensions , z. =~ 0and F(¢) satisfied
F'(0)F(@t)<I the following inequality holds :

HF(OE, +E,F"(OH] <u'HH +pELE,

Lemma 2. [] shur complement the LMI:

[Q(y3+ pI S(y)} Zo
ST(y) Ry

is equivalent to R(y) <0,0(7)~S(R(»)'S"(»)<-pd Where 0(y)=0"(»),R(»)=R"(y) and §(y)depend

affinelyon y and p is areal number.

Remark 1. The parameter uncertainties A4 (¢),AB,(t) will represent the impossibility for exact

mathematical model of a dynamic system due to the system complexity. The uncertainty has been widely
used in many practical systems [11] [12].

By applying lemma .1 in term with uncertainties (21) we have:

Copyright © Society for Science and Education United Kingdom m



Kaoutar Lahmadi, Ismail Boumhidi; Fuzzy Robust Hoo Tracking Control For Wind Generator System: LMI
approach. Transactions on Machine Learning and Artificial Intelligence, Vol 5 No 4 August (2017); pp: 43-54
NTET

0

=

a0 [ 0 0 0 0]+a [E.N 0 0 0 0]

0
0
0

1T O O O O

+ 1y 0 #7 0 0 o]+u|N"EL|0 0O E,N 0 0]

|

(22)

+ou; [T 0 0 0 0]+u

1

= 1T
cocoXToc ocoococolXoocooXo

|
1

+ s o # 0 0 o+u| o |o -k&,

r
L

Then, replacing (22) and (20) in (19) and applying lemma.2, we get the LMI (11), this condition can be
efficiently solved numerically by using a linear matrix inequality (LMI) framework, wich ends the proof.

4 Example and Simulation

To illustrate the proposed fuzzy robust tracking control condition, a control problem of a wind generator
is considered.

By defining the state vector x(f) = [Q Q, Qg IB]T and the control signal asy = [,5 Q. ]T , The reference state vector
to track is defined as x.(1) = [Hrs Q, Qgr ﬁr]rthe fuzzy model of the WECS can be described as:

{x(x) = A(2)x(t) + Bu (1) + B,V (1) (23)
y(t) = Cx (1)
Where:
0 1 -1 0
_K, _ B, B, Tp(z0)
I, I, g, ,
A(z)=| K, B, (B, +8,)
Jg Jg g
0 0 0 -1
T
0
0
T
0 0 B rv';zo)
B=|o Z : 0
JS'
Loy 0

Iy

c=[0 o 1 0]
Where ¢ denotes the torsion angle, 3 is angular velocity of rotor, O . s angular velocity of generator,

K, is the stiffness of the transmission, Bis the damping of the transmission,J and Jgare the inertia of

the rotor and generator, respectively.
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T’ is the aerodynamic torque.  and g, are the actual and desired pitch angles, respectively.

4.1 T-S Fuzzy Modeling:

The wind generator system is then described by the following four IF-THEN rules:

1

If Bis F' and V'is F, then {fcz Ax+Bu+B,p
y=0Cx

If Bis F' and V'is F then {X=AZX+BZM+BZZ¢
y=Cx

If Bis £* and Vis F then {56=A3X+B3u+323(p
y=0Cx

If Bis FFand Vis FE then {X=A4x+B4u+Bz4(p
y=Cx

In order to obtain the best performance from this non linear system (23) the following T-S fuzzy model is
given:

i)=Y hEONA +AOX) + (B +ABO)u(t) + Byt
HO=Y h(=O)XCx) (24)

The parameter uncertainties A4, (), AB, (¢) represent the impossibility for exact mathematical model of a

dynamic system due to the system complexity. The wind generator is a complex system then the presence
of uncertainties is possible.

Where:

p(1) =V (1)
h(2)=F (BYF,(V), h(2)=F (BF, ),
hy(2)=F (BYF) (V) hy(2)=F ' (BF, (V)
hy(2)=F*(BYF, (V), hy(2)=F(B)F, V),
h(2)=F (B)F; (V) hy(2)=F (BF, (V)

0 1 -1 0
K, B B, h
J, J, J, J,
A4, =] K, B, _(BS+Bg) 0
Jg Jg Jg
0 0 0 1
L (.
[0 1 -1 0]
K B B Ip
g d
A= E E (B +Bg) 0
J, J,
0 0 0 1
L 7
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A, = A, A, = A,

0
0
B
B=|0 e
Jg
-0
T
c=[0 o 1 0]
B=B, =B, =B, =B,
C=C=C,=C,=C,

Numerical value:

K, =1.566 *10° N /m,z =100 ms

B, =3029 .5Nms /rad ,B, =15.993 Nms /rad
J, =830000 Kg.m*,J, =5.9Kg.m’

T =7239807 5, =37607(

T,=1064401 , =85370

vl

0

0
J, B,,=B,, = J,
0 0
0 0

The control objective to attain is the best tracking of rated power while regulating rotor speed.

We consider output tracking control network-based T-S fuzzy system described by (24), we show the
effectiveness of the proposed method by performing output tracking control for the T-S fuzzy system.

Solving LMI (11) by using the Toolbox LMI optimization algorithm, feedback and observer gain matrices

can be obtained as:

=

-0.0000

{ -0.0003
[ -0.0000
* | -0.0003
[-0.0000
> |-0.0003
[ -0.0000
| -0.0003
0.0003

0.0000

0.0764

0.0000

0.0003

0.0000

0.0764

0.0000

-0.0000
-0.0000
-0.0000
-0.0000
-0.0000
-0.0000
0.0000
-0.0000

0.0000
-0.0457
0.0000
-0.0457
0.0000
-0.0457

0.0000
-0.0000

0.0000
-0.0000 |

0.0000 ]|
-0.0000 |

0.0000 -0.0000 |
-0.0568 -0.0000 |

0.0003

0.0000

0.0764

0.0000

0.0004

0.0000

0.0877

0.0000

The simulations results of LMI (11) show that the attenuation level is = 0.3442 so, we can deduce that the
designed T-S fuzzy controller ensures a good tracking performance and can to guarantee the stability.

For simulation, we consider the wind speed input profile
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(17m/s <V < 31m/s) as given in Figure.1.
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Figure. 1. The profile of wind input speed
of 17w32 m/s
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Figure. 2. Rotor speed (rd/s) with Hee observer based

The above figure is presenting the speed rotor tracking. It is clear that the curve follws its reference for
the different wind speed variations. Thus, we can deduce that the designed T-S fuzzy controller ensures a
good tracking performance. The following figure shows the membership function .

————————— h2

h1

h3
h4a
h-activation

80 100

Figure. 3.membership function

5

Conclusion

In the present paper, we have proposed a sufficient condition for robust stabilization of uncertain non

linear system with external disturbances .a robust fuzzy tracking controller and robust fuzzy observer are

devllepoed and analyzed. The main result of this work is the quasi-LMI formulation that can be applied

for control design of uncertain and disturbed wind turbine . Based on the T-S fuzzy model, a fuzzy observer

based fuzzy controller is developed to reduce the tracking error as much as possible by minimizing the

effect of the disturbance level.
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ABSTRACT

Nowadays, e-learning systems have known a major revolution, especially with the emergence of new
information and communication technologies and the enormous growth in the number of learners,
educational content and resources. which causes many challenges in terms of optimizing resources such
as compute, storage and communication, highlighting the need to use a model that meets evolving
requirements and cost control. In this context, cloud computing is proving to be a promising model
because of its permanent scalability and the efficient use of resources. This paper presents the
characteristics of current e-learning systems, then analyzes the concept of cloud computing and describes
the architecture of it by combining the features of e-learning. We propose an approach of using and
harnessing Cloud computing services in e-learning systems to build an e-learning environment based on
cloud computing.

Keywords : E-learning, Cloud Computing, Cloud services, e-learning cloud, e- learning based cloud,
Learner, laas,Saas, Paas.

1 Introduction

At present, most of the conventional education forms are becoming not being suitable for requirements
of social progress and educational development and not being able to catch up with the changes of
learning demand Which continues to increase especially with the emergence of new information
technologies and the enormous growth in the number of learners, The educational content, the services
that can be offered and the resources available, the dimensions of the e-learning system grow at an
exponential rate. Challenges With regard to optimization of resource requirements, storage and
communication requirements and the processing of requests for simultaneous competition, it is necessary
to use a platform that meets the evolving requirements and the control costs.

However, in traditional web-based e-learning mode, system construction and maintenance are located in
interior of educational institutions or enterprises, which results in a lot of problems existed, such as a lot
of investment needed, but without capital gains to return, without development potential and staying
power. Cloud computing is becoming an attractive technology due to its dynamic scalability and effective
usage of the resources; it can be utilized under circumstances where the availability of resources is limited.
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The new information technologies have changed the way of teaching and learning. Being the state of the

art in education means that the institutions providing e-learning should offer new opportunities for self-
regulated e-learning consistent with the new expectations and needs of nowadays digital learners.

Combining the features of traditional learning systems with the cloud-based ones will give the
organizations a powerful tool that is cost effective, easy to maintain, secure and engaging learners and
teachers. But until now the research applying cloud computing to e-learning is not significantly reported.
In order to give a full play for the advantages of cloud computing, in this paper, we tried to attach cloud
computing to e-learning, build an e-learning cloud, and made an active research and exploration for it.

2 Cloud Computing

2.1 General context

The remarkable development of cloud computing in recent years is increasingly sparking the interest of
Internet and IT users seeking to derive the greatest benefit from the services and applications available
on line via the web in service-on-demand mode with per-usage billing.

Cloud Computing is a new paradigm to organize and manage ICT resources. There are various definitions
of cloud computing, one of which is the definition according to The National Institute of Standards and
Technology (NIST) which defines cloud computing as “model for enabling convenient, on-demand
network access to a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and released with minimal management effort
or service provider interaction” [26].

In this context Praveena and Betsy [17] have described the application of Cloud in universities. Delic and
Riley [18] assessed the current state of enterprise knowledge management and how it would turn into a
more global, dependable and efficient infrastructure with Cloud computing. They have discussed
architecture as well as applications. Cloud computing attributes can be visualized from the following

comparison:

Traditional Computing Cloud Computing

* Buy Assets * Buy Service

» Build Technical Architecture * Architecture included

« Payfor Assets b * Pay for Use b

* Administrative Overhead ) * Reduced Admin Function

« Internal Networks A * Over the Internet )

» Corporate Desktop * Any device

» Single-tenant, non-shared * Multi-tenant. Scalable. Elastic.
il « Static ) * Dynamic

» Costly, Lengthy deployments ) * Reduced deployments time
el « Land and expand staffing * Fast ROI

Figure. 1 .Comparison between traditional computer and cloud
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2.2 Cloud computing deployment models

The principle of the cloud is to pool the resources of infrastructures and services in order to optimize their
use and to realize economies of scale. According to the National Institute of Standards and Technology
(NIST) [26], four of the most common cloud deployment models are:

. Public cloud: The cloud infrastructure is provisioned for open use by the general public. It may
be owned, managed, and operated by a business, academic, or government organization, or
some combination of them. It exists on the premises of the cloud provider.

. Private cloud: The cloud infrastructure is provisioned for exclusive use by a single organization
comprising multiple consumers (e.g., business units). It may be owned, managed, and
operated by the organization, a third party, or some combination of them, and it may exist on
or off premises.

o Community cloud: The cloud infrastructure is provisioned for exclusive use by a specific
community of consumers from organizations that have shared concerns (e.g., mission,
security requirements, policy, and compliance considerations). It may be owned, managed,
and operated by one or more of the organizations in the community, a third party, or some
combination of them, and it may exist on or off premises.

. Hybrid cloud: The cloud infrastructure is a composition of two or more distinct cloud
infrastructures (private, community, or public) that remain unique entities, but are bound
together by standardized or proprietary technology that enables data and application
portability (e.g., cloud bursting for load balancing between clouds).

A computing environment can use a multitude of clouds, whether public, private, community or hybrid,
as shownin Fig. 2.

Public Cloud Private Cloud Community Cloud

* Elasticity * Total Control * Meets shared concerns
* Utility Pricing * Regulation
* Leverage Expertise * Flexibility

Figure 2 .Cloud Computing deployment models

2.3 C(Cloud computing services models

Cloud service models describe how cloud services are made available to clients. Most fundamental service
models include a combination of l1aaS (infrastructure as a service), PaaS (platform as a service), and Saa$S
(software as a service). These service models may have synergies between each other and be
interdependent — for example, Paa$ is dependent on laaS because application platforms require physical
infrastructure Fig. 3.
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End
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Application
Developers

a a S ) Network
& Architects

Figure 3 .Cloud computing services models

Infrastructure as a Service (laaS): The capability provided to the consumer is to provision processing,
storage, networks, and other fundamental computing resources where the consumer is able to deploy
and run arbitrary software, which can include operating systems and applications. The consumer does not
manage or control the underlying cloud infrastructure but has control over operating systems, storage,
and deployed applications; and possibly limited control of select networking components (e.g., host
firewalls).

Software as a Service (SaaS): The capability provided to the consumer is to use the provider’s applications
running on a cloud infrastructure. The applications are accessible from various client devices through
either a thin client interface, such as a web browser (e.g., web-based email), or a program interface. The
consumer does not manage or control the underlying cloud infrastructure including network, servers,
operating systems, storage, or even individual application capabilities, with the possible exception of
limited user-specific application configuration settings.

Platform as a Service (PaaS): The capability provided to the consumer is to deploy onto the cloud
infrastructure consumer-created or acquired applications created using programming languages, libraries,
services, and tools supported by the provider. The consumer does not manage or control the underlying
cloud infrastructure including network, servers, operating systems, or storage, but has control over the
deployed applications and possibly configuration settings for the application-hosting environment.

3 From traditional e-learning network to cloud e-learning
E-learning is an Internet-based learning process, using Internet technology to design, implement, select,
manage, support and extend learning, which will not replace traditional education methods, but will
greatly improve the efficiency of education. As e-learning has a lot of advantages like flexibility, diversity,
measurement, opening and so on, it will become a primary way for learning in the new century as in Fig.
4 [27].
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Figure 4. Architecture of a simplified Learning System

Mendez [19] illustrates that in traditional web-based learning mode, system construction and
maintenance are located inside the educational institutions or enterprises, which led to a lot of problems,
such as significant investment needed but without capital gains for them, which leads to a lack of
development potential. In contrast, cloud based e-learning model introduces scale efficiency mechanism,
i.e. construction of e-learning system is entrusted to cloud computing suppliers, which can make providers
and users to achieve a win-win situation. The cloud-based environment supports the creation of new
generation of e-learning systems, able to run on a wide range of hardware devices, while storing data
inside the cloud.

Ouf [20] has presented an innovative e-learning ecosystem based on cloud computing and Web 2.0
technologies. The article analyses the most important cloud-based services provided by public cloud
computing environments such as Google App Engine, Amazon Elastic Compute Cloud (EC2) or Windows
Azure, and highlights the advantages of deploying E-Learning 2.0 applications for such an infrastructure.
The authors also identified the benefits of cloud-based E-Learning 2.0 applications (scalability, feasibility,
or availability) and underlined the enhancements regarding the cost and risk management.

Chandran [21] focused on current e-learning architecture model and on issues in current e-learning
applications. The article presents the Hybrid Instructional Model as the blend of the traditional classroom
and online education and its customization for e-learning applications running on the cloud computing
infrastructure. The authors underline the e-learning issues, especially the openness, scalability, and
development/customization costs. The existing e-learning systems are not dynamically scalable and hard
to extend — integration with other e-learning systems is very expensive. The article proposed the hybrid
cloud delivery model that can help in fixing the mentioned problems.

In this article a new paradigm is highlighted in educational area by introducing the cloud computing in
order to increase the scalability, flexibility and availability of e-learning systems. The authors have
evaluated the traditional e-learning networking model, with its advances and issues, and the possibility to
move the e-learning system out of schools or enterprises, inside a cloud computing infrastructure. The
separation of entity roles and cost effectiveness can be considered important advantages. The institutions
will be responsible for the education process, content management and delivery, and the vendor takes
care of system construction, maintenance, development and management. The e-learning system can be
scaled, both horizontally and vertically, and the educational organization is charged according to the
number of used servers that depends on the number of students as in Fig. 5 [24].
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Figure 5 . Modified E-learning System Architecture.

The e-learning cannot completely replace teachers; it is only an updating for technology, concepts and
tools, giving new content, concepts and methods for education, so the roles of teachers cannot be
replaced. The teachers will still play leading roles and participate in developing and making use of e-
learning cloud. The blended learning strategy should improve the educational act. Moreover, the
interactive content and virtual collaboration guarantee a high retention factor.

On the other hand, E-learning based cloud is a migration of cloud computing technology in the field of e-
learning, which is a future e-learning infrastructure, including all the necessary hardware and software
computing resources engaging in e-learning. After these computing resources are virtualized, they can be
afforded in the form of services for educational institutions, students and businesses to rent computing
resources. E-learning based cloud approach is shown in Fig.6.
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Figure 6 . E-learning based Cloud Approach.

The proposed e- learning cloud architecture can be divided into the following layers: Physical
infrastructure layer as a dynamic and scalable physical host pool, platform as a service layer provides
resources to build applications, Software as a service layer consist of complete applications that do not
require development it that provides with content production, content delivery, virtual laboratory,
collaborative learning, assessment and management features.
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3.1 Infrastructure layer

Infrastructure layer is composed of information infrastructure and teaching resources. Information
infrastructure contains Internet/Intranet, system software, information management system and some
common software and hardware; teaching resources is accumulated mainly in traditional teaching model
and distributed in different departments and domain. This layer is located in the lowest level of cloud
service middleware, the basic computing power like physical memory, CPU, memory is provided by the
layer. Through the use of virtualization technology, physical server, storage and network form
virtualization group for being called by upper software platform. The physical host pool is dynamic and
scalable, new physical host can be added in order to enhance physical computing power for cloud
middleware services. The following Fig. 7 depicts this in a clearer view [27].
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Figure. 7 . Proposed Infrastructure layer

3.2 Platform as a service layer

This layer is generally composed of operating system (Windows, UNIX, etc.), the development Tools, the
execution runtimes, the virtualization, the web servers, the databases and the security.

The provider supplies a platform of software environments and application programming interfaces (APIs)
that can be utilized in developing cloud applications. Naturally, the users of this class of systems are
developers who use specific APIs or programing language to build, test, deploy, and tune their applications
on the cloud platform.

At this layer customers do not manage their virtual machines, there is no need to manage an operating
system, and it is the supplier who occupies these tasks. E-learning professionals merely create their own
programs which are hosted by the platform services they are paying for.

3.3 Software as a service layer

The third and final layer of the cloud is Software as a Service, or Application as a service. This layer is the
one that learner and tutor most likely to interact with in the learning process, and it is almost always
accessible through a web browser. Any application hosted on a remote server that can be accessed over
the Internet is considered a SaaS.
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Software as a service layer is the specific applications of integration the teaching resources in the cloud

computing model, including interactive courses and sharing the teaching resources. The interactive
programs are mainly for the teachers, according to the learners and teaching needs, taken full advantage
of the underlying information resources after finishing made, and the course content as well as the
progress may at any time adjust according to the feedback, and can be more effectiveness than traditional
teaching. Sharing of teaching resources include teaching material resources, teaching information
resources (such as digital libraries, information centers), as well as the full sharing of human resources.
This layer mainly consists of content production, educational objectives, Teaching Methods and pedagogy,
content delivery technology, contents management, assessment and Monitoring and feedback.

In the classic e- learning model, teachers assign teaching tasks, conduct regular lectures, or train students
skills. The students attend the online autonomous learning act and cooperative learning sessions, or
accomplish teachers’ assignments. But in the proposed architecture teachers also answer students’
guestions and offer essential teaching to major and difficult points. In addition, teachers can also use
multimedia to enhance teaching content. Students work out their own learning plans, determining
learning methods autonomously. They conduct on-line autonomous learning when they study each unit,
finish its test via Internet and do some statistics to the test results. Teachers also encourage students to
cooperate with each other to finish simple learning tasks or complex group-based projects. Through
cooperative learning, students cannot only acquire knowledge, their team spirit and coordination will also
be fostered, skills in dealing with people will be improved and abilities to express themselves will be
enhanced. Thus the learning and teaching will be more interactive which is the demand of the age. The
interactive mode of the proposed architecture is furnished in the Fig. 8 [27].
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Figure 8 . Interactive mode of the proposed approach

4 Expected benefit from E-learning based cloud

There are several advantages of e-learning implementation of cloud computing technology, which
include:

a) Powerful computing and storage capacity: Cloud based E-learning architecture locates the
computing and data in a large number of distributed computers, the sea of clouds in the tens of
thousands of computers to provide powerful computing power and huge data storage space, puts
the “cloud” as a service available to students via the Internet.
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b) It lowers the cost: users need not to have high end configured computers to run e-learning
applications. Through cloud they can run the applications through their mobile phones, PC, tablet
PC with internet connection.as the data created is accessed in the cloud, the user need not to
spend more money on storage devices for large memory in local machines. And organizations also
need to pay for per use, so it’s cheaper.

c) High availability: Through the integration of mass storage and high-performance computing
power, this system can provide a higher quality of service. Cloud computing system can
automatically detect the node failure and exclude it, do not affect the normal operation of the
system.

d) High security: In the cloud computing model, data is storied intensively. Relying on one or more
data center, the managers manage the unified data, allocate the resources, balance load, deploy
the software, control security, and do the reliable real time monitoring, thus guarantee the users’
data security to the greatest possible degree.

e) Virtualization: Virtualization is the most important characteristics of this type of architecture. Each
application deployment environment and physical platform is not related. It is managed,
expensed, migrated, and backup through virtualization platform. It put the underlying hardware,
including servers, storage and networking equipment, comprehensive virtualization, in order to
build a resources pool of shared, distributed on-demand.

f) Instant software updates: The software are automatically updated in cloud computing. So the
users can get the updates instantly.

g) Improved compatibility with document formats: Since some file formats and fonts do not open
properly in some PCs/mobile phones, the cloud powered E-learning applications do not have to
worry about those kinds of problems. As the cloud based E-learning applications open the file
from the cloud.

h) Benefits for students: Students get more advantage of e leaning based on cloud as they can
enhance their skills by taking online courses, attending online exams, getting feedback from their
instructor, and can send their assignments and projects online to their teachers.

i) Benefits for teachers: Teachers also get numerous benefits of cloud based e-learning. Teachers
can prepare for online tests for students, interaction and better resources for students through
content management, assessment tests, homework and projects undertaken by students,
feedback and communication through the forum online.

The major advantage of the proposed approach is that it aims at providing easy access to costly software
running on high performance processors to rural students at institutions which lack considerable facilities.
Considerable investment would be required to implement this architecture, but the benefits would easily
justify the cost.

5 Conclusion and Future Work

This paper proposes an approach for integrate cloud computing services in e-learning systems. The
implementation of e-learning is now generally constructed separately by each institution. The deployment
of e-learning platforms is costly because it takes the cost for provision of infrastructure, systems
development, and hiring IT staff to maintain and enhance e-learning systems. Cloud computing is the most
promising computing model using from last decade in distributed computing. With the implementation
of e-learning in a cloud environment, educational institutions no longer have to pay for the provision of
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infrastructure because it has been provided by the cloud service provider and institutions that wish to use

it only pay according to the usage. The aim of our work was to propose an approach which will be using

the services of Cloud Computing in e-learning systems. Mainly, we have presented the characteristics of

current e-learning systems, then we have analyzed the concept of cloud computing and describes the

architecture of it by combining the features of e-learning, and finally we have discussed the expected

benefits of the proposed approach. Future research will include a study regarding the implementation

strategy for migration to the proposed approach based on cloud.
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ABSTRACT

Computer-aided process planning (CAPP) is an essential interface for linking design and manufacturing
processes, the purpose of CAPP is to transform a part design specification obtained from CAD system into
a sequence of machining operations which can be used by CAM system involving the selection of
necessary manufacturing processes in order to transform a designed part into a final part economically
and competitively.This paper focus on the extraction of tolerances (GD&T) and their association to the
related features embedded into an expert CAPP system.

Keywords: CAD/CAM, CAPP, machining operation sequencing, Expert system, knowledge bases, Artificial
intelligence

1 Introduction
Computer Aided Process Planning is an important activity in an intelligent manufacturing system. Several
techniques have been proposed, implemented and tested in the context of generative CAPP; it consists
of several activities including machining feature recognition, selection of machining operation type,
selection of manufacturing resource, setup planning and operation sequencing.

The objective of precedence-constrained sequencing problem is to locate the optimal sequence dealing
with time and costs, so that the resulting operation sequence could satisfy those constraints established
by geometric technological, economical requirements, and then generate the optimal or near optimal
operation sequences.

The extraction of tolerances data is an essential key that help to identify the basic constraints of the
related input part. To achieve a complete representation for a process-planning model, the tolerances
data (GD&T) needs to be completely extracted and represented through the input data file.

The development of a robust methodology for extracting this data for usea knowledge-based expert
system, incorporating an artificial intelligence algorithm is the main thrust of the work reported in this
paper.
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2 Related researches work and review

Form features are not sufficient so that the part will be manufactured at a reasonable cost and will
perform its intended function. Most researchers have concentrated on geometric data extraction, [1]
describes a method for the generation of tolerance specifications from product data, for each feature one
or more geometric controls will have to be identified, [2]presents a way to interpret the Geometric
Dimensioning and Tolerancing (GD&T) specifications in STEP for tolerance analysis by utilizing OntoSTEP
plugin [3] which consists of translating the APs defined in the EXPRESS language [4],and the actual instance
files represented using the 1ISO 10303-21 (or simply part21)format [5].

[6] presents an on-machine measurement data model based on STEP-NC, this model represents tasks in
process plan in an object-oriented, containing information on geometry and tolerances.

3 ICAPP-TURN Architecture

A main objective in modern design and advanced machining process is to achieve a significant reduction
in product lead time through seamless integration between the various design and process planning
activities. The concept of using component features to integrate a design system and a manufacturing
system has been a major research direction in recent year, [7] describes the characteristics of an existing
expert systems building tools and discusses the use and the importance of these basic characteristics from
a perspective of computer aided process planning (CAPP) requirements in order to automate the process
planning functions.

The framework of the proposed system is decomposed into several modules, Figure 1 show the
conceptual model that defines the structure of ICAPP-TURN.

The process start from the knowledge acquisition step that consists of structuring and organizing
knowledge from one source, usually human experts, so it can be used and represented into the knowledge
representation module.

The knowledge database represents a centralized repository to store constraints and rules provided by
the knowledge representation module, in other side, the technical data information is retrieved through
the integration module that extract the technical information of such part, which can be represented to
the system across the data representation module that maps this information into technical objects.

The core system is represented as an inference engine which helps to determine the optimal sequences
plan using an
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Figurel: Architecture of ICAPP-TURN
Artificial intelligence method, this module interacts with the Knowledge database.

4 Technical Data Integration and Representation modules

The integration module consists of recognizing manufacturing features and tolerances from a STEP AP238
file, then associate each tolerance to the related feature through the data representation module.

[8] has developed an automatic feature recognition system for rotational parts which adopted a STEP
AP203 file as input to the system.

STEP AP203 is an application protocol of the Standard for the Exchange of Product model data (STEP),
defined as the international standard I1SO 10303 [9]. For the fact that the definitions of geometric and
topological entities of the STEP AP203 are included in the AP238, we have used this feature recognition
system to detect features from a STEP AP238, generated by STEP-NC Machine[ ]by applying this
recognition, the system can recognize multiple features types. Figure 2 show an input part to our system.
The feature recognition system recognizes in this case one shoulder, which is composed by 3 advanced
face, one planar surface and two cylindrical surfaces:

#235=ADVANCED_FACE('Corps principal’,(#171,#175),#179,.T.);
#47=ADVANCED_FACE('Corps principal',(#48),#82,.T.);
#87=ADVANCED_FACE('Corps principal',(#88),#82,.T.);

In the following section, we will explain how a type of tolerance such as surface roughness (named as
SURFACE_TEXTURE_PARAMETER) is extracted from STEP AP238 file, and then associated to the
corresponding feature.

As shown in Fig. 2, the face with the attribute #235 has a roughness of 1,6um as a value; this tolerance is
embedded in the STEP AP238 data file of the example part asshown in Figure 3.

Ra= 1.6 pm

#235

Figure2: An input example part that contains a toleranced feature
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* Application object: CALLOUT (#231)

*ITS_WORKPIECE: #231, #22, #21
*EXPLICIT_REPRESENTATION [*]: #231, %232, #233, #1234, #2353
*ITS_ID: —?"1 M

*

£131=SHAPE_ASPECT(""£22,F);

£23)=PROPERTY_DEFINITION("," £231);
#)33-PROPERTY DEFINITION REPRESENTATION(:232.£234);

£134=REPRESENTATION("(£235) £35);

#235=ADVANCED FACE('Corps principal',(¥171,#175),#179,.T.);

L L T e e P L D e S

* Application object: SURFACE_TEXTURE_PARAMETER (£236)
*ITS VALUE: #236, #237

* APPLIED TO-: 2236, £238 #2130 #231

* MEASURING_METHOD: #236, #240, ['IS0 4287

* PA]LAMEIER_I\AME.—E 6, #1237, ['Ra']

&

#236=SURFACE_TEXTURE REPRESENTATION("(£237.2240).%);
#237=(

LENGTH_MEASURE WITH_UNIT{)

MEASURE REPR.ESEI\I—\TIOY _ITEMY)

ME -\.SLR_E_ WITH UNIT(LENGTH MEASURE(1.6),2241)
REPRESENTATION ITEM(Ra"

%

#238=PROPERTY_DEFINITION REPEESENTATION(#239z236);
#230=PROPERTY DEFINITION("," #231);
#240=DESCRIPTIVE_REPRESENTATION_ITEM{'measuring method! IS0 42877;

Figure 3: A partial STEP AP238 text file of the definition of roughness of the part of Fig.2

In figure 3, the CALLOUT () entity defines a callout identifying a particular face (ADVANCED_FACE) on the
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manufacturing_feature
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+feature_length(value)
+reduced_size(value)

Figure 4: The UML diagram of the class outer_diameter

part that can have some properties (e.g. surface roughness). The SURFACE_TEXTURE_PARAMETERentity
defines surface roughness to one or more faces; it has an attribute denoted as ITS_VALUE: #236, #237,
where #237 is a pointer to the value and the type of surface roughness. The
SURFACE_TEXTURE_PARAMETER ( ) entity has a second attribute denoted as APPLIED TO: #236, #238,
#239, #231, where #231 is a pointer to the callout of #231.

This means that the SURFACE_TEXTURE_PARAMETER is applied to the ADVANCED_FACE with the pointer
#235.

Thus, following these indicators brings us allocate the surface roughness, its value and the advanced face
to which thisroughness is applied using definedfunctions. The feature recognition module recognizes each
feature and represents it as an object, for which The ADVANCED_FACE (that compose the feature) are
known. This leads us to specify the feature for which the roughness has been applied to, however there
is no association between the feature and the tolerance in term of objects. In fact, STEP Tools Library used
in this module[11], generate an oriented object classes based on EXPRESS schema; the outer_diameter
class doesn’t have an attribute representing the tolerance applied to the concerned feature.

Figure 4 shows the class representing the outer_diameter feature according to ISO 14649, and the
upstream classes from which the outer_diameter class inherits attributes.
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As shown in Fig.4, the outer_diameter class doesn’t have an attribute that represents the tolerance
applied to the concerned feature. The solution proposed in this paper concerns the creation of an
association between the parent class ofthe recognized features and the classes representing the
tolerance, which means that an instance of the class outer_diameter for example is composed of zero or
a list of instances (zero-to-Many Mapping) for each type of tolerance, whether it is a
surface_texture_parameter or another tolerance type defined in STEP AP238.

Figure 5 shows the new association between turning_feature parent class and the new classes that can
represent any type of tolerance. Taking the fact that tolerances classes have become part of the
turning_feature class, each manufacturing feature (for example the outer_diameter class) for which the
turning_feature class is parent will inherits tolerances as objects.

turning_feature
+_its_roughness = value
+_ils_geomelric_tolerance = value
+_its_geomelric_dimension = value
+_its_datum = value

+its_roughness(value)
+its_geomelric_tolerance(value)

— s _geometric_dimension(value)
its_datum(value
0. Hits_ ( ) P
datum 0.* , .
0.7 genaii S olmce $urface_texture_parameter
' geometric_dimension AR e +_its_value = value
e e ke | e «vake
- +_modification = value S
= +_measuring_method = value
+_dimension_value = value | [+ qualifying_note = value +:paran'l:e||:?_index 1
+_noles = value +_segment_size = value Vrmriiod ﬂ:rfacas Lo
+id(value) +_significant_digits = value — —
+dimension_value(value) [ |+_lolerance_value = value +*3-::::Wﬂuﬁ)e( o
+notes(value +par er_name(value
e :"me(“'”e} +measuring_method(value)
+appdil:d_:io(mlzaj +parameter_index(value)
s ca GR) +appled_surfaces(value)
+qualifying_note(value)
+segment_size(value)
+significant_digits(value)
tlolerance value(value)

Figure 5: New association between turning feature and related tolerances

After describing how surface roughness is embedded in the STEP AP238 data file and how tolerances can
be associated to the related manufacturing features,the parameters representing tolerances will be
searched and located using defined methods.

Figure 6 show the class outer _diameter containing the concerned tolerances inherited from the
turning_featureparent class.

It must be noticed that surface_texture_parameter has been taken just an example for its simplicity; the
new inherited classes can also handle other types of tolerances defined in STEP AP238 such as, geometric
tolerances, geometric dimension and Datum.
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The input file that has been taken in this example will just consider the roughness since it is the only

tolerance that has been applied to this feature. Other tolerances types won’t be instantiated.

turning_feature

+_its_roughness = value
+_ils_geometric_lolerance = value
+_its_geometric_dimension = value
+_its_datum = value

+its_roughness{value)
+its_geometric_tolerance (value)
+ils_geometric_dimension(value)

2

outer_round

u

outer_diameter

+_diameter_al_placement = value
+_fealure_length = value
+_reduced_size = value

+diameter_at_placement{value)
+feature_length(value)
+reduced_size(value)

Figure 6: The new association representing the outer_diameter class that inherit the tolerances type

Therefore, the main tasks in GD&T extraction and features/tolerances association are to extract,

instantiate then associate between each manufacturing feature and its related tolerance as an attribute.

Figure 7 illustrates the flowchart of the algorithm established for the surface_texture_parameter

extraction from STEP AP238, and its association with the corresponding feature.

For the positional roughness, the algorithm is divided into a three-stage process.

In the first stage, the callout object and the positional SURFACE_TEXTURE_PARAMETERare located.

The second stage consists in instantiating a new object of type surface_texture_parameter. The last stage

consists in associating the surface_texture_parameter to the corresponding manufacturing feature.

Taking the fact that the ADVANCED_FACEs that compose each feature are known, the new tolerances

objects will be then associated to the corresponding feature by applying the new association method

explained in this work.

That solution will lead us to get objects inherited from turning_feature, representing tolerances related

to the corresponding manufacturing features.
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Identify the total Callout Objects

St

foreach Callout Object
i=1
Identify the surface_texture_parameter object

Get the Advanced face ID which the roughness is applied l i=i+1 I

S 7

Create a new instance of the surface_texture_parameter class with the
related values: its_value, ,parameter_name, measuring_method,
parameter_index,applicd_surfaces

v
Search the feature which the advanced face belongs

N

Affect the surface_texture_g r object to the related feature

-»

Figure 7: Flowchart of the association between the surface_texture_parameter object and its related
manufacturing feature

5 Conclusion
In this paper, we have developed a new approach to extract tolerances from a step ap238 file, and then
associate them with their related machining features. An algorithm was implemented and embedded into
an expert system called ICAPP-TURNto extract and map tolerances data for process planning. The main
task is to locate each tolerance and associate it with the related feature.

The data integration module described in this paper contains the GD&T extraction methods from a step
ap238 data input file. These methods locate the surface roughness, its value and the advanced face to
which the roughness is applied using custom defined functions. The data representation module creates
the mapping of the related machining features and tolerances to the oriented objects, then makes
associations between these objects based on a new approach for conception and implementation of
object oriented that improves the reusability , flexibility and the relationships between the machining
features and their tolerances as properties. These modules represent an input data for ICAPP-TURN
system.

Thus, in a future work, we will describe the knowledge representation module which provides the
knowledge to the centralized database. This module receives the input knowledge about rules and
constraints, and then represents this information in a form that ICAAP-Turn can utilize to store data and
resolve tasks.
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ABSTRACT

This paper proposes an approach for migrating existing relational database (TRDB) according to SQL: 2011
standard into temporal object relational database (TORDB) including Bitemporal data. This is done with
methods that can extract various functions from a TRDB, which is based on the different kind of the
relationships between tables. To do that we’re going to enhance a representation of a varying time
database’s structure in order to make hidden semantic explicit. In contrast to other studies, our main goal
here is to offer a first and better solution to mentioned limits to existing works, in order to provide the
efficient method for the translation from TRDB to TORDB. We are going to take an existing RDB with
bitemporal data features as input, we provide our meta-model in order to get a correct description of a
data structure, enriches its metadata representation, and generates a bitemporal data Model (BTDM),
which captures essential characteristics of temporal databases for migration. A prototype has been
developed which proves the effectiveness of this solution, and temporal queries has been made with help
of Oracle 12C.

Keywords: Bitemporal Data, SQL:2011, Temporal database, RDB,0ORDB, Semantic Entichment

1 Introduction

Temporal database is one of the most important parts of the information technology. It is generally
known that temporal database stores the history of the objects or the database activity. Even today, a
large number of database applications are based on time in nature. It is an important attribute of each
and every real world application. Every event important for operation of enterprise must be record at
specific point at time. Events occur at specific points in time, objects and the relationships among objects
exist overtime [1]. This importance made it necessary to make better description and clearly some tasks
of database system. Especially, the need to retain trace and audit the change made to a data and the
ability to plan based on past or future assumptions are important uses cases for temporal data [2]. Many
database applications require management of time varying data. The most common example of such
applications involves health care management, medical records of patients, reservation system, banking
and accounting, and decision support system.

The literature on temporal database offers three dimensions of time for temporal data support, which are
independent each to other: transaction time, valid time, user-defined time. Valid time is the period during
which a row is occurred in the reality in the database, it is the fact as is valid in the modeled in the real.
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Transaction time automatically captures changes made to the state of time-variant data in a database
[3].User-defined time is a time representation implemented to satisfy specific needs of users. There is
also another dimension of temporal database called bitemporal data. Bitemporal database systems
support both valid time and transaction time. On the other hand, bitemporal databases model our
changing knowledge of the changing world, hence associate data values with facts and also specify when
the facts were valid. There by providing a complete history of data values and their changes [4]. Several
temporal data models, which support different dimension of time, are discussed in previous work.

The relational database model has come a long way since the 1970s and it has become the dominant
model of database [5], most traditional database applications are based on traditional management
systems. Although, the relational database is designed to serve many applications which need only store
the recent state of data, they are insufficient for those which need to retrieve past as well as current and
future [6] .The need to shift time manipulation from application to relational database is identified and
implemented in SQL: 2011 standard. One of the advantages of the SQL: 2011 aspect, based on period
time. The temporal relational database with SQL: 2011 features have been accepted as a solution for kept
data changes over time with insertion of new records or update old records. However, many problems
have been emerged, the weakness of such Temporal RDBMSs in supporting complex data structures, user-
defined data types and data persistence required by temporal object relational database. Furthermore,
the reconstruction of temporal complexes objects split across relational tables is costly because its causes
many join. ORDBs with time-varying features has addressed of these problems, which showing potential,
because they have a relational base and append object concept, to enhance ORDB and give the correct
description of records , we associate time at attribute. Temporal ORDB overcomes the disadvantage of
data redundancy introduced when using temporal RDB to store the information.

The purpose of this paper is to propose a method for migrating bitemporal data from RDB based on SQL:
2011 standard, into Temporal ORDB integrating time-varying features. The method comprises three basic
phases. In the first, we will examine the useful features of temporal data in order to create an RDB meta-
Model, which holds the necessary elements for the correct description of temporal database. In the
second step, the method takes the entire bitemporal relational database and stores it in a temporal
structured table that contains several parameters, attributes, class, relationships, cardinalities, integrity
constraint and time periods, in order to enrich and realize the schema translation (BTDM). The BTDM so
obtained is converted into a temporal ORDB model, which treats complexes object and data semantic that
can expressed in its metadata in the third step. The prototype has been developed to demonstrate the
migration process, and TORDB queries example will be generated to valid our approach.

2 Related Work

Significant researches address the problem of numerous temporal models and query language. Atay
compared interval-based attribute and tuple time stamped bitemporal data models, accesses and
evaluated their usability using the same data and same queries for both approaches. According to this
comparison, Petkovi¢c examined the performance implication for tuple and attribute timestamping, her
test stored data using two different forms, and perform the 36 query on both.

A research work in [7] proposed a temporal object relational SQL language handling valid time at the
attribute level in a temporal transparency environment his paper. The approach in [8] presented a
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database application development environment for both temporal and non-temporal using SQL: 2003
following the attribute timestamping. Comparison of three different storage models (OODB, ORDB, and
XML) for the parametric temporal data model and estimate storage costs are discussed in [9].

Oracle added temporal processing to its database technologies. There are a few work deals with
integrating temporal dimension to an existing DBMS. Sandro Radovanovi¢ evaluated performance of
traditional relational DBMS (RDBMS) and temporal databases using Oracle 12c DBMS [10]. Verification of
temporal data using valid time dimension support in Oracle is proposed in [11]. Ptrovic uses the most
important temporal concepts to investigate their implementations in enterprise database systems such
as Oracle, DB2 and teradata[12].

The ISO (international organization for standard) and IEC (International Electrotechnical Commission)
committee, initiated o project to create a language extension to support temporal database, is given in
[13]. The most important features in SQL: 2011 to create and manipulate temporal database implemented
by IBMDB2, is discussed in [14].

From the all-overhead results, we conclude that most proposed solutions contain limited and simple rules
compared to our work, notably regarding the scope and methodology. We believe that studies are based
on time-variant data schema to make records of data, not even completed to provide a comprehensive
data model, especially at the representation level. Furthermore, Some semantics aspects are not
considered in the previous works .Our study is using the concept of semantic enrichment that give the
possibility to understand the structure , meaning of temporal databases and construct schema translation
which is enhanced by additional data semantic.

During our criticized analysis, we feel that some aspects of time variant data was overlooked in many
works, which reflect that the challenge for those authors was only to cover the technical part of the
storage, retrieval rather than on migration and gain from the offered advantages in temporal object
relational, in order to reduce the redundancy of data by supporting the attribute timestamping.

The goal of our work is not mainly to create better temporal objet relational database from BTDM, but to
afford a well arranged and a complete as possible transformation from temporal RDB into temporal ORDB,
that can be a concrete reference for further investigations and works in this common area. we summarize
and illustrates clearly the completeness of our mapping strategy, that include entities, objects,
annotation, relationships between classes, attributes in their various forms, data types, value types, class
constructs, constraint types, valid time period, Transaction period and much more.

We create our solution by combine several results from the existing methods and apply our enhancement
using some semantics concepts. More precisely, we propose the rules that facilitate the transformation
from Temporal RDB into temporal database based on ORDB using bitemporal data dimension. Therefore,
this study presents a meta-model to define set of stereotype for the specification of new characterization
of the bitemporal data associated with UML class diagrams, which simplify the creation of BTDM.

3 Process of Migration from TRDB into TORDB:

In this section, we outline the important phase for translation. In the fist, we provide the TRDB design,
and then we will define the BTDM and TORDB model.
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3.1 Creation of TRDB design:

The main purpose behind constructing a TRDB design is to simplify the comprehension of essential
metadata stored in temporal databases. An efficient TRDB modeling overcomes the complications that
occur during matching period time and keys in order to classify relations between classes, attribute,
relationships and dimensions of time. An important advantage of TRDB design is that it identifies the
migration of periods, therefore adding more semantics to a TRDBs metadata.

Consider the database shown in Figl, which modeling the purchase orders administration. This model will

be used in the examples presented along the paper. Primary keys are underlined in bold ex, and Foreign
Keys are marked by “*”.

-Customer (IDcust name city streetphone, *OrderNo yt-start vt-end. TT-start TT-end)

- Company (*IDcust Type, taxes)

-Customer-Ass (IDcust,descpt percent, vi-start.vt-end TT-start TT-end)

- Purchase-Order (OrderNo.tocity tostreet tozip shippingdate, *lineNo, vt-start,vt-end TT-start, TT-end)
- OrderLine-tem (lineNo, *ProdNo , Quantity, vt-start.vt-end, TT-start TT-end)

- Products (ProdNo, descpt price, vt-start,vt-end. TT-start TT-end)

- Store (IDstore, location capacity street city)

-Stock (*ProdNo . *IDstore, Quantity, vt-startyt-end TT-start TT-end)

Figurel.Sample input temporal Relational database

Aggreganon

Association

Assoeistion

‘toend
== descpt
== Prce
<C A TT-stan
oAl TT-emd

Figure 2: TRDB Meta-Model

The creation of TRDB design is the first step of the migration into TORDB. To do this, we define a new set
of UML model elements that provides mechanisms that enable new kinds of modeling elements to be
defined, and relate the information to new modeling elements. This is accomplished by integrating
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stereotype, constraints and tagged values.Fig2, illustrates the meta-model that is proposed for relational
databases, which support SQL: 2011 standard.

3.2 Semantic enrichment of temporal relational Database: BTDM

Semantic Enrichment is a process of analyzing databases to understand their structure, and to make
hidden semantics explicit [15].To enrich the semantic of temporal RDB schema, we have to extract its data
semantic to be enriched and converted into a much enhanced BTDM. To do this task, the process starts
by extracting the basic information about an existing temporal RDB schema, integrating relations names,
Periods time, and Attributes properties. We assume that data dependencies are represented by primary
keys and foreign keys, as for each foreign key value, there is a reference to an existing PK value. The next
step is to identify the BTDM constructs based on classification of data and the relationships, which may
be performed through data access. In the last step, the BTDM structure is generated.

3.3 Definition of BTMD

The BTDM is a representation of RDB using SQL: 2011 Standard, which is enriched with semantic data in
order to provide a new type of tables describing the different classes, extracted from temporal RDB with
the data necessary for the creation of temporal ORDB. This phase produces a data reference model that
is designed to allow the exchange the schema and the sharing of information to reuse.

The BTDM is defined in our approach as a set of element:
BTDM :={ C| C := {Cn,Att,Rel,clas,bitDim }}
Where:

o Each class has a name Cn

o Att= denotes a set of Attributes of class C

. Att={a|a:=(N,T,L,NL,D,tag)} , where N is an attribute name , T is an attribute type, L: data
length, NL: if the attribute accepts the parameter null or not(N/ NoN),Tag: primary key (PK)|
foreign key(FK)| primary foreign key (PFK).

. REL: Relations BTDM each class C has a set of relationships with other classes ,where rel is
defined in C with another class C' REL={rel | rel:= RelType,DirC,Car } ,where RelType denotes
a relationship, DirC is the name of C’ that interacts with C, Car means cardinalities describing
the relationship.

RelType supports five types of relationships, and accepts the following values:
1. “Ass” for Association
2. “Agg” for Aggregation
3.  “comp” for Composition
4. “inher” and “inherBy”for Inheritance
o Clas: classification
Classification divides classes into two different kinds of categories:

1. Temporal class (TCls): class contains a varying time period. The time period during which
arow is regarded as correctly reflecting reality by the user of database [16].
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2. Simple class or No Temporal class (SCls): class without varying time attributes.
. BitDim: Bitemporal data dimension

Each temporal class has a valid time period, transaction period or the both. BitDim is used to
specify time variant attributes:

BitDim={B | B=: {VT, TT}}
where:
VT: is valid time period, it can have the following values:
VT={VT_LB,VT_UB}, which specify the lower and upper bound of the valid time data value.
TT: is transaction time period, TT accepts two values:
TT ={TT_LB, TT_UB}, which specify also the lower and upper bound of the transaction time.

3.4 Generation of BTMD

In this paper, the BTMD is considered the interesting phase for the migration process which in the end
generates the target scheme.

Attribute Rel BitDim
Cn Clas N T L NL Tag | RelType DirC Car VTL VTU | TTL | TTU
Customer | TCLS IDcust Number NoN PK Ass Purchase-Order 1
name Varchar 25 NoN Ihne by Company 1
city Varchar 25 NoN Agg Customer-ass 1..N
street Varchar 25 NoN Y Y Y Y
phone Number N
OrderNo | Number NoN FK
vt-start Date NoN PK
Vt-end Date NoN PK
TT-start sysdate NoN
TT-end date NoN
Compan | TCLS IDcust Number NoN PFK lhne Customer 1
y Type Varchar 25 NoN Y Y Y Y
taxes Varchar 25 NoN
Custome | TCLS IDcust Number NoN PFK Agg Customer 1
r-Ass Descpt Varchar 25 N
percent Varchar 25 NoN
vt-start Date NoN PK Y Y Y Y
vt-end Date N PK
TT-start sysdate NoN

URL:http://dx.doi.org/10.14738/tmlai.54.2977 | 80 |




Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017

TT-end date N
Purchase | TCLS | OrderNo | Number NoN PK Ass Customer 1..N
-Order tocity Varchar 25 NoN Com OrderLine-ltem 1

tostreet Varchar 25 NoN

tozip Varchar 25 NoN N N
lineNo Number NoN FK
vt-start Date NoN PK
Vt-end date NoN PK
TT-start sysdate NoN
TT-end date NoN
OrderLin | TCLS lineNo Number NoN PK Com Purchase-Order 1..N
e-ltem ProdNo Number NoN FK Ass products 1..N
Quantity | Number NoN Y Y
vt-start Date NoN PK
vt-end Date N PK
TT-start sysdate NoN
TT-end date N
Products ProdNo Number NoN PK Ass OrderLine-ltem 1
descpt varchar NoN Ass Stock 1..N
price Number NoN
vtstart Date NoN PK Y Y
vt-end Date N PK
TT-start sysdate NoN
TT-end date N
Store SCLS IDstore Number NoN PK Ass Stock 1..N

Location Varchar 25 NoN
Capacity | Number NoN N N
street Varchar 25 NoN

city Varchar 25 NoN
Stock TCLS ProdNo Number NoN PFK Ass Products 1
IDstore Number NoN PFK Ass Store 1
Quantity | Number NoN Y Y
vt-start Date NoN PK
Vt-end Date NoN PK

TT-start sysdate
TT-end date

Figure 3: Result of BTDM Generation
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3.5 Definition and Identification of TORDB Model:

This step, presents the different elements composed a TORDB Model, which provide a complete
description of temporal OR database. The TORDB model is defined as a set of temporal typed table based
on temporal structured type TST for storing data.

Each ST consists of a set of non varying-time attributes and varying-time attributes defined as primitive
collection data type or reference pointing to a specific ST or TST. In this paper, the varying time attribute
can be a bitemporal attribute, which actually stored in nested table collection type. Each value assigned
to the temporal attribute must respect the temporal data representation of a temporal column.

Definition of TORDB model: is denotes as three-tuples:
TORDB Model = {TTs, STs ,Tm}

Where: TTs is set of temporal and non temporal typed table, STs is a set of temporal structured type or
simple structured type , and Tm is a time-varying Period. The sets TTs, STs and Tm are defined as follows:

. STs ={Sn, S, AT},where Sn is the name of a structured type, S is the super type of ST, and AT
is a set of structured type’s attributes:
AT={A | A:={N,T,D,NL,BitT,M}},where N: is the name of attribute, T: means data type which
can be primitive , UDT or reference. N: if the attribute accepts Null or not. D: default value.
M: denotes if the AT is a single valued or collection valued. BitT: denotes if the attribute
contains a bitemporal attribute is defined:
BitT={(AT1,AT2,....,VTL,VTU,TTL,TTU)}.

. TTs ={typedtable|Ttable={TTn,STn,PK,Tp}}where TTn is the name of typed table, STn is the
name of the structured type based upon which TT is defined, PK : primary key, TP: means if
the TT is temporal or not.

3.6 Creating tables:

It can be able to produce temporal ORDB queries for relationships with oracle 12C which is formed by the
temporal and no temporal queries. We use Oracle’s concept of nested table to create the varying-time
attributes. Examplel show the creation of the customer table and of all necessary auxiliary (object) types.

Examplel:

Create type Bitemporal_T as object{

TT_LB date,

TT-UB date,

VT_LB date,

VT_UB date}/

Create type Bit_period is table of Bitemporal_T;
Create type CustAss-T as object(

Type varchar(25),

Taxe varchar(25))

Create type PurchOrd_T as object {
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OrderNo Number,

Tocity varchar(25),

Tostreet varchar(25),

Tozip varchar(25),

history Bit_period}/

Create table PurchaseOrd_T of PurchOrd_T CONSTRAINT OrderNo-PK PRIMARY KEY(OrderNo), NESTED TABLE Purch-history
STORE AS Bitemporal_tab;

Create type NT_PurchOrd as Object{

OrderNo Number,

VT_Start date,

VT_End date}/

Create type PurchaseOrder_Hist is table of NT_PurchOrd;

Create type Customer_T as Object{

IDcust Number,

Name varchar(25),

city varchar(25),

street varchar(25),

phone Number,

Customer_Association CustAss-T,

Cust_history Bit_period,

Purchase_Order PurchaseOrder_Hist

Y

Create table Customer of Customer_T CONSTRAINT Cust-PK PRIMARY KEY(IDcust), NESTED TABLE Cust_history STORE AS
Cust_tab, NESTED TABLE Purchase_Order STORE AS PurchOrd_tab;

Figure4: TORDB Queries: Example

4 Conclusion

This work outlines the basics phases of migrating from RDB according to SQL: 2011 standard into ORDB
including bitemporal data, with a simple and practical method to capture the relationships between
different kinds of classes. Currently, no approach has proposed such a solution to extract data model from
RDB implemented by SQL: 2011 aspect. This approach is superior to existing work as it generates the ORDB
with bitemporal data, including the schema and data semantics, and it exploits the range of powerful
features provided by SQL standard.

Our method exceeds the existing works as it generates the TORDB tables by creating a BTDM
from a TRDB, and we use it as an input enriched with semantic data, and this last provides a TORDB
Model to capture the characteristics of temporal and non temporal SQL query.

A forthcoming paper will propose an algorithm for converting method from TRDB into TORDB, with
Bitemporal data that not requires any human interference.
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ABSTRACT

In recent years, the Internet of Things (loT) become a promising topic of technical social and economic
significance, especially with the high number of developed sensors and technologies. Logistic applications
are a perfect domain of loT as it adds new functionalities in identification, traceability, storage and real-
time tracking of good in the supply chain. Handling the huge quantities of heterogeneous IoT components
and logisticitems is an important challenge. We present in this paper a new Internet of Things middleware
architecture for logistic transport applications. This architecture focuses mainly on a semantic model that
uses ontologies for sensor data representation by describing the main entities involved in the logistic
scenario.

Keywords-component; IoT; Middleware; semantic and ontology; supply chain; logistic

1 Introduction

loT can be traced back to the pioneering work done by Kevin Ashton from Massachusetts Institute of
Technology (MIT), Auto-ID Center in 1999, and was initially linked to the new idea of using radio frequency
identification (RFID) and electronic product code (EPC) in the supply chain [1]. It is envisioned that billions
of objects will be equipped with different kinds of sensors, actuators and mobile devices and connected
to the internet via heterogeneous access networks.

Logistics is the art of managing, controlling and implementing the flow of goods, services and related
information between the point of origin and the point of consumption. In the other hand, logistic has
become an important component of economy and more interest are given to this domain. As it is
necessary to have professional and intelligent logistical support to achieve international trading and
distribution process, 10T is mainly applied. In fact, loT will provide intelligence to the logistics distribution
network, transparency and real-time to the items management of the logistic system, moreover it can
reduce the storage cost and improving the logistics service quality, so that the whole supply chain
integrates more closely.

A logistic domain may have a relatively large number of applications and information sources, likewise
the loT components are heterogeneous, the number of sensor and actuators involved are growing, so a
massive real-time data flow will be produced by this devices. The data provided by different objects,
sensing devices and that relating to the logistics domain, must be organized and interpreted in a

DOI: 10.14738/tmlai.54.2978
Publication Date: 15th August, 2017
URL: http://dx.doi.org/10.14738/tmlai.54.2978



S. Aoulad Allouch, K. Amechnoue, I. Achatbi; IoT Middleware Architecture based on Ontologies to Model Logistic
Process. Transactions on Machine Learning and Artificial Intelligence, Vol 5 No 4 August (2017); pp: 85-92

homogeneous way to allow interoperability in the logistics chain, likewise define corresponding events
for the different situations of products.

In the light of the challenge above, we propose an loT middleware architecture based on semantic and
ontology to describe the sensing devices and their functionalities in 10T, thus, to model the logistic domain
and facilitate collaboration and interoperability between system components.

The remainder of the paper is organized as follows: Section 2 gives an overview of the background of our
work from the vision of middleware, semantic and ontologies. The related work concerning logistic and
sensor ontology is briefed in Section 3. Section 4 presents the proposed loT middleware architecture and
its main elements. Finally, in section 5 we give a conclusion and we discuss briefly our future work.

2 Background

In the context of logistics applications, our goal is to enhance collaboration between stakeholders in
logistic chain for an intelligent monitoring, and a better coordination and visibility to respond to customer
orders and market demand. This by given more attention to traceability and real-time tracking of goods
in the chain. loT can act as the basis for the development of services and applications that offer
information sharing between logistics partners, this, provide improved visibility of supply chain. To model
logistic process with the loT, the integration of several technologies is very important and it involves three
major categories: Radio-Frequency Identification (RFID), sensors and embedded systems for identifying,
sensing and reading logistic items. Due to the large variety of used technologies, loT requires
interoperability between devices and information, to address this concern; we propose an loT middleware
for logistic applications based on semantic and ontology.

2.1 Middleware

The middleware is an interface that facilitates the interaction between technological and the application
levels, this with providing technical interoperability. loT is characterized by a heterogeneous and dynamic
infrastructure comprised of an ultra large number of things, so, collecting data from these different
objects is an important task as it allows software systems to understand the environment better. Further,
we cannot expect all these objects to be connected to the computers due to technical and economic
reasons. In this context middleware has a major role in simplifying the development of new services and
the integration of legacy technologies into new ones, thus, loT middleware sits between the loT hardware
and data and the applications that developers create to exploit the loT.

2.2 Semantic Web and Ontologies

The term “Semantic Web” refers to World Wide Web Consortium (W3C) vision for the future of the Web
in which information is given well defined meaning, making it simpler for machine to perform more work
involved in finding, combining and acting upon information on the web. Thus, enabling computers and
people to work in cooperation. The collection of Semantic Web technologies (RDF, OWL, SKOS, SPARQL,
etc.) provides an environment for people to create data stores on the web, build vocabularies, and write
rules for handling data.

Since the early 1990s, ontologies have become an important research topic examined by numerous
research communities, several definitions of ontologies have been suggested in the last decades. But the
one that best describes ontologies can be found in Gruber [2] “ontology is a formal, explicit specification
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of a shared conceptualization”. Similarly, the W3C[3] defines ontology as the terms used to describe and
represent an area of knowledge, and is used by people, databases, and applications that need to share
domain information. Ontology has been widely used to facilitate knowledge sharing and reusing. For
pervasive computing environments, using ontology to model context and situation enables multiple
entities to have common understanding of the context and situation during collaboration. An otology
comprises three elements: First, classes in the many domains of interest, second, relationships that can
exist among things, third, the properties those things may have.

3 Related work

3.1 Sensor ontology

Nowadays, most research and standardization related to loT domain have principally concentrated in
sensor description and observation data modeling. Thus, researchers have realized that the data sharing
and service interoperability between different data models and devices can be handled using semantic
web technologies. In addition; they confirm that ontology serves as a key factor to enable interoperability
between heterogeneous systems. Several ontologies have been presented for sensor. The work in [4]
presents an attempt to capture the most important features of a sensor node that describes its
functionality and its current state. The ontology describes the main components of a sensor node such as
processor CPU, power supply, and radio and sensor modules. OntoSensor[5] constructs an ontology
comprised of definitions of concepts and properties adopted in part from SensorML[6]an extensions to
the IEEE Suggested Upper Merged Ontology (Sumo)[7]. However, it does not provide a descriptive model
for observation and measurement data.

The W3C Incubator Group on Semantic Sensor Networks (SSN) has introduced ontology[8] to describe
sensors and sensor networks. The ontology represents a high-level schema model to describe sensor
devices, their capabilities, platform and other related attributes in the semantic sensor networks and the
sensor Web applications. Nevertheless, SSN ontology does not include units of measurement, location,
hierarchies of sensor types and domain knowledge that are related to sensor data. Thus, concepts were
included to allow linking to such external ontologies.

Semantic Sensor Observation Service ontology (SemSOS or O&M-OWL ) [9] models sensor observations
and measurement in OWL, it provides the ability to query high-level knowledge of the environment as
well as low-level raw sensor data, besides it adds semantics essentially to weather domain.[10]has
proposed an ontology that models three aspects of the real world present in the IoT; things, real world
concepts and functionalities of things and real world approximation, and this by linking, the domain of
knowledge for sensing, actuating, and processing tasks and the real world representation through loT
services that are aware of their environment. The principal idea of this ontology is that it creates a direct
relation between physical concept, mathematical formulas and functions.

3.2 Logistic ontology

Many initiatives have been taken by researcher in the domain of logistic ontology:

[11]Proposed a logistic ontology based on situations semantic by identifying a set of logistic events and
logistics situations founded on logistic process that model the transition of product. Thus, they use a
situation model based on semantic to specify a situation of product and determine events caused by this
situation. [12]Contribute in the advancement of logistic ontologies by referring to supply chain
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management and reusing the existing body of knowledge contained in the SCOR (Supply Chain Operation

Reference) model. As the SCOR model does not aim at covering interorganizational logistics to the full
extend, this ontologies lack some characteristic concepts of this domain.

In another tentative,[13]build a logistic domain ontology model (LDOM) that represent relations among
logistic domain knowledge. This ontology contains 12 top classes — namely cargo, organization, supplier,
customer, carrier, transport service, constraint, transport service standard, transport mode, vehicle,
traffic line and information between actors. [14]Proposes a core ontology that determines the principal
concepts usually adopted in the logistics domain, thus it can be used as the basis to promote
communication, facilitate integration of heterogeneous IT system between organizations, and finally it is
used for engineering purposes.

4 Global Overview of the Proposed Architecture

4.1 Global IoT architecture for logistics

The proposed loT logistic architecture presented in Fig, adopts a service oriented approach as generally
done in the literature, based especially on semantics to describe devices, their data, and their physical
attributes. The adoption of the SOA principles allows for decomposing complex and monolithic systems
into applications consisting of an ecosystem of simpler and well-defined components [15][16],thus, it is
divided into four layer: perception layer, network layer, semantic middleware layer and application layer
as designed in Figure 1.

Perception layer:

The focal mission of this layer is to perceive the physical properties of things during the logistic process.
This information is about state of good and vehicles or their environment such as: temperature, humidity,
orientation, chemical changes in the air... etc. This process of perception is based on several sensing
technologies (e.g. Sensor, RFID, NFC, GPS, etc.).Hereafter, the collected information are converted to
digital signal and then passed to Network layer for their transmission.

Network layer:

This layer is mainly responsible for the transmission of information collected in perception layer to
middleware layer. The transmission medium can be wired or wireless and technology can be 3G, UMTS,
Wi-Fi, ZigBee, Bluetooth etc. depending upon the sensor devices.

Semantic Middleware layer:

This layer sits between applications, and the network layer and helps brings together a multitude of
devices and data in a way that permits developers to create a new loT services without having to know
the detail of each device or data format.

Our future loT middleware is an extended of the work done in [17], it involves four important parts: a
discovery module, service management, service composition and a knowledge base.

Discovery module consists of two parts: device discovery which enables any device in the loT network to
detect all its neighboring devices and make its presence known to each neighbor in the network. Service
discovery: is used to find appropriate devices according to the service description submitted by the
requestor.
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Service management provides the main functions that are expected to be available for each objects and
that allow for their management in the loT scenario.

Service composition gives the functionalities for the composition of single service offered by networked

objects to build specific applications; in this component we find the process responsible for coordinating
all tasks.

Knowledge Base is the main component of this middleware; it contains all information needed by other
piece, and gives a comprehensive set of ontologies that describe logistic items, logistic process, sensor,
actuator and all physical concept and unit of measurement needed in our case.

Application layer:

The principal goal of this layer is the management of application based on the objects information handled
in the middleware layer, in our case it comprise all functionalities offered to stakeholders in logistic
process, as tracking and checking the state of goods and environment, react to changes in task and
network requirements, thus, sharing important information with the right actor at the right time, and
responding dynamically to the order market demand.

In our work, more attention will be given to the semantic middleware layer especially on modeling a set
of ontologies to describe goods, environment and the devices used in the logistic process.
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Figure 1: General loT middleware Architecture for logistic process

4.2 Proposed ontologies

In this section, we will present a set of ontologies that models device, thing and logistic. Our work is based
on the advantages and shortcomings of the ontologies listed above and by combining the work done in
[10], thus adapting to our case study that concern logistic transport.
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4.3 Device ontology

Device ontology describes functionalities, hardware attribute and physical concepts measured by devices:
sensor, tags, and actuator. Based on work done in[10][18]and according to the requirement of logistic
process we have detected the principles ontology concepts used to better model devices. A
representation of the main class related to the device is shown in Figure 2.

DE"_&C? Location
description
Device
Access Physical
interface concept
Device type

Figure 2: Device and related first class entities

Device type: device can be divided in three main type: sensor, tag, or actuator. When the type is sensor,
our ontology will be connected to an external ontology SSN.

Device description: it contains information about device's manufacturer, device’s internal hardware
components and all information that can be specific to each device, which give a good vision about the
quality of device hardware.

Physical concept: it contains real world properties measured by device such as: humidity, temperature,
pressure...etc. Thus their value and unit of measurement.

Location: defines the location of the device and it is connected to an external ontology: local and global
location ontologies

Access interface: it includes technologies generally used in distributed systems such as: RPC, SOAP, and
REST.

4.4 Thing ontology

The goods transported during the logistic process have some specific features that need to be taken into
consideration, for this reason we have dedicated an ontology especially to model information related to
product: their state, location, manufacturer, condition of conservation...etc. The main classes linked to
thing concept are grouped in Figure 3.
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Requirements Temporal
feature

Thing state Location

Thing

Internal Manufacturer
components

Figure 3: Thing and related first class entities

In fact, manufacturer class contains the historic of product from his point of origin and including all
transitional activities to integrate product’s component. Internal components regroup the raw materials
used for the production of product. Moreover, requirements involve all information needed to transport
product in a good conditions such as: high and low temperature allowed, incompatible product,
dangerousness constituents. Location tracks the emplacement exact of product and it is similar to the one
described in device ontology. Thing state comprises all observable features that we can need to know the
state of product such as: temperature, pressure, humidity...etc. Temporal feature specifies the
chronologic of product and the way in which his properties are transformed.

4.5 Logistic ontology

This ontology is based on core ontology proposed in [14] and it will be extended according to our use case
scenario. The most relevant objects for logistic domain are: transport, kind of good, mode of transport,
type of equipment used. In addition to these concepts, other logistic situation and events are discussed
in [11]and they will be the basis for our ontology. We will describe in more detail in future work this
ontology in a logistic transport situation and by using 4PL provider.

5 Conclusion

We presented in this paper general middleware architecture for logistic process, based on semantic
technologies, especially a set of ontologies that provide interoperability between heterogeneous
components and models the different elements of IoT involved in the domain of logistic. The relevant
aspects are presented by three ontologies: device ontology to describe sensing device and their
functionalities, Thing ontology for product and their requirement, and logistic ontology that show most
concepts used in the logistic domain.

Our purpose in the future work is to implement the proposed ontologies and evaluate their feasibility,
thus handle other part of middleware to improve communication and keep services loosely coupled in
order to increase reusability.
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ABSTRACT

The key idea behind the routing protocols based in multi hope is to find the required path from the source
node to the destination. Since those protocols does not consider the node mobility in their mechanism,
we propose enhanced the routing protocols by benefit from localization node and predict the time needed
for neighbors to go out of range for a node to increase the robustness of the protocols with the mobility.
First, we propose an efficient scheme to predict the neighbor rang out. Second, we designed an enhanced
version of OLSR (Optimized Link State Routing) based on the collected data. Third, we conduct an
extensive set of simulations to compare the performance of our proposal against OLSR origin.

Keywords: component; MANETS, Network Cartography, Node Localization, Position prediction, OLSR
Protocol, Routing Validity.

1 Introduction

Due to MANET (Mobile ad hoc network) features, Mobility is the main challenge to build efficient routing
protocols. Even though some protocols like OLSR[1] protocol is conceived specially for these networks, it
is still unable to completely fit their inherent characteristics. In fact, node mobility significantly degrades
its functioning.

According to the OLSRstandard version, the only mean to better track the timely changing network
topology consists in properly tuning the periodicity of the control messages. However, the scarcity of the
wireless network resources prevents the viability of such a solution. To adapt OLSR to the characteristics
of such dynamic networks, several extensions and improvements of the basic OLSR were proposed, such
as the F-OLSR [2](Fish eye OLSR), P-OLSR[3] (Position-based OLSR).

There is two classical routing strategies used in proactive protocols, such as link-state routing (e.g., OLSR)
or distance-vector routing (e.g., DSDV[4]). The major disadvantage of these approaches is the
consumption of the available bandwidth if the topology change frequently and the network suffer from
frequent path breaks.

In this work, we propose to utilize the Node position as a ground basis on which we perform our routing
decisions to overcome the mobility effect. The remainder of the paper is organized as follows. Section I
presents some relevant related work. In section Il we talk about the impact of the mobility in the routing
protocols. In section IV, we detail our proposed prediction model. Section V is devoted to define the
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performance metrics used to evaluate our scheme against OLSR based on extensive simulation results.
Finally, we conclude the paper in section VI.

2 Related works and motivation

In [5]They propose a protocol which improves OLSR by taking into account the node mobility and signal
strength in the selection of MPRs. And in the papers of [6] and [7] they propose that the node in wireless
Ad Hoc network knows its position to achieve the precise positions of every node in the network. In
[8]They utilize the network cartography in different ways in order to improve the efficiency of the routing
function. In [9]They propose the integration of a cartography gathering scheme to enhance the capacity
of the Optimized Link State Routing Protocol (OLSR) to properly track node movements in dynamic
networks. In [3]They discuss problems of OLSR or other routing protocols that are due to mobility of
nodes. They propose enhanced OLSR protocol (P-OLSR) in packet delivery, throughput, and latency and
normalized overheads. In this work [10] , they propose to increase the network lifetime using prediction
of residual time to select the stable MPR. In our knowledge, no one use node position to improve OLSR
protocol against mobility, thus we will work in this enhancement.

3 Impact of the mobility on the network
In this section, we first define the simulation setup, to measure the impact of the mobility on the standard
protocols between three protocols (OLSR, AODV and DSDV) in the MANET in term of the lost packet, delay
and the overhead. Then, we conduct a series of simulations in NS3 (Network simulation 3), and finally, we
interpret the result.

3.1 Simulation setup

We established a network consists of 30 nodes in the network simulator NS3 [reference], we conducted
several experiments were distributed to 25 test during 200 seconds. To generate traffic in the network,
10 nodes are randomly selected to be a source of CBR (Constant Bit Rate) traffic. And these selected nodes
use UDP (User Datagram Protocol).

Note that since the nodes are mobile and we are in random simulation environment, we repeat every
simulation 25 times to achieve a good simulation results. The entire node moving randomly using
“RandomWayPointMobility” in the simulation.

In the TABLE.1 below, we show our simulation parameters used during simulations:

3.2 Results and discussions
To show the impact of the mobility on the three selected protocols (OLSE, AODV, DSDV), we used two
significant metrics, which we consider important in mobile network, lost packet and the delay sum.

Lost packet

In Figure 1 we plot the lost packet over speed between the three protocols, we observe that due to the
mobility of the nodes, the lost packet increase when the speed increasing.

The AODV had more lost packet than the DSDV, and the OLSR had the less lost packet than the other
protocols. And this is a logically result, because the AODV is a reactive protocol, so he will suffer from the
break links more the two other protocols.
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Parameters Values
Modulation 802.11b
Nodes 30
Mobility Model RandomWayPointMobility
Simulation time 200 (s)
Packet size 256 (bytes)
Protocols OLSR, AODV, DSDV
Speed [0,10,20,30,40,50,60,70,80,90,100]

Simulation Area

5000*5000

LOST PACKET OVER SPEED

OLSR v

0D
12000 [DSDV

LOST PACKETS

Figure 1 the lost packet over speed

The Delay Sum

We get the delay sum by calculate the cumulative of the delay of all the flow between the source and the
destination in the simulation. In Figure 2 we see the same observation as the lost packet, AODV have the
greatest delay sum, and OLSR have the smallest one.

16000

Ll
14000 I

E00D
4000

000

Figure2 the delay sum over speed

Thus, OLSR is the best protocol against the mobility between the three selected protocols. In our proposal,
we will make OLSR operate better than the standard protocol, by adding intelligent in send hello periodic
time.

4 Our contribution

Our proposal

OLSR is a proactive routing protocol for MANET designed to operate in distributed areas and it is well
suited for dense and mobile networks. It has the advantage compared by other classical protocols such as
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the stability, minimizes flooding traffic, reducing the retransmit control messages. The basic functions of
OLSRare: detection of links and neighborhoods and selection of the MPRsin order to disseminate the
topology information to other nodes. Detection of links is achieved by transmitted a periodic HELLO
messages between the nodes, generated at static time interval (every 2 seconds in the standard). The
drawback of this specification is that we do not learn about the mobility of the network. Because the more
the networks move, the more we need to update the topology. Our proposal algorithm (Figure 3) is to
changethe constant HELLO periodic time (2 seconds)to a variable that depend on the network mobility.

Every node will calculate the remaining time for every neighborhood to quit from his wife range, and we
will take the smallest value as a periodic time.

So, the periodic time will depend on the network mobility, the more network move the more nodes send
message hello, the more network move less the less nodes send message hello.

When any nodes go out of the range of node A, the node must send the next message hello to update the
topology. That why we choose the smallest time in buffer as a HelloTimelntervale. The remaining time

will be € ]0, OO] . Therefore, to conserve an optimum running for the protocol we will limit to the interval

e]0.5,5]

Algorithm: /{ at reception of any message HELLO
In this algorithm
R: wife range of the node
Buffer: an array of the estimatad time for every neighborhood
HelleTimelntervale: is the hello time-intervals (2 seconds in the standard)
T: is the necessary time for a neighborhood to get out of the range of A
Begin
1. Get the position Xa and Va velocity from the current node
2. Gat the position Xb and Vb velocity of the sender node (from the massage hella)
3. Calculate the estimatad timea T for the node B to go out the range R of node A (ses Figure 4)
If(T>5)
Than TS
Else if T<0.5
Than T<0.5
4. 5ave the time in the Buffer

5. HelloTimelntervale € min value from the buffer
End

Figure 3 Algorithm used to calculate the necessary time for a neighborhood to get out of range of another node
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Prediction time model

/ \
i \
4 i Vi \
i
Node A range wifi ;
i
i

\ i
\ i

Figure 2 A sample on Predict Remaining Time Estimation

As showing in Figure 4, our proposal is to estimate the necessary time 7 for Node B to move to Position
B’ (we are in two-dimensional coordinates), so:

oS &
We know that:
v, A x (O=V, xt+x,
o Gl o .
AJ:?T: ‘40(3540,}',,0) when =0
=ﬁ JCB([):V& XI+xB
B, 3 3
e )
a3 ¥
VB“ - d: BD(xBQ:_}‘BD) when t=0

And
Point B' is the intersection between the Node A range Wi-Fi and Node B.
Therefore, the Node B’ verifies the circle equation (C):
(g —x,)V + (-, =R (4)

We replace x,,x,,), and y,with the corresponding equation, we will get a finale equation:

at*+bt+c¢=0 (5)
With:

a= (VB( - VA, )l + (VB} - VA) )2
=2((Fg, =V Mg +x, )+ (Vg =V, (g, +54)) (6)

c= (xs,, + X, )1 + (J"E,, + ¥y )l -R?

Since our network move randomly, so a >=0

Therefore, the resolut ion of this equation is:
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—b+JA
=
2a
—b—+/A
2a
with A=b* —4dac

if a»04t,=

i a:o{tzg (7)

In general, we have two solutions and we will choose the positive one, because the prediction time is in

the future so it will positive (when the node A receive Hello messagef, =0).

5 Implementations

Modified OLSR

The OLSR protocol make eachnode periodically sends HELLO messages to its neighbors to broadcast
information about their own existence by using the techniques of link detection and the neighbor
discovery. Thus, in order to enable the node to get the position and the velocity information of the
neighbors, the format for the HELLO message is modified. Six fields are added which is showed inFigure
5.Thecoordinates and the velocity of the node (xPos, yPos, Vx, Vy).

Figure3. The modified HELLO message format

These coordinates can be used to calculate the estimated time to go out of range of the node that will
receive the HELLO message.

After receiving the HELLO message from the neighbor nodes, link sensing is performed by the node, and
the local link information base is created and saved. As for link sensing, we will execute our algorithm in
Figure.3 to set the new HelloTimelntervale and see the performance of our proposal.

Propagation radius of the Node

Toward running our simulation, we must fix the nodes propagation radius R in our algorithm, this radius
is about 350m, therefore when we put a 500m between two nodes and run our simulation. We observe
that no HELLO message was received. We justify this by the noise and the size of HELLO message. In order
to verify the distanceradius that conserves a communication between two nodes (with the HELLO
messages).
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We changed thedistance between the twonodesto observethe impact on the exchange HELLO message.
The following experimental environment is created. The scenario consists of 10 nodes arranged in a grid
(4*3). The distance between the nodes is changed between 0 and 400. Nodes transmit periodically
packets containing 250 bytes. The simulation run executes for 200s. Figure.6 is the distribution for the
nodesin the grid. The experimental results indicated (see Figure.7) that after the distance between 2
nodes be 350m, we node can receive any HELLO messages. As a result, we will choose the radius R = 350
meter in our algorithm (see Figure.3).

!.?l.tltl !UF-.I:.D.U ‘El__:l.il.-lil
e L @

a I =
0.0, 3000 Z00.0,300.0 AC0D 5000
L] L -

6 [ ]
!F;.UJU.U 2000, 5000 AL QS00.D

Figure 6. The distribution for the nodes in the grid

messages. As a result, we will choose the radius R = 350 meter in our algorithm (see Figure.3).
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Figure 7. The impact of distance on the HELLO messages exchange

6 Comparison and discussions

In this section, we describe our results of our proposal in compare with the standard version of OLSR.
Specifically, we compare the lost packet and the delay sum.

We set the parameters of the simulation as the first experiment settings (see Tabl). Thus, the number of
nodes is set to 50, whereas 10 randomly nodes send the data packet of 256 bytes and the others received.
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The node speed is changed between Om/s and 100 m/s. The wireless range Ris fixed to 350 meters
(experimentally) to assume that there isanexchange of HELLO messages their geometric distance is
smaller than the wireless range. As mobility models, we use the random waypoint.

Lost packet

The following figure (Figure 8) represents the number of lostpacket inOLSR protocol and in Modified-OLSR
protocol for different speeds. This figure shows that for different values of velocity, the modified OLSR
protocol has less lost packet than the standard version. We can consider that the modified OLSR shows
an enhancementwhich may can’t be negligee. This extends considerably the quality of the services (QoS)
in a mobile network.

SLINIE]

Figure 7 the delay sum over speed
The delay sum

We get the delay sum by calculate the cumulative of the delay of all the flow between the source and the
destination in the simulation. In Figure 2 we see the same observation as the lost packet, AODV have the
greatest

delay sum, and OLSR have the smallest one.

Figure 9 The lost packet over speed

In the second figure (Figure 9), we have a slightly difference between the Modified OLSR and the OLSR
standard, but the modified show better delay than the standard version. Thus, Location information can
be utilized to assist in decreasing the transmission delay. The simulation studies demonstrate the impact
of using geographical information to enhance the QOS in high-speed mobile nodes.
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7 Conclusion

The node localization technology is one of the important technical in applied researches for the wireless
Ad Hoc network. The goal of this paper was to analyze the impact of mobility on routing protocols of ad
hoc networks, and proposes an enhancement of the protocol OLSR based in geographical position of the
neighborhood. For this purpose, we aimed to extend the lifetime of paths used for routing the data traffic
and the control messages by reducing the effect of node mobility. So, we predict remaining lifetime of
neighborhood based on distance and we send the HELLO message when a node quite the wife range to
update the topology information. Absolutely, the simulations have showed that PDR and DELAY SUM are
improved compared to the standard version of the OLSR.

Although, this proposal was developed for OLSR protocol, the same technique can be applied in different
protocols. As part of our future work, we plan to studies the impact of this technique in AODV protocol,
since it suffers the most from the mobility of the nodes.
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ABSTRACT

This research focuses on evaluating and analyzing the organizational performance of a risk management
unit within banks. The main proposal is to analyze and simulate the process of risk management based on
decision support system and artificial intelligence. This is why this paper uses the systemic thinking and
simulation tool. We finally propose a multi-agent model showing nine autonomous agents communicating
with each other to simulate a risk. This model provides both a tool to simulate the risk and a way to modify
the organizational structure of the risk management unit to improve the performance of bank.

Keywords : Organizational performance; Decision Support Systems; Artificial Intelligence; Systemic
thinking.

1 Introduction

The business of banking is the ability to manage risks. These risks are unexpectedly recurrent in terms of
their number and frequency. Good risk management is affected by the structure and the internal
organization of the unit itself. This work presents an approach which aims at building a decision support
system dedicated to the analysis of the organizational performance of a risk management unit. It is based
on the systemic approach through the following steps: the observation to delimit the system and its
interactions, the static modeling to describe the system in a formal way according to certain standards,
the identification of the indicators in order to focus on the weak-spots and the strength of the unit, and
the dynamic modeling by using multi-agent system in order to simulate the technical subtleties of the
studied system.

2 Position of the problem

2.1 Bankrisks

Risks refer to a well-identified threat associated to the occurrence of an event or series of events which
are perfectly descriptive, and it is not known whether they will occur once again or not but they are still
likely to occur in an exposing situation[1].

The bank like any other organization faces risky conditions. The risks which a bankmay face are variable
and both their nature and extent are relative. However, in addition to the diversity of types of risks and
the narrow or extended scope of each type, they are classified as follows:

DOI: 10.14738/tmlai.54.2980
Publication Date: 15th August, 2017
URL: http://dx.doi.org/10.14738/tmlai.54.2980



Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017
2.2 Typology of bank risks [2]:
Credit risk

It is the risk in which financial losses are due to the clients’ or counterparties’ inability to honor their
financial commitments. In other words, it is the risk that the borrower will not repay his debt at a certain
deadline.

Market risk

Market risk is when the bank undergoes financial losses as a result of changes in stock prices, currency or
interest rates.

Operational risk

It is linked to the risk of loss which results from maladaptation or imputable failure due to internal
procedures, personnel and systems or external events.

Risk of non-conformity

It is the risk of penalty or financial loss which arises from non-compliance with the financial regulations of
banks or their internal rules.

Liquidity risk

This is a risk for which the bank may not be able to meet its obligations as they fall due. It results from a
bank's inability to meet a reduction in its liabilities or to finance an increase in its assets.

Interest rate risk

Interest rate risk is identified as the negative impact of the adverse changes in interest rates on the
financial position of the bank. Interest rate risk concerns both the interest rate positions taken in trading
halls and the exposure to thetransformation risk that is inherent in banking by definition.

Strategic risk

It is a risk which is inherent in the chosen strategy or which results from the inability to implement this
strategy. A strategic failure can be very serious because the committed resources become worthless and
hence the losses become very significant.

Reputation risk

It arises from a negative perception by customers, counterparties, shareholders or investors, which may
adversely affect the ability of the bank to maintain business relationships and the continuity of access to
sources of finances.

2.3 Risk management

Risk management in banks is a topical issue from which many countries suffer (United States, Japan, Great
Britain, France...). This phenomenon is the result of economic problems.

A few years ago, Morocco also got close to falling into financial instability.Thanks to the government’s
initiative, banks were able to avoid this crisis before it could create more dangerous impacts.

These financial crises, which have attacked the Moroccan market in particular and the international one
on a large scale, have clearly highlighted the weaknesses in risk management in the banking sector. [3]
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Traditional management based on simply the compliance with the prudential rules has proved ineffective
because of lacking the involvement of management and the board of directors in banking
organizationcontrol.

Under these conditions, it becomes clear that a global approach to banking risk management is no longer
sufficient, hence the need for the involvement of management and the board of directors in choosing the
most appropriate tools .

Banks Vs. risk management

Banking risk management corresponds to all the techniques and tools put forward by banks to measure
and monitor the risks which they may face.

The banking institutions are engaged with different degrees of involvement in the implementation of
management tools allowing early monitoring of the different types of risks.

The leaders must have procedures and tools for managing the various risks; this management brings
together three fundamental elements:

Risk assessment: it is a continuous process with three stages namely the rigorous analysis and the
qguantification of risks, the determination of the level of risk tolerated by the bank, and the comparison of
the level of risk tolerance with the scale of its assessment;

Risk management and control: following the assessment of risks and the level of risk tolerance, the bank's
management must take steps to manage and control the risks such as the implementation of policies and
the security measures ;

Continuous risk monitoring: this is the most important step in the management process since banking
activities are rapidly evolving at the rate of innovation. They use new technological tools such as the
Internet hence the need for tests and audits (internal and external).

2.4 Performance and measurement tools
Performance

The term of performance is widely used in the field of management sciences, according to Bourguignon,
in spite of the fact that there is no single and unanimous definition of this term. Its etymological origins
signify the accomplishment of a task in order to evoke afterwards the exploit and the success.

Based on the state of the art, performance is defined as the combination of effectiveness, which is the
ability to achieve the objectives and the efficiency which is the relationship between the means and the
efforts being made.

Performance can not be defined as a simple concept because it is a notion that encompasses several
dimensions. In this paper, we are interested in organizational performance which is defined as the
measures which are directly related to the organizational structure and not on its possible social or
economic consequences.
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In fact, the performance of an organization is measured by performance criteria; there is no single
criterion or an exhaustive list covering the various performance criteria.

Method and tool for measuring performance

«Performance measurement describes and implements the strategy, the monitoring of organization,
decision-making and improving coordination» [4].

The state of the art has not made it possible to distinguish a single and a common method for the
measurement of organizational performance.

However to construct the indicators for performance measurement, there are different currents of
thought[5].

These different currents make it possible to construct the organizational indicators;the main task of an
indicator is to measure the situation to trigger the decision-making.

3 Modeling and simulation
A risk is a complex situation that needs to be managed. Banks are subject to undergo stress at this kind of
event and must make decisions conveniently. One of the identified means is the use of modeling and
simulation to analyze this problem.

The systemic [6] represents a particular approach which is adapted to understand the behavior of a
complex system in order to model it to act and to simulate its variations in time.

A complex system, by definition, is a system that consists of many components, interconnections,
interactions or interdependencies which are difficult to describe, understand, predict, manage, conceive,
and changel[7].

3.1 The systemic approach

The systemic approach is a means to understand the system and the organizational complexity. Its stages
highlight two levels: the system which is constructed by an observer facing a complex situation [8] and
the model which is the representation of a system. The purpose of its construction is to understand the
degree of importance of the decision-making on the modeled system.

In this paper, we have relied on the work of Donnadieu and Karsky [9] who explain the systemic approach
in five stages: observation, systemic exploration, qualitative modeling, dynamic modeling and simulation.

Several methods of modeling of processes [10] exist in literature, namely: the dynamics of the systems
[11], the SADT [11], the FIS method[12] and the UML formalization[13].

The choice is based on the UML language: it describes the system , its functions, the resources, the
hierarchy and schematically the process.

The UML approach will be used only to formalize the interactions within the system. For the dynamic
modeling, we are based on the decision support systems (DSS).

Multi-agent systems (MAS)[14] constitute another way to implement tools for the decision-making. They
consist in managing the agents by providing them with tasks for cooperation.
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3.2 Multi-agent systems (MAS)

MAS are entities that interact with one another to produce a collective conduct. One of the main
characteristics is the distribution of tasks on several agents that are objects capable of interacting and
performing actions in parallel with other agents.

The agents must be coordinated with one another, which would allow to model the systems, the modes of
communication and the simulations in the field. The interaction is essentially through the transfer of
information which is broken down into three parts: receiving information, reasoning on other agents and
issuing the messages or the actions to be performed.To build a MAS, there are several platforms[15]: Jade,
MadKit, Zeus and Jack.

4 Dss and the evaluation of organizational performance

4.1 Work methodology

The proposed methodology to analyze the performance of banks’ risk management unit is based on a
systemic approach. This approach allowed us to analyze the system and model it to reduce its complexity.
The proposed methodology provided a risk presentation to analyze the bank's weaknesses. This approach
is based on five main axes:

Observation, to know the organization of the risk management unit and to identify its actors as well as
the interactions between them;

Systemic exploration, which allows modeling the system studied and the different interactions between
its components and the environment. For our case, modeling is done by the UML language;

The identification of performanceindicators, which will subsequently be integrated into the dynamic
model for the analysis of the risk management unit;

Dynamic modeling, which adds the notion of time to the qualitative model. We have worked with MAS
that have reduced the complexity of problem solving by dividing the tasks on agents;

Bank Evaluation: it allows having a general overview of the studied system in order to improve the
performance of the bank.

This approach will make it possible to study, to model and to simulate the tasks of the risk unit to provide
at the end a vision of a well-formalized decision support.

4.2 The risk management unit

The risk management approach in banks goes in parallel with the professional and the regulatory
standards whose management rules are defined according to international levels which are
recommended by the authorities. The Risk Management Unit is independent of business lines and
professions and it reports directly to the Presidency. Its main task is to supervise and hedge the various
risks which are inherent in the activities of the bank, and also to control and measure everything.
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4.3 Risk modeling

To understand the interaction between the actors in a risk management process, we propose a generic
use case diagram(Fig.1):
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Figure.l. Risk Use Case Diagram

The risk management process begins when the Risk Manager identifies the risk, then it goes on to define
the type of risk we have previously classified, the collection of information required for processing,internal
rules and procedures, the triggering of the alert according to the type and severity of the risk, the
preparation of a risk management report, which will be subsequently monitored by the audit controller,
the request for the availability of financial resources from the financial management.

4.4 Modeling of the risk management unit

After identifying the actors of the unit and their roles, we have modeled the unit with the class diagram

of the UML language.The unit consists of a set of committees, each of which is characterized by resources
and interacting with each other.

We have worked on the most general case to arrive at a global bank model that is represented by the
class diagram in Fig. 2.
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Figure.2: Unit class diagram
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To model the risk management unit, it has been necessary to present all the departments that cooperate
with the latter in order to better manage all the risks a bank can face. The class diagram consists of seven
classes:

GeneralDirection : its objective is to monitor appropriate risk management policies, procedures and
systems by collaborating with risk management;

DirectionRisks: it is responsible for setting up risk indicators and controlling each activity of the bank that
may trigger a risk. It is therefore composed of a risk management department;

ManagementRisks : activates the overall risk management process involving the identification, definition,
measurement and monitoring of all risks;

FinancialDirection :it checks the availability of the necessary financial resources for the management of
the risk and subsequently it can allocate its resources to the risk management;

AuditControl : reviews internal procedures, assesses risk management tools and measures reliability and
integrity to generate systematic and objective assessment reports;

EntityROIJIH: attached to the direction risks, it is mainly concerned by operational, juridical IT and human
risks;

ActionPlan: it identifies actions to reduce the impact of risks.

4.5 Identification of performance indicators

The choice of indicators is the most delicate step as it relates to the objectives of decision-makers. These
indicators should monitor the organization's evolution, facilitate decision-making and improve
performance. The selected indicators should be simple and representative. This choice was based mainly
on the bibliography and the specific problems of this project. As a result, seven organizational
performance indicators were identified:

Team Mobilization : this indicator enables to count the number of people present on each committee of
the risk management unit since each committee is composed of a limited number of persons;

Means: identifies the means available at the time of risk. Each committee has its own means to intervene
in risk management;

Duration: is the duration of mobilization of the unit actors. It generally equals one working day except for
the cases of risk with very high degree;

Quality of information: when managing a risk, the key element is the information that will make the right
decision at the right time. If the information circulates with difficulty or not entirely, the decision-maker
will not be able to make the right decision;

The actors’ competence: it allows knowing if all the actors are qualified and competent in the performance
of their tasks. It is measured by the actors training within the bank. This is a central element used to increase
their performance;

The group Cohesion: it relies on actors' motivation, shared emotions and interpersonal relationships;
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The actors Morale: it can be affected at risks and it will surely have repercussions on the performance of
the bank since the psychic state of the actors has a strong influence on the management of risks.

5 Elaboration of a prototype

We propose a system that evaluates the risk unit by taking into account the performance indicators
chosen beforehand. It is equipped with an SMA that allows simulating the different scenarios.

The developed prototype consists of three interconnected parts (Fig. 3):

The user interface that allows adding scenario details of a risk to analyze the results in the form of a
dashboard;

Functional part that simulates the risk scenario. It is responsible for the collection and processing of
information;

Last part which constitutes the database for storing the information necessary for the simulation.

© —— =

Actor ]\
[

Functiona] part
> Data Base

Figure. 3. Technical architecture

5.1 The user interface

The user interface is developed using the Java language under the Netbeans environment. It is connected
to the database.After authentication through a login and a password, since it is the only one capable of
simulating scenarios, the manager goes on to enter the data of the simulation.

5.2 The functional part

The role of this part is to detect the dysfunctions of the organization using the multi-agent systems
according to a specific scenario. The system consists of a set of autonomous agents that each have
separate threads and communicate with each other by sending messages. The MAS model of this system
is represented by Fig. 4.

Figure .4. MAS structure of the proposed system
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GUI Agent: which retrieves the specific information from the risk scenario via the user interface and seeks
for atreatment from the choice agent;

Choice Agent: which allows the user to choose one unit organization among several according to the
specificities and actors involved in risk management;

Test Agent: retrieves the user's opinion on whether he agrees on the type of organization or wants to add
a new type;

Creation Agent: in case the user does not agree with the proposed organization, the agent proposes to
him to define the type of the organization that suits him and is in charge of its creation;

Attribution Agent: which assigns to the actors of the chosen organization the value of the performance
indicators which can be either 0 or 1 through a graphical interface;

Analysis Agent: Which is responsible for all the analyzes concerning the estimation of the duration of the
simulation, the verification of the indicators and the study of the evolution of each indicator;

Display Agent: This displays the results of simulation.

5.3 The database

Data storage will be done using a database. We chose to work with SQL Lite because the recorded
information is not large.

6 Conclusion
The aim of this paper was to propose a new approach for analyzing and evaluating the organizational
performance of a risk management unit. The main idea is to simulate the process of risk management
based on the systemic thinking and artificial intelligence. The result is a multi-agent system that integrates
the performance indicators to simulate each type of risk within banks. The system proposed is being
deployed and its uses will allow bank to improve their performance by analyzing the process of risk
management and to change the internal structure.
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ABSTRACT

Since words can play different syntactic roles in different contexts, it is not trivial to assign the appropriate
morphosyntactic category to each word according to the context. Part of Speech (PoS) tagging is the task
which manage this issue. Several probabilistic methods have been adapted for PoS tagging such as Hidden
Markov Models, Support Vector Machines, and Decision Tree. Based on these methods, language-
independent PoS taggers have been developed such as TnT, SVMTool, and Treetagger. The main purpose
of this work is to combine automatically the output of these standard PoS taggers and investigate several
options for how to do this combination. The experiments are applied to one of the morphologically
complex languages, Arabic. In this paper, we highlight the use of these taggers via various experiments.
In fact, the evaluations involve several tests on both Classical and Modern Standard Arabic,
trained/untrained and tagged/untagged data. Finally, a deeper investigation of Arabic PoS tagging
through these language-independent taggers combination is performed.

Keywords: Part of speech, Tagging, Treetagger, SVMTool, TnT, Arabic.

1 Introduction

The Part of Speech tagging is the basis of well-known natural language processing (NLP) fields. It is a
preliminary task that reflects directly the performance of any other subsequent text processing [1].
Further, pos tagging is a key input feature for other NLP tasks. For example, it is very useful for spell
checking and correcting, named entity recognition, information retrieval, building dictionaries, phrase
chunking, and text-to-speech synthesis systems [2].

Due to these convincing reasons, several methods have been proposed for automatic pos tagging. The
most known are stochastic methods that used Hidden Markov Models (HMM), Support Vector Machines
(svms), and Decision Tree (DT). Based on these methods, language-independent pos taggers have been
developed. The finest freely available taggers with a considerable accuracy are tnt [3], svmtool [4], and
Treetagger [5]. These taggers are data-driven which mean they learn from pre-annotated corpora and
lexicon.

Arabic is a resource-poor language when it comes to finding freely available lexical resources and pre-
tagged training corpora and so on. De facto, not a single tagged modern standard Arabic corpus was a
freely or publicly available until the fall of 2011 [6]. Further, only a few works suggested a tagset for a
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standard use such as [7], [8], and [9]. Thus, to evaluate different approaches and tools on a common
ground becomes hard to realize.

Basically, the standard taggers are adaptable to any language if a lexicon and a tagged training data are
available. Fortunately, a recent adaptation of Treetagger for Arabic [10] is available for public . The
adaptation used a universal common tagset that covers 22 different languages including Arabic [11]. In
this regard, we adopt the same language model used for the Treetagger to adapt the other two taggers
(TnT and SVMTool).

To construct a combination system, two or more individual taggers should be involved. Usually, a
combination of taggers obtains a higher accuracy than the application of just a single tagger [12]. The
reason is that different taggers eventually produce different errors and these differences can be exploited
to yield better results. Thus, when building combined taggers it is important to use taggers based on
different methods [13].

The aim of the present paper is to shed light on the performance of three selected taggers via various
experiments. Further, an evaluation of these taggers and their combinations is performed by measuring
the accuracy rate at the word level. The corpora used for the experiments are; those which the taggers
trained on, Al-Mus’haf [14] and NEMLAR [15]. Al-Mus’haf corpus covers the Quranic text where all the
words are annotated using a semi-automatic method by applying “AlKhalil Morpho Sys” [16] and hand-
corrected by linguistics afterwards. NEMLAR is an Arabic written corpus produced and tagged by RDI,
Egypt for the Nemlar Consortium. The third data is untagged and extracted from the Arabic part of a
multilingual corpus [17]. Therefore, the tagging results were validated manually and compared to their
combination.

Finally, all possible options for how to do these dual combinations are performed and their results is
discussed according to their individual performance. The obtained results prove that some of these
combinations could have a negative effect on the system performance, but others yield a better result.
However, the best accuracy is achieved by extending the dual combination to a trilogy.

The remainder of the paper is organized as follows: in the second section, background information is given
about Arabic PoS tagging, mentioning several relevant works. We briefly describe the three standard
taggers and the universal tagset implemented in the third section. In the fourth section, various
experiments are presented and we discuss the obtained results. Finally, we conclude this paper in section
five.

2 Arabic PoS tagging

The PoS tagging is selecting which is necessary to resolve ambiguity during text processing to estimate the
exact morphosyntactic tags to fit the actual input context.

In order to begin with PoS tagging, There are certain requirements [18]:
To select the approaches that will be used for the automatic tagging process;

To prepare the linguistic resources required for training the tagger, and optional lexicon containing all
possible tags for a particular word form;

To define the tagset, i.e., basic morphosyntactic tags attached to each word.

Different methods are designed for PoS tagging:
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Statistical methods: they derive the probabilities from a large pre-tagged training data. The majority of
these methods are based on HMM. For example, Banko and Moore [19] presented an HMM tagger that
exploits context on both sides of a word to be tagged. It has been evaluated in both the unsupervised and
supervised cases. It achieves an accuracy of about 96%. Another tagger has been proposed, tested, and it
achieves a performance of 97% [20]. The last examples is a recent published study by [21]. Other statistical
taggers are based on SVM such as [22] and Yamcha [23] that achieves 97.6% accuracy. Finally, a maximum
entropy approach, that enrich the information sources used for tagging, has been adopted by the Stanford
PoS tagger [24]. Its result accuracy on the Penn Treebank [25] achieves 96.86% overall, and 86.91% on
previously unseen words.

Rule-based methods: they are based on rules defined by linguistics. These methods involve morphological
analysis and lexicons research. For example, Brill’s PoS tagger, a rule-based tagger for Arabic which uses
a machine learning approach based on Brown corpus [26]. A similar work has been developed by [27]
using transformation-based learning method, which is an error-driven approach to induce the retagging
rules from a training Arabic Treebank corpus and the morphological analyser BAMA [28]. The achieved
accuracy is 96.9%. Finally, an Arabic PoS tagger has been developed based on sentence structure, i.e., the
relation between the untagged words and their adjacent [29].

Neural network models: These methods use learning models inspired from the artificial intelligence field
based on understanding the operation of biological neural networks in brains. Typically, they use highly
interconnected simple processing nodes [30]. To our knowledge, no implementation of neural network
models has been done for Arabic yet. As Carneiro claimed [31], the developer of the mMWANN-tagger
(multilingual Weightless Artificial Neural Network tagger), the ability to successfully tag languages that
possess non-concatenative morphology such as Arabic is left for a future investigation.

Hybrid Systems: guessing PoS tags for unknown word is certainly the main problem in probabilistic
methods. This problem becomes more serious in resource-poor languages that have rich vocabulary and
complex morphology such as Arabic [32]. In order to handle this problem, several taggers combine
different statistical model with rule-based method like [33], [34], and [35]. Their accuracies achieved are
respectively 97.4%, 94%, and 92.86%. It should be noted that the three taggers differ in terms of the
selected tagset and the resources used in both training and evaluation. A different hybrid system has been
implemented by Tlili-Guiassa [36] to tag an Arabic text based on memory-based learning and rules-based
method. The modus operandi of this system is to apply rules (analyzing the affixes and the patterns of a
word) to determine the appropriate tag of each word in the current context, then, refer to memory-based
learning as a machine learning method that can handle the exceptions of these rules.

3 Standard taggers

Standard taggers have been successfully applied to several morphologically complex languages such
Arabic, which have been yielded state-of-the-art results. In the following, we introduce those most
relevant ones:

. TnT tagger: TnT (short form of Trigrams’n’Tags) is a PoS tagger developed by Brants [3].
TnT tagger uses the Viterbi algorithm [37] for second-order Markov models where the
transition probability depends on two preceding tags. From a training data, the
probabilities of the model are estimated using maximum likelihood estimation. New
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assignments of tags to a word are determined by optimizing the product of lexical
probabilities and contextual probabilities. The states of the model represent tags while the
outputs represent the words.

. Treetagger: it uses an unknown word PoS guesser similar to that of the TnT tagger.
However, it is developed to avoid problems that HMM face in transition probabilities.
Thus, Treetagger estimates the transition probabilities based on a decision tree; which
mean that the probability of a given trigram is determined by following the corresponding
path through the tree until a leaf is reached [5]. The Treetagger is probably the widely
language-independent PoS tagger used, it has been officially and successfully used to tag
more than 30 different languages.

. SVMTool: Giménez and Marquez [4] proposed a standard PoS tagger based on SVMs. the
tagger implement five different models for training (0 (default),1, 2, 3, and 4) with a
tagging direction that can be either “left-to-right”, “right-to-left”, or a combination of
both. Concerning the models training, they are based on the SVMLight implementation of
the Vapnik's SVM [38], [39] by Joachims [40].

All the three taggers come with two programs. The first one is for the training task that requires a tagged
training corpus and auxiliary lexicon to generate the parameter file. The second program is the tagger
itself. Up to date, there is no comparative study that evaluates the three taggers for Arabic on a common
ground. However, the taggers have been individually implemented and evaluated for English under the
same conditions. They were trained on two million words of the Wall Street Journal section of the Penn
Treebank corpus [41]. The obtained accuracy rates are 96.06%, 96.36%, and 97.16% respectively for the
TnT, Treetagger, and SVMTool [4], [42]. This shows that the SVMTool outperforms the other taggers.

3.1 The tagset

A tag is a string used as a label to represent information about morphosyntactical features (case, gender,
etc.) of word forms. A tagset is a set of these tags.

Generally, every proposed PoS tagger is looking for his suitable objective. Therefore, it is hard to assume
that the tagsets proposed up to date are for standard use; especially for a language with a highly
inflectional grammar, Arabic. Since we don't want to reinvent the wheel, the recent adaptation of
Treetagger, that use a tagset based on two studies [11], [43] is thus adopted in our experiments. Table 1
below presents the basic tags of the adopted universal tagset.
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Table 1. The basic tags of the universal tagset.

Tags Tag Symbols [Tag in Arabic Examples
. “&" (kataba “to Write”)
J=
“Lyk” (madrasap “School”)
1. Verbs (all tenses and modes) VERB !
2. Nouns NOUN e o “A354” (muHam~ad “Mohamed”)
3. Proper nouns PN “a" (hiya “She”)
4. Pronouns PRON - “ 15" (jamyl “Beautiful”)
5. Adjectives ADJ e ,
. “33 JAx” (baEda, fawoqga “After, Above”)
6. Adverbs ADV Sp
7. Utilities words (Particles, Adpositions...) PRT s el eelis (Y7 (<MY, ¥k, Al*y “To, That,
8. Disconnected letters (Quranic Initials) DISL . who”)
dalads Sy
9. Speech-specific sounds Uh “partS b (W) (Alm, Th, khyES)
10. Other: foreign words, typos, abbreviations... X “oiga o (| h, hayhAt)
11. Punctuation marks SENT s
“ ezila ysi” (>wbk, mANSstr “OPEC,
b it

Manchester”)

4 Experiments and discussion

In this section, we highlight the performance of the selected taggers via various experiments on text from

both Modern Standard Arabic (MSA) and Classical Arabic (CA). Further, we evaluate the performance of

the taggers on trained/untrained and tagged/untagged data. In addition, all possible combinations are

investigated, presenting the best combination. Finally, the achieved results are discussed.

4.1 Experiences on tagged/trained corpora

In this section, we highlight the performance of the three taggers (TnT, Treetagger, and SVMTool) and

explore the commons results and different errors. At the first stage, these taggers are evaluated

individually using both tagged and trained corpora. The taggers are trained and tested on data from the
NEMLAR (500,000 words) and Al-Mus’haf (78,121 words) corpora. 90% of the corpora are used for training
and the rest 10% for testing. Table 2 exhibits the obtained accuracies from all the taggers

Table 2. Accuracy results

* WORDS ARE NOT INCLUDED IN TRAINING DATA

Unrecognize
Corpora nT Treetagger SVMTool
d words*
Al-Mus’haf 942 93.97% 94.70% 93.42%
NEMLAR 6,276 94.74% 95.12% 94.88%

As seen in Table 2, Treetagger performs better than the other taggers when they are applied on both

corpora. Whereas, the achieved accuracy by TnT is slightly better than the one achieved by SVMTool when

it is applied on Al-Mus’haf corpus; and vice versa when they are applied on NEMLAR corpus.
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To indicate the motivation for taggers combination, deeper investigation is required. Therefore, we
checked the outputs of the three taggers to explore the commons results and different errors, and
eventually to exploit these observations in further tasks. Table 3 shows detailed information about taggers

outputs.

Table 3. Detailed information about taggers outputs

Corpora Common Non-common
Taggers All ™nT Treetagger SVMTool All
93.72% 6.28%
Al-Mus'haf Correct Incorrect Correct Correct Correct Incorrect
92.94% 0.78% 1.03% 1.76% 0.48% 3.01%
94,61% 5.39%
NEMLAR Correct Incorrect Correct Correct Correct Incorrect
93.85% 0.76% 0.89% 1.27% 1.03% 2.20%

Several hints are observed in Table 3 above:

The common outputs are not certainly correct; yet, the rate of incorrect ones remains very
low (0.76%-0.78%).

None of the common and correct outputs of the three taggers reach the accuracy rate of
the three taggers individually.

The non-common outputs are not certainly incorrect. In fact, more than half of them are
correct.

Based on these observations, we deduce that depending only on the common outputs is
not effective, because it does not reach the performance level of each tagger individually.
Also, we cannot abandon the non-common outputs, where there is an interesting
percentage of correct results.

4.2 Combination algorithm

Through the previous investigation, it is possible to define an appropriate combination algorithm.
However, the purpose of this work is not to propose a better combination algorithm. Instead, we would
like to demonstrate that a combination system does effectively improve tagging accuracy. Here, we
describe the algorithm implemented for the combination process. This combination algorithm determines
the most appropriate tags in three steps:

Tagging the input text with all taggers;

Selecting for each token the most voted tag from the majority taggers (in these
experiments, at least two taggers);

If the given tags from all taggers are unlike. Then, the selected tag is the one proposed by
the most accurate tagger (in these experiments, is Treetagger).

The evaluation of the algorithm is divided into two phases. In the first one, only two taggers are used as a
combination. Consequently, we left with three possible combinations; while in the second phase, the
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three taggers are used as a combination. Table 4 shows the achieved accuracies of all combinations in
these the two phases.

Table 4. Combinations accuracies

™TnT & Treetagger & ™TnT &
Combinations All taggers
Treetagger SVMTool SVMTool
Al-Mus’haf 95.73% (+) 93.54% (-) 93.82% (-) | 95.79% (*)
NEMLAR 95.23% (+) 95.00% (-) 94.93% (+) | 96.45% (*)

By combining the outputs of two or three taggers using the proposed algorithm, the obtained results are

as follows:
. (-): these combinations achieve an accuracy rate lower than the most accurate tagger
involved in the combination.
. (+): these combinations achieve an accuracy rate higher than the most accurate tagger
involved in the combination.
. (*): the best achieved results in all combinations, i.e., those involve all the three taggers.

4.3 Evaluation on untagged/untrained corpus

After testing and validation of the combination algorithm on available pre-tagged and trained corpora, it
remains to evaluate this algorithm on a new untagged/untrained data which is the main objective of this
work. For that reason, we have selected the data from a rich resource in term of variety of domains and
topics. The data are extracted from the Arabic part of a new proposed multilingual corpus constructed
based on the available subtitles of TEDx talks. The size of these data is 500,000 words.

Before applying the combination algorithm, it is required to determine the most accurate tagger among
the three. Based on the idea that the tagger which outperforms the others in the non-common outputs,
eventually, it will be the one that has the higher accuracy in the overall corpus. Hence, the first stage of
this evaluation is to annotate the corpus with the three taggers to separate the common and non-common
outputs. Finally, we verify manually and validate the achieved accuracies in two experimental samples:
(1) all non-common outputs; (2) 10% of random common outputs. Table 5 presents the obtained results
of this task.
Table 5. Accuracy analysis on experimental samples

Common Non-common
Taggers All ™nT Treetagger SVMTool All
Percentages 86.98% 13.02%
Experimental samples 10.00% 13.02%
Correctness Correct | Incorrect | Correct Correct Correct Incorrect
Accuracy 84.85% 2.13% 4.03% 4.02% 3.54% 1.43%

The observations noted in the previous evaluations (Table 3) remain the same as they are in the
experimental samples presented in Table 5. Thereby, the next step is to apply the combination algorithm
and compare it to the performance of each tagger. In this task, only both experimental samples (23.02%)
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are used instead of the overall corpus. Table 6 exhibits the obtained accuracy rate by all the taggers and
the combination algorithm.

Table 5. Taggers accuracies on TED corpus

Taggers nT Treetagger | SVMTool Combination

Accuracy | 88.88% 88.87% 88.39% 90.63%

As seen in Table 6, the achieved accuracies of the three taggers are approximately similar with relative
progress of the TnT tagger. However, the combination algorithm outperforms the three taggers
individually.

4.4 Discussion

Several experiments on various resources are performed in term of text form, trained/tagged and
untrained/untagged. Based on a deeper investigation of these experiments, a combination algorithm is
developed. Several evaluations and validations are done to demonstrate that the combination system
does effectively improve tagging accuracy considering the number of taggers involved and their
performance. To sum up the most important results obtained in this investigation, we state the following
points:

. As seen in the evaluation experiments, the proposed combination system performs better
than the other taggers when they applied individually on all three corpora.

. Usually, the PoS tagging is done by an automatic process and manually corrected
afterwards. To minimize the hand-correction, the combination algorithm can be used to
improve the accuracy rate; yet, to point the candidate mis-tagged words by indicating the
unlike tags.

o By combining only two taggers, an accuracy rate reduction could be achieved. In our case,
the rate was lower than the most accurate tagger involved in the combination algorithm.

. Improving the performance of the current combination algorithm is at hand. For instance,
the improvement still possible if the number of involved taggers is augmented or different
combination algorithms are adopted.

In addition, all obtained results shows that the accuracy of a common output is always lower than that
achieved by the taggers separately. The reason is that the taggers produce different errors and these
differences are exploited in the combination to yield better results. Therefore, we suggest combining
taggers based on different methods while building a combined system.

5 Conclusion and perspectives
In this paper, we demonstrate the feature-rich functionality of PoS tagging through taggers combination.
Arabic language was the case of this investigation. The combination algorithm achieves a state-of-the-art
overall accuracy in Arabic PoS tagging and outperforms other taggers.

Here, we highlight pertinent tagging methods, primarily those implemented for Arabic language,
mentioning relevant works that have been published in this field. Further, three standard taggers are
introduced with a brief description; then, their performance is evaluated via various experiments by
measuring the accuracy rate at the word level.
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As it was observed in the experiments conducted, the proposed combination algorithm involves three

language-independent PoS taggers. The performance is better in comparison with the other taggers

separately. The proposed system increases the accuracy rate of the most accurate tagger by 1.09%, 1.33%
and 1.75% respectively for the three different corpora Al-Mus’haf, NEMLAR and the Arabic part of TED
corpus. The modus operandi of our PoS combination algorithm is in accordance with the observations

concluded during the various experiments that we have made.

Finally, this work is another step to improve tagging accuracy for Arabic and to minimize the hand-

correction. Yet, it is still possible to move performance levels up. Later, we look forward to combine a PoS

taggers dedicated to the Arabic language (e.g., [34], [44], and [45]) with an application to fine-grained PoS

tagging. Further, we plan to investigate other combining approaches and their application to PoS tagging.
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1 Introduction
The automobile industry has become Morocco's leading export market and one of the most successful
industrial pillars in the Moroccan industry. First with the establishment of Renault Tanger in 2008, which
is the biggest foreign investment in Moroccan history, furthermore with the anticipated arrival of
Peugeot-Citroén (PSA) in Kenitra in 2019; therefore, Morocco remains an attractive country for major car
makers due to its political stability and favorable geographical position compared to its neighbors in the
region.

The development of a solid industrial fabric is the result of further integration of the automotive value
chain in Morocco. Indeed, the year 2016 testifies to the signing of supplier agreements called Ecosystem,
mobilizing investments of the order of 10 billion dirhams.

These agreements were signed in the presence of His Majesty King Mohamed IV and several ministers as
well as the Director of Operations, of the Renault group Middle East and India branch. This project involves
developing a global supply platform that generates a figure of 20 billion dirham per year. It will contribute
to the creation of 50,000 new permanent jobs with the objective of doubling this number by 2020 to more
than 160000. In short, the ecosystem signed in April 2016 includes three types of agreements:

e Aframework agreement on the establishment of the Renault ecosystem.
e Anindustrial property agreement.
e A convention on executive training and vocational training in the automotive sector.

Morocco commits to give subsidies to investments and tax advantages to suppliers who intend to settle
within the country. Renault took advantage of this ecosystem agreement by increasing its local integration
rate and consequently reducing and optimizing its logistics and purchasing costs.

Generally, the purchasing costs of multinationals such as Renault represent a significant percentage of the
cost of their products. To this end, they still hope to optimize them by several levers, local sourcing is a
strategic tool to achieve this objective through its direct contribution to the purchasing performance and
consequently the company’s performance.

This leads us to question the levers and the challenges that this local sourcing represents for the major
international structures. In other words, the mean question is: does the increase in the rate of local
integration always reduce purchasing costs for multinationals?
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practice.

2 Sourcing strategies
Sourcing is the research, location, selection and evaluation of a supplier in order to meet an identified
need. However, in a context of globalization, multinationals manage sourcing around the world by
managing a global supply chain for their production sites scattered across the globe. To do this,
multinationals seek to reduce the logistical costs of their factories by looking for locally installed suppliers
who can supply and deliver according to their specific standards.

2.1 Sourcing strategies according to the supplier panel:

2.1.1 The different sourcing strategies
Sole sourcing:

It is a single source of supply for one type of product. It can be the result of sourcing from a supplier whose
production capacities are rare in the market; But it would be wise to look at the supplier market to
compare the supply of other suppliers with the one already contracted.

The use of a single supplier presents a strategic risk insofar as an incident can lead to a break in the supply
chain, the consequence of which can be damaging for the enterprise. The link between sole sourcing and
supplier relations gives rise to a less formal and longer-term contact. But having a sole sourcing strategy
to increase quality is not always true? .

Dual sourcing:

It involves using two suppliers to produce the same component or buy the same raw material. In general
the business is shared for 70% with the supplier Y and 30% with the supplier X. Itis in some way a response
to the risk of the single source of supply since the supplier acts as a backup in case the other would be
failing. Many companies consider dual sourcing as important because it allows the company to have some
flexibility as well as avoid being frozen by long-term contracts with a single supplier.

Multi sourcing:

Multi sourcing is when three or more suppliers are used by the company for the same product. This
corresponds to a strategy of diversifying sources of supply when, for example, a parent company orders
from a number of suppliers close to its factories and markets a similar product to supply the local demand.

Falguni Sen et William J. Latzko, Single Source Supplier Strategies—An Exploratory Study of the Impact of
Values, Attitudes and Practices in Large U.S. Manufacturing Firms. Academy of management Proceedings,
1987, p.301-305
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2.1.2 Back-up strategies:
Cross sourcing:

Cross sourcing is a sourcing strategy in which a company uses a supplier in the production of a good or
service for a production domain of the company and another supplier producing the same good or service
for another area of production line.

The idea is to have a back up supplier and develop a competition between the two suppliers for future
contracts to be awarded. Competition between suppliers is a means of encouraging emulation but should
not be an instrument of pressure of the client company on its supplier.

Suppliers of fluctuating demand:

Some industries experience a peak demand during a season of the year. They use a supplier that produces
continuously during the year. During the strong period, one or more other suppliers will support the peak
demand. The degree of strategic relationship with the temporary supplier is not necessarily very high.
Sometimes it serves as a "spare wheel", thing that hampers to carry out a strategic purchasing policy with
a reduction in prices and the appearance of innovation.

2.2 The Geo-Location of the Company And The Location Of Resources:

2.2.1 Local sourcing:

Local sourcing involves working with regional or national suppliers, defined according to the location of a
business activity as a factory. Local sourcing has the advantage of reducing the risks associated with
logistics. Another advantage is to benefit from a product delivered with speed, when the freshness of the
products is critical or when the demand evolves quickly.

For a company that does not internationalize its sourcing, local sourcing provides, at a lower cost, a
developed network of partner suppliers to cover the demand in either local or international markets.
However, if these sourcing concerns manufactured product in a declining cycle, low-end, designed by
unskilled employees, the local sourcing in certain regions is not advantageous because costs become the
first criterion.

2.2.2 International sourcing:

International sourcing is possible through the development of transport and telecommunications which
makes it more accessible. This international sourcing is used to benefit from a comparative advantage like
that of Silicon Valley where innovations are strong because emulation is favored. Thus appears a
geography of sourcing where the firms look for quality in some leading countries like France, Japan,
Germany and the United Kingdom?.

2 AberdeenGroup, Low-Cost Country Sourcing : Success Strategies Maximizing and Sustaining the Next Big Supply

Savings Opportunity, Juin 2005
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International sourcing has developed with the emergence of competitive players outside the borders.

With the collapse of the Soviet Union, China's openness, WTO agreements, the development of NAFTA,
raw materials, plastics, electronics are bought more frequently from international sources.

This sourcing is adapted when, for manufactured products, the time taken for ship delivery is not
paramount. Otherwise the airway remains a possibility to transport in the emergency but its use is very
expensive. International sourcing requires taking into account® the total costs of delivery (transport,
customs clearance, banking, insurance, quality inspection); Trade regulations, both restrictions and
incentives; Time to Market (flexibility); Value-added services (a service which is offered by a supplier and
which makes it possible to dispense with one more intermediary); Internet communication tools. The
barriers are understanding of international procurement procedures (import licenses, certificates of
origin), extended delays, cultural differences, currency risks. Finally, having international suppliers has the
effect of increasing the inventory level resulting from a policy of risk reduction* (downtime, terrorism,
change, policy) that leads to the accumulation of security stocks.

2.3 The sourcing procedure

2.3.1 Sourcing steps
Expenditure Analysis, Spend analysis:

Strategic sourcing begins with spend analysis up to the procurement automation process® . Spend analysis
refers to cost management. It is a way of analyzing cost structures that can be carried out by product or
by product groups. The products purchased and the procedures leading to these purchases are analyzed
in great detail.

The proactive specifications:

Before a sourcing project, the company establishes a general project plan (mapping) in which it formulates
its needs, proposes modes of action in the supplier market, makes internal recommendations, identifies
the cost sources (cost drivers). It is the stage of constitution of the proactive specifications. This is the
preparation stage prior to the decision to attack (as in marketing) the dense supplier market.

Even before the detailed specifications have been drawn up, it must precede a strategic decision by the
company's top management. The intention is specified, communicated and comes into application by the
constitution of a sourcing team. The latter will attempt to determine the buying segments where the
proactive approach to the supplier market can be carried out. Once defined, the team draws up the
complete specifications by consulting the other internal clients in order to guarantee the general approval
in a strategy of global strategy known to all.

Data collection and processing:

Any sourcing project, whatever its strategic and geographic orientation, requires the company to collect
and analyze all kinds of data in order to prepare the sourcing process and anticipate the risks. This may

3 Sara Ireton, Global Sourcing Checklist. Industry Week, janvier 2007, p. 40
4 Mike Jones, Domestic costs of foreign sourcing. Material Handling Management, février 2008, p. 40-41

5 Sean Delaney, Delivering Value in both good and bad times, E-sourcing Forum, 14 juillet 2008

URL:http://dx.doi.org/10.14738/tmlai.54.2982 | 126 |



Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017

be data from previous sourcing operations: Results, quality of products purchased, and respect of
deadlines by the supplier. This may include data on the economic environment such as inflation rates,
world commodity prices, exchange rates and the transport network. Also the buyer is required to learn
about the legislative environment. The latter can be very changeable and contain legal gaps in some
countries; It is necessary for the firm to guard against possible risks due to non-protection by the law, such
as intellectual property.

Generally it is necessary to collect the strategic information that will help to establish the sourcing
decision, indeed it is necessary to look for 3 important information:

e Geo-location of supplier: this information will allow defining the logistic flows and the daily rates
of delivery.

e Quality of supplier and price: An ISO certification of supplier is very important information that
proves the quality of the products.

e Production capacity: knowing the supplier's production capacity will make it possible to know its
competitiveness and its flexibility towards an unpredictable increase in demand, which generates
large investments.

The offers received and selection suppliers:

Supplier selection is a critical phase in the sourcing process, as it has a significant impact on the company's
performance.

Indeed, it is necessary to develop a network of reliable and competitive suppliers so that the company
can raise and survive in a competitive environment. However, in order for the company to be able to
provide a quality product at a reasonable cost, it must virtually monitor the performance of its suppliers.

However, there are two major problems:

e The determination of the number of suppliers and the mode of relationship with them: this choice
is largely influenced by the strategic activity area of the company as well as its management mode,

o The selection of the best suppliers: this problem arises after the determination of the number of
suppliers selected, however we will explain in detail in the next section the different techniques
designed by researchers in the determination of the best suppliers and the fundamental criteria
in the decision of making supplier appointment .

2.3.2 Supplier selection items:
Selection criteria:

Based on a survey of 274 Canadian and American firms that are members of the National Association of
Purchasing Managers (NAPM) and in order to theorize supplier selection criteria, Dickson (1966) was able
to identify 23 criteria used by companies in the 1960s to select their suppliers

The study showed that supplier selection is a multi-criteria decision that often involves simultaneous
consideration of several criteria such as price, delivery time and quality, and that it is extremely difficult
to find a supplier that excels everywhere. For example, the supplier offering the lowest price may not
have the best performance in terms of delivery time or product quality.
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Indeed, the criteria are classified by degree of importance, the table below, summarizes the different
criteria and their classification:

Table 1: Dickson's classification of supplier selection criteria

Supplier Selection Criteria Dickson
rankings 1966

Price 1
dilevry 2
Quality 3
production Capacity 4
geographical Location 5
Technical capacity 6
Management and 7
organization

Positioning in the Industry 8
Financial situation 9
Past Performance 9
Repair Service 9
Attitude 10
Packaging capacity 11
Operations Control 11
Training and support 12
Process Compliance 12
Social relationship 12
Communication system 12
Reciprocal relationship 12
Impression 12
Passion to do business 13
Purchase volumes 13
Warranty Policy 14

According to Vonderembse (1995), their study indicates that the process of supplier selection is multi-
criteria and that the most important criteria are in this order: quality, product performance, reliability of
delivery, product availability, cost, delay, technical capacity Supplier, after-sales service, financial situation
and lastly the geographical location of the supplier.

The study also indicates that performance and product quality are the two most important criteria in
selecting suppliers for companies, and recommends that firms reduce the number of suppliers and
develop strategic partnerships with suppliers.

Types of relationships between the company and suppliers:

Masella and Rangoon (2000) grouped these relationships into two phases. Each variable depends on the
horizon of the relationship and the degree of integration between the company and the supplier:

The horizon of the relationship:

We distinguish between a short-term relationship, the occasional (or cyclical) outsourcing and a long-term
relationship, such as permanent (or structural) subcontracting. The duration of the relationship depends
on several factors, the most important being:
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e The level of investment in specific goods such as infrastructure, equipment,
information systems, etc. These are the elements that the company must create to
make the relationship operational and not to be wused in other buying
relationships..

e The cost of changing suppliers: It includes the cost of finding new suppliers in the
case of low performance or the existence of a significant risk.

The degree of integration between the company and the supplier in logistics and strategic terms:

Logistics integration involves performance arrangements such as quality, service and time. However
Strategic integration refers to arrangements that involve the supplier's know-how to develop new
products and technologies.

Therefore, the type of relationship between an OD and a provider can be one of the following four
scenarios A, B, Cand D:

Table 2: Scenario of degree of enterprise-provider integration

Short term |Long term

Logistics integration A B

Strategic integration C

To determine the selection criteria for each of these scenarios, the supplier is modeled as a dynamic
system, presented by three types of variables:

e QOutput variables: They correspond to the performance of the supplier and are of two classes:
manufacturing performance such as cost, quality, delay, flexibility and service, and technological
performance such as innovation of products purchased.

e Input variables: These include control variables used by the supplier to complete a certain
performance and environmental variables such as market developments, competitor actions
which are not completely under the control of the supplier.

e The state variables: They are responsible with the input variables of the dynamics of the output
variables of the system which is the supplier. To define state variables, resource-based theory is
used.

Contrary to the fact that the competitiveness of the firm is measured in terms of cost or performance
measured directly on the current product in the long term. Thanks to this vision, this competitiveness is
measured through the allocation of resources. These are unique, durable and difficult to imitate or
substitute, hence the infrastructure implemented by the supplier. These infrastructures are linked to
manufacturing resources (organization of manufacturing, human resources management, production
planning, information system, etc.) or to technical resources (organization in research and development,
staff qualification, investment Research laboratories and control equipment, relations with external
experts, etc.). Thus, for each type of relation, the proposed model defines the criteria corresponding to
the selection of the suppliers.

In conclusion, the selection of suppliers is a very complex process, which depends on several factors such
as the company's sector of activity, the type of relationship to be undertaken between the company and
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the suppliers, and so on. The various works in this field show, however, that the triptych QCD (Quality,

Cost, Delay) remains the most used in this process.

These and other criteria are sometimes conflicting, making the process of supplier selection complicated.
Several methods have been established for solving this problem. The following paragraph presents a state
of the art of the main methods.

3 Presentation of the local integration project and diagnosis of the
perimeter body & Electrical

3.1 Presentation of the local integration project and its role in improving
purchasing performance

General presentation: Local integration of automotive parts:

This trend is motivated by the gains to be made in terms of geographic proximity, lower logistics costs and
exchange rate risks. To benefit from the cost advantage, Renault Maroc is looking for local partners for
business opportunities in order to establish a Win-Win relationship and also minimize logistical costs.

The supplier's competitiveness remains the main concern of Renault Maroc. To this end, it accompanies
these suppliers with the ANPQP (Alliance New Product Quality, Procedure) approach, which is founded by
Renault-Nissan to make annual agreements and provide specialized teams for suppliers to transfer know-
how, especially in terms of quality management and competitive production.

The ANQP is the common procedure to cover all the quality assurance activities expected for the POE
(Outsourced Product of the Renault plants). It was developed to define the common requirements of
Renault and Nissan towards their suppliers from the initialization of the project, through the
manufacturing agreement, to the end of production series. The challenge is therefore to reach the
objectives qualities, cost, delivery time and overall expectations of the customer.

The problem that generally arises for the design of automobile parts in Morocco is the lack of technology
and experience. Indeed, the Moroccan industrial fabric does not have the technologies necessary for the
manufacture of high quality parts or the human skills necessary for the realization of a project of high
posture. However, there are multinationals, established in Morocco to fill the gap, and already part of the
Renault-Nissan supplier panel.

The criteria requested by Renault-Nissan Purchasing Organization (RNPO) is a joint purchasing
organization between Renault and Nissan, which was set up in 2001 and has gradually evolved to cover
100% of purchases since 2009. Common purchases Mean that Renault and Nissan have mandated RNPO
to build a business panel and monitor the performance of suppliers), for the choice of suppliers is grouped
in 4 primary parts:
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Figure 3: Supplier Choice Criteria at RNPO

Economic
competitiveness

Local integration is an effective tool for cost reduction, but the process is slow and requires heavy
investment of tools and studies. A profitability study is carried out at the end of the consultations to decide
on the profitability of the project for Renault.

Today, the rate of local integration is 33%, which remains very low compared to the targets set at the start
of the Renault Tangier plant.

Indeed, the last supplier agreement signed in April 2016, and the establishment of ecosystems, will allow
Renault to boost this rate of local integration thanks to permanent support from the Moroccan State,
specifically the Ministry of Industry for The development of the industrial fabric in Morocco. The objective
is to achieve a local integration rate of 65% by 2023, which remains a challenge for both stakeholders
namely Renault and the Moroccan State. So the local integration project takes into account not only the
optimization of costs but also the commitment vis-a-vis the government.

SWOT analysis of local integration:

The SWOT analysis of local integration will enable us to identify, on the one hand, the components on
which we can rely and count, and on the other hand, the weaknesses that need to be reinforced. Here is
the SWOT analysis:

Forces Weaknesses
- Reduction of logistics costs - Risk of quality
- Geographic proximity . - Desourcing of initial
- More preventive control of Suppllets. i
delivery times and quality of - Risk of independence from
products. suppliers.

- Optimization of lead time

and stock

- Decreaze in stocks, in-

stocks, scrap and waste.

- Reduction of deadlines.
Opportunities

- Financial assistance granted

by the Ministry of

Automotive Industry

- Renault's desire to increase

the rate of local integration

and to support the

development of suppliers.

Threats

- Moroccan industrial fabric
weak: Lack of skills 'R & D
{ experience.

- Local integration process
slow enough! product /
process development,
validation tests to be done,
quality upgrade suppliers

- Heavy investments.

Figure 4: SWOT Analysis of Local Integration

Local integration steps:
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The process of local integration takes place in several stages, from the determination of the perimeter
impacted up to the appointment of the supplier, which makes sense, since sourcing is a flexible process
that changes according to sector of activity and the nature of the business. Below the different actions
carried out for each stage of local sourcing:

Step 1: Determine the scope of action:
In this phase, the following elements are specified:

e |dentification of the parts concerned.

e Identification of projects.

e Identification of customer sites.

e Determination of current suppliers.

e Identification of diversity (All existing references), and calculate the mix of
references by several criteria either by volume, power train, or product range, the
choice of mix depends on the nature of the part.

e Location.

e Prospecting and determination of suppliers to consult (visiting local suppliers,
consulting current foreign suppliers for a possible establishment in Morocco).

Step 2: Selection Criteria:

In this phase, we determine our supplier selection criteria, which are: Geo-location (Integrated
multinational suppliers)

e Economic competitiveness.
e Technological mastery.

e Llogistics performance.

e Quality performance.

Step 3: Define local integration scenarios:

After defining the selection criteria, it is recommended to draw a road map for possible
scenarios of the local integration.

Step 4: Recovery of engineering definition:

Engineering prepares the technical definition in parallel with the purchase for 3D modeling and 2D of the
part.

Step 5: The sending of consultation files to the supplier (Request for information):
The purchase sends the RFl file. This is the equivalent of the purchase specification.
Step 6: Kick-off meeting with suppliers:

The purpose of this meeting is to discuss the investments necessary for the start-up of the manufacture
of the part

Step 7: Launching of logistics costing :
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To calculate the necessary transport costs, and compare the new and the old logistic path.
Step 8: Comparative Analysis, Supplier Returns:

A comparison of the offer of new supplier and the offer of the current supplier, it is done on the following
points:

e  Price comparison.
e Comparison of logistics costs.
e Comparison TEI (Investment Ticket).
e Comparison of delivery times.
e Comparison of quality.
Step 9: Purchase Negotiation:
This stage of negotiation is essential for building a lasting relationship with the supplier.
Step 10: Appointment of Supplier:
The supplier is appointed for the delivery of the part.
Step 10: Appointment of Supplier:

The supplier starts the manufacturing process of the part.

Finally, this step is the standard procedure for a local sourcing project, the order of these steps differs
from one project to another.

Before starting the project of our integration we will first analyze the inventory of the perimeter purchase
Body & Electrical.

4 Analysis of the state of the premises and diagnosis of the perimeter body
& Electrical:

Inventory of fixtures:

The starting point of the project is to do an analysis of the Body & Electircal perimeter of Renault Maroc.
The perimeter that will be analyzed corresponds to everything related to the body of the car and the
electronic elements and systems that constitute it.

The Body & Electircal perimeter is made up of 5 buyers, each one dealing with a number of parts and their
suppliers. Some of these parts are locally integrated and another part is not. To do that, we tried to
develop a supplier panel so that we could have more visibility.

In this perimeter there are 4 families of purchases, below a table that summarizes all the types of
purchases in this perimeter:
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Table 5: on the Body & Electrical perimeter parts panel

Body Equipment Purchasing - Glazing.
- Watertight seal.
- Wing mirror.
- Lighting.
- Wiping.

Purchases climate and cooling system - Air conditioner.
- Radiators.
- Radiator hoses.
- Compressors.
- GMV: Ventilation motor
unit.

Purchasing Multi-Media and Mechatronics - Clusters.
- Door mechanism.
- Hinge.
- Switch.
- Combi switch.
- Door switches.
- Electronic keypad.
- Probes.
- Speakers.
- Antenna.
- Microphone and
displays.
- Radio / Navigation
system.

Buying Harness, Energy Systems - Wiring.
- Drums.
- Starter.

Indeed, five buyers share among them these parts, their management, their supplier panel, and supply
monitoring.

Indeed, this perimeter is very strategic, since it gathers a very interesting percentage of all parts worked
on vehicles. That said, buyers must have background and training in the technical field and specifically, in
mechanical and electronic engineering to handle negotiations very well with its supplier.

We have chosen the group of merchandise climate and cooling system, for a possible local integration,
however before beginning the consultations, we have made a small diagnosis of this grouping of
merchandise to study the parts not yet integrated locally and those potentially to be there in 2016.2016.

Diagnosis and analysis of the parts group Climate and Cooling System:
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We have created a table that includes all the families of purchases and the parts allocated to them.
Subsequently the document was sent to the buyer who is responsible for the perimeter climate and

cooling, so that he can tell us which purchasing families he is responsible for, their suppliers solicited and
the parts that are integrated locally and have not yet been.

This support will help us to have a visibility on the parts that can be integrated locally and to identify it in
order to launch the supplier consultations on these parts.

Table 6: analysis of the climate and cooling system

The parts of the climate perimeter
buyers Local Suppliers City Integrated Potential 2017
and cooling system . .
integration
2016
Compressors X No Hutchinso Spain Yes
n
HVAC manual Yes Denso Tanger
HVAC regulated Y Yes Denso Tanger
Climate and .
cooling GMV Yes Suit/Gate Tanger
system Air guide Yes Sews Kenitra
Radiator Yes GFD/Calso Berrechid
z nic
Radiator hoses No Tristone/S Inde Yes
uperindus
India e
Hoses for water Yes MGI El-Jadida
evacuation

This table is a summary on the integrated parts and the others that are potentially integrable for the year
2017 and for which we already have an idea on the feasibility of the project. This table contains the
following:

e Suppliers solicited for each commodity group.
e The parts that will be integrated for the year 2016.
e Potentially integrable parts for the year 2017.

After drawing up this table, the engineering department and the project purchases made a meeting to
choose between the compressors and the radiator pipes for a possible local integration. We found that
there is no international supplier installed in Morocco that would have the necessary technology to
produce compressors of good quality. In the end Renault chose to start on the local sourcing of radiator
pipes.
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5 The project framework

We concluded that MGI will be interested in the supply of radiator pipes as shown in the table above

shows that Renault has already integrated locally at MGI El-Jadida. The water drain pipes that are more
or less similar in their production than the radiator pipes, in addition MGl already has an experience effect
in the production of radiator pipes since they produce this type of parts in its plants everywhere In the
world for Renault and for other car manufacturers.

The choice of radiator pipes was validated by the engineering department, as well as the purchase projects
including with the approval of Chamberlain Nicolas project manager local integration Renault Morocco.
The supplier MGI with its new site in El-Jadida represents an opportunity to be seized by Renault. The
table below summarizes the different levers of this project:

Table 7: Project Framework Summary

Target Supplier MGI El-Jadida
Actual Supplier Superindus India
Year of projection 2017/2018/2019
Turnover 300 000Euro
Projects Lodgy, Sandero, Dacia Logan, Docker
Impacted perimeter Radiator Inlet Hose

Radiator Outlet Hose
Heat Inlet Hose
Hose outlet radiator heating
Hose intake tank degassing
Hose outlet tank degassing
Hose purge

A precision, to clarify the confusion between the nature of the part and the references. Each part has a
number of references, in the case of this project there are 800 references for the family of radiator pipe
parts. The reference is a code which designates the technical characteristics of the part.

6 Consultation phase

Generally this phase is subdivided into two main components:
The development of the purchase specifications:

In the Renault standard the purchase specification is constituted in the form of an RFI, Request for
information. Indeed for the realization of the mission it is necessary to collect different information from
different departments so that the file is in good and due form.

The volume of vehicle projects:

At Renault each vehicle is associated with a specific code and a project manager responsible for the
monitoring of the sourcing carried out. To do this consult the project managers purchase to have the
volumes impacted by our sourcing on each type of vehicle namely: Docker, Dacia Logan, Sandero, lodgy.

Indeed, the designation of the volumes for the consultation is done according to a well-defined purchase
strategy, to simplify, the project managers buy have two different volumes for each project, the first is
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the average volume and the second c 'ls the maximum volume, this difference is due to the
unpredictability of the scenarios throughout the duration of the project.

Generally, consultations are conducted on average volumes. This is what we did, for the simple reason
that if the supplier is competitive on the average volume, it will automatically be competitive on the max
volume.

Mix volumes and references:

The second information to be included in the RFl is the Mix volumes and references. The Mix volume is
the criterion for which the supplier must return the volume of the previous table. In addition, since we do
sourcing to radiator pipes, we must consider the types of motorization and the different mechanical
aspects of the parts.

This information is retrieved from the engineering department. They provide us with the references of
each type of radiator hoses and their mix with respect to the existing engines.

The references are like an engineering code that defines the degree of injection per second and the
different mechanical dimensions. This information is strictly confidential. We were able to retrieve a table
on the analysis of different types of motorization with their mixes in an anonymous way.

Quality Renault:

The purchasing function is a transversal function. This is reflected in the RFI's drafting, which must specify
the quality standards that Renault requires from its supplier.

To do this, the quality department recovers the quality objective of Renault for the years (2016, 2017,
2018, 2019) of the radiator pipes, as well as the degree of incident tolerated by quarter. This last criterion
is measured by what is called the PPM indicator. This is means incident by thousands.

e For example: a PPM = 5 goal, means that in a number of 1000 parts delivered to
the Renault site, the degree of scrap and non-conforming parts must not exceed 5.

Indeed, Renault is developing another quality indicator for its suppliers. This is the ranking. It classifies its
suppliers and awards a quality rating based on the experiences with the supplier, as well as its reputation
and ISO quality certifications

After the recovery of the quality objectives, it is necessary to do the same for the logistics side. Except
that the objectives of the logistics are the same as the previous year with the precision of the incoterm
FCA. This precision gives transport responsibility to Renault.

The technical file:

The purchasing file consists of two main elements: the RFl and the technical file. The responsibility for the
elaboration of this last one weighs on the shoulders of the engineers.

In fact, this file contains the technical definition of the parts, specifying the 2D and 3D models, and the
technology used for quality production and consistent with Renault standards.

7 Analysis Phase

The following two indicators need to be analyzed:
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e Transport encryptions.
e Current CA analysis.

Transport encryption:

In order to calculate the transport gains that Renault can generate from this project, it is necessary to
carry out a transport calculation, comparing the current logistic flow and the future flow of the radiator
pipes. Below is a diagram of the two flows:

Current Flaw
Supplier located Site Renault
in INDIA Tanger and

Future Flow

Supplier located in Site Renault
El Jadida Morocco Tanger and

Figure 8: Logistic flows of radiator pipes

To compare the logistic costs of each stream there is a unit at Renault specializing in this transport
encryption. It calculates the transport costs of the two flows.

The nature of the information collected for each reference is:

e The types of projects, in other words the different vehicles impacted.
e The weight of each reference: each reference has a specific weight. This
information is provided by the engineering department of the company.

Daily rates: the volume that Renault wants to receive every day to avoid breaking the production chain.

e The code of the packaging unit (CPU): the type of CPU used in order to know
the number of parts that this packaging unit can contain.

e The code of the handling unit (UM): the type of UM used in order to know the
number of the CUs that the UM can contain.

e The supplier site account and the customer account.

After collecting this information from different departments, the launch of transport encryption for
current flows will be possible.

After a kick off, the engineering department deducts the nature of the CUs and the UMs that the supplier
must use since the transport is provided by Renault. Consequently, Renault launched the transport costing
for this future flow.

The return of the two transport figures, made it possible to identify the transport gain that Renault can
earn

The table below summarizes the results of the two streams. We cannot give all the details of transport
gain for each reference because of confidentiality:

URL:http://dx.doi.org/10.14738/tmlai.54.2982 | 138 |



Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017

What we can deduce is that the transport gain will be 5.51 euro for each family of parts delivered to the
Renault plant.

For this purpose the Purchasing Department has established a current CA analysis and the prices that
Renault pays for the radiator hoses in order to compare with the supplier's offer.

Current turnover analysis:

The reference prices appear on a platform called SCOPP, which manages supplier contracts, their
appointment, and the prices of all sourced references as well as supplier flows.

The list of references will be sent to a cell specializing in the administration of this platform, in order to
retrieve the prices of each reference.

The objective was to realize the impact of total turnover of references consulted and to know the amount
that Renault currently pays. Here is the result of the analysis in the form of a table:

Table 9: Turnover analysis

The parts/year price
Radiator Inlet
20 000,00 €
Hose
Radiator Outlet
10 000,00 €
Hose
Heat Inlet Hose 30 000,00 €
Hose outlet
. . 40 000,00 €
radiator heating
Hose intake tank
. 100 000,00 €
degassing
Hose outlet tank
. 60 000,00 €
degassing
Hose purge 20 000,00 €
TOTAL 280 000,00 €

The turnover shown in this table is the amount that Renault is paying today. Vis-a-vis its supplier, it is
necessary to specify that this table summarizes the turnover for each type of radiator pipes.

Indeed, each type of radiator pipes corresponds to a sum of references. At the end we have specified in
the project framework that there are 800 references for all radiator pipe parts.

Supplier return

The supplier return was set at the second week of April, unfortunately, Renault did not receive the supplier
offer on time.

As a result, Renault relaunched its demand, and this time Renault received an unfavorable return which
expresses that the quantity of references sent is very large and it will take a long time to encrypt them on
the form of an industrial process. In addition it has even specified that to produce the quantity requested
it will need very large investments which are very expensive and that the requested technology does not
exist in Morocco. Therefore Renault must expatriate it from their site located in Ukraine.
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In short, Renault has deduced that the supplier is not competitive on all references.

8 Conclusion

Local sourcing is a very complicated process in non-industrialized countries. Thanks to a solid industrial
fabric, an experience effect, and advanced technologies available within the country Renault was able to
achieve a local integration rate of 90% in India.

The lack of technology and the effect of experience make it very difficult to establish local integration
because investment costs are enormous. By default, the competitiveness of local suppliers in relation to
international suppliers' prices will be impacted. Of course, ecosystem conventions have been established
to solve this problem of non-competitiveness of local suppliers. This was possible through the subsidies
that the Moroccan State undertakes to grant suppliers to encourage them to make the necessary
investments.

Indeed, the problem of the departure was to know if the local sourcing always allows optimizing the
purchase costs of the multinationals. To verify this hypothesis we have piloted a project of local
integration for the multinational Renault.

We have found that local integration does not always optimize the purchasing costs of multinationals
because of the lack of competitiveness of local suppliers, especially in developing countries.
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ABSTRACT

Recognizing unconstrained cursive Arabic handwritten text is a very challenging task the use of hybrid
classification to take advantage of the strong modeling of Hidden Markov Models (HMM) and the large
capacity of discrimination related to Multilayer Perceptron (MLP) is a very important component in
recognition systems.The proposed work reports an effective method on improvement our previous work
that takes into consideration the context of character by applying an embedded training based HMMs this
HMM is enhanced by anArtificial neural network that are incorporated into the process of classification
to estimate the emission probabilities. The experiments are done on the same benchmark IFN/ENIT
database of our previous work to compare the results and show the effectiveness of hybrid classifier for
enhancing the recognition rate the results are promising and encouraging.

Keywords : Arabic Handwriting Recognition; Context; Embedded training; HMMs; Multilayer Perceptron
(MLP).

1 Introduction

Systems for handwriting recognition are referred to as off-line or on-line systems depending on whether
ordinary handwriting on paper is scanned and digitized or a special stylus and a pressure-sensitive tablet
are used. In both the ultimate objective is to convert handwritten sentences or phrases words or
characters in analogue form (off-line or on-line sources) into digital form (ASCII).

More than 300 million people around the world speak Arabic and their derivative. Arabic is naturally
written cursively in both handwritten and typewritten modes. In comparison to Latin Arabic seem to be
more complex. For example many letters in this language have complementary diacritics such as dots
madda and zigzag bars. In addition the letters have different shapes at different locations of the word.

Due to variability in handwriting styles and distortions caused by the digitizing process even the best
handwritten word recognizer is unreliable when the number of word choices is large. This necessitates
the use of advanced concepts to achieve a performance level comparable to that of humans. The
researches focus on the use of new methods and approaches to perform handwriting recognition. In this
area the concept of combining multiple classifiers is proposed as a new direction for the development of
highly reliable handwriting recognition systems and some preliminary results have indicated that the
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combination of several complementary classifiers will improve the performance of individual
classifiers[01] [02].

In current work our system performs training and recognition of words and characters. In order to model
the variations related to the character context in the corpus we have opted for a specific type of learning.
Therefore character models are trained and obtained through embedded training; thereafter the decision
has been done by the proposed hybrid classifier which mainly based on HMMs and neural network.

The remainder of this paper is organized as follow. Section 2 presents a literature review and related
works of handwriting recognition system. Section 3 is focused on our contribution starting with our
developed reference system then the incorporation of hybrid classifier. The performance of the
recognition system has been experimented on the benchmark database IFN/ENIT and the obtained
experimental results are shown and analysed in section 4. The paper finally closed with a conclusion and
perspectives.

2 Literature review

Hidden Markov Models (HMMs) have proven to be one of the most successful and widely used classifiers
in the area of text recognition. There are many reasons for success of HMMs in text recognition including
avoidance of the need to explicitly segment the text into recognition units; characters or graphemes In
addition HMMs have sound mathematical and theoretical foundation [03].

[04]The authors have investigatedon contextual sub-characters HMMs for text recognition by using multi-
stream HMMs where the features calculated from a sliding window frame form one stream and its
derivative features are part of the second stream. The experiments were conducted with different train-
test configurations on the IFN/ENIT database and the best recognition rate achieved was 85.12%. In
[05]Azeemused an effective technique for the recognition of offline Arabic handwritten words using
Hidden Markov Models. Besides the vertical sliding window two slanted sliding windows are used to
extract the features. Three different HMMs are used: one for the vertical sliding window and two for
slanted windows a fusion scheme is used to combine the three HMMs. [06] proposed a combined scheme
for Arabic handwritten word recognition using a HMM classifier followed by re-ranking. Basically intensity
features are used to train the HMM and topological features are used for re-ranking to improve accuracy.
Experiments were carried out using IFN/ENIT database and the achieved recognition rate was 83.55%.An
alternative approach is proposed in [07] and [08] where multi-stream HMM models is used this paradigm
provides an interesting framework for the integration of multiple source of information. Significant
experiments have been carried out on two public available database the recognition rate was 79.8% in
IFN/ENIT for Arabic and 89.8% in IRONFF for Latin script. In [08] Maqqgorproposed a system of Arabic
handwriting recognition based on combining methods of decision fusion approach. The combination of
the multiple HMMs classifiers was applied by using the different methods of decision fusion approach.
The system is evaluated using the IFN/ENIT database. Experimental results demonstrate that the
Weighted Majority Voting (WMV) combination method have given better recognition rate 76.54% with
Gaussian distribution. In [09] the authors present an analytical approach of an offline handwritten Arabic
text recognition system. It is based on the Hidden Markov Models (HMM) Toolkit (HTK) without explicit
segmentation.The feature extraction uses a sliding window on the line text image and processed by two
groups of these features (the features of local densities and the statistical characteristics).The proposed
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system has been experimented in two different databases: “Arabic-Numbers” database where we
achieved a rate of 80.26% for words and 37.93% for sentences and IFN/ENIT database where we achieved
a rate of 78.95% for words.

Otherwise [10] proposed a new approach for the offline Arabic handwritten word recognition based on
the Dynamic Hierarchical Bayesian Network(DHBN) using a free segmentation released by a smoothed
vertical projection histogram with different width values. The model is consisting of three levels. The first
level represents the layer of the hidden node which models the character class. The second layer models
a frame set representing the sub-characters and the third layer models the observation nodes. The
developed system has been experimented and the results are provided on a subset of the IFN/ENIT
benchmark data base. These results show a significant improvement in the recognition rate because of
the use of the DHBN. Most of the recognition errors of the proposed system can be attributed to the
segmentation process error and to the poor quality of some data samples.

In many other works neural networks in its different applications have been extensively applied to classify
characters as part of isolated or continuous handwritten word recognizers [11] [12] [13] [14] [15].

This paper focus on the impact of using aembedded training based on a hybrid classifier the motivation
for the work on the hybrid HMMs and Artificial neural network models presented here originates from a
critical analysis of the state of the art in offline handwritten text recognition[16] [17] [18] our previous
work on offline handwriting recognition using HMMs [19] researches and experiences in using hybrid
HMM/ANN models for automatic speech recognition [20][21][22][23] [24]and for online handwriting
recognition [25]. All these criteria making hybrid modeling an important factor in order to achieve
aneffective and efficient system.

3 Contribution

3.1 Reference System [19]

Our reference system (figurel)was analytical without explicit segmentation based HMMs using embedded
training to perform and enhance the character models.

Baum-Wekh Algorithm
Ref Model
B FMMigitizt 3 HMMigzines

Viterbi Algorithm

Recognized Word

Figure.1. Synopsis of reference system

Extraction features was preceded by baseline estimation; the approach used to estimate these baseline
based on the horizontal projection curve that is computed with respect to the horizontal pixel density
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knowing that the skew and slant correction of words are made in pre-processing step to harmonize the
direction of the sliding windows in the extraction features. These latter are statistical and geometric to
integrate both the peculiarities of the text and the pixel distribution characteristics in the word image.

The sliding windows are shifted in the direction of writing (right to left). In each window we extract a set
of 28 features represent the distribution features based on foreground pixels densities and concavity
features. Each window is divided into a fixed number n of cells. Some of these features are extracted from
specific areas of the image delimited by the word baselines.

These features are modelled using hidden Markov models and trained by theembedded training method
(figure 2).
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Figure.2. Embedded training of character “chin” [19]

We used a model for each character right-left topology with four states and three transitions for each
state. Word model is built by concatenating the appropriate character models.

The embedded training is to automatically identify relevant information letters without specifying them

explicitly by exploiting the redundancy of information between words matched to changes in context and
letters position.

The major problem of HMMs is the estimation of emission probabilities; this confirms that HMMs are
powerful to model sequences but still limited compared to NN and SVM in classification [26] for this
reason and the motivations cited above in section Il it is prominent and promising to use a hybrid classifier.

For more explanations about the baseline system refer to [19].

3.2 Hybrid Classifier

To improve the performance of the off-line handwritten recognition system either the accuracy of the
classifier has to be increased. In this section we introduce the hybrid approach then we clarify the principle
for our offline Arabic handwriting recognition system.

While HMMs are effective in modeling variation in handwriting they lack discrimination ability because of
maximum-likelihood parameter estimation criteria. The strength of MLP is in the fact that they don’t need
to assume about statistical distribution of input as wellas they can be trained to exhibit discriminant
properties. As already mentioned recent works in various area of research tried to develop hybrid
HMM/MLP systems in which MLPs areused to compute the emission probability associated with each
state of HMM.
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By HMM the goal of handwriting recognition is to retrieve the most likely grapheme character or word
sequenceW given a sequence of observation vectors x which is achieved by maximizing thea posteriori
probability:

w=argmax P(w| X) (1)

Typically each grapheme is modelled by a right to left HMM and the number of states is chosenglobally or
individually for each character. Gaussianmixtures are used to model the output distributions ineach state
g given the feature vector xP(x|q). The Baum-Welch algorithm is used for training the HMMs whereasthe
Viterbi algorithm is used for recognition.

Hybrid modelsfor handwriting recognition based HMMs were built with different neural networks.[27];
[28] use an MLP. [29]built an hybrid CNN/HMM. In [30]CNNs is applied inthe hybrid framework for
handwritten word recognition using different segmentationmethods.

In Hybrid HMM/MLP classifier neural networks can be considered statistical classifiers under certain
conditions by supplying output of a posteriori probabilities. Thus it is interesting to combine the respective
capacities of the HMM and the MLP for a new efficient recognition system inspired by the two formalisms.

The principal idea behind the MLPNN/HMM hybrid approach as illustrated in Figure 3 is to estimate the
output probabilitydensity function of each state of the used HMM by the output nodes of the MLP
classifier which received features as input. These input vectors are pre-processed to finally estimate the
posteriori probability deciding whether the input vector belongs to the desired character class. The
MLPNN'’s output weighted by the priori probability of each class forms the probability density function
used for every state of the HMM.

In the hidden Markov modeling approach the emission probability density P(x|q) must be estimated for
each state q of the Markov chains that is the probability of the observed feature vector x given the
hypothesized state q of the model.

In the proposed hybrid HMM/ANN approach the emission probabilities are provided with a neural
network since ANNs can be trained to estimate probabilities that are related to these emission
probabilities. In particular an MLP can be trained to approximate the a posteriori probabilities of states
P(g|x) if each MLP output unit is associated with a specific state of the model and if it is trained as a
classifier.

The a posteriori probability estimates from the MLPoutputs P(q|x) can be converted to emission
probabilitiesP(x|q) by applying Bayes rule:

P(q | x)P(x) (2)
P(q)

The class priors P(q) can be estimated from the relativefrequencies of each state from the information

P(x[q) =

produced bya forced Viterbi alignment of the training data. Thus thescaled likelihoods P(x|q)/P(qg) can be
used as emissionprobabilities in the proposed system since during recognitionthe scaling factor P(x) is a
constant for all classes.This allows MLPs to be integrated into hybrid structuralconnectionistmodels via a
statistical framework.
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Figure 3: Global scheme design of the hybrid model HMM/MLP

The advantages of this approach are the discriminate training criterion (all MLP parameters are updated
in response to every input feature vector) and the fact that it is no longer necessary to assume an a priori
distribution of the data. Furthermore if left and right contexts are used at the input of the MLP important
contextual information can be incorporated into the probability estimation process.Another strength of
this approach is that computing emission probabilities with hybrid HMM/ANN models is usually faster
than conventional HMMs with Gaussian emissions since it only requires a forward pass of the MLP for all
states of the Markov chains.

4 Experimental results

To evaluate the performance of our recognition system experiments are conducted using IFN/ENIT [31]
database of handwritten Arabic words. It was produced by the Institute for Communications Technology
at the Technical University of Braunschweig (IFN) and the “Ecole Nationale d’ingénieur de Tunis (ENIT)
“National school of engineering Tunis.”This database is used bymore than 110 research groups in about
35 countries [32].

4.1 HMM vs HMM/MLPClassification

Reference recognition HMM experiments were conducted using continuous density HMMs with diagonal
covariance matrices of Gaussians in each state, a right-to-left topology was applied with four states for
each character and three transitions for each state. The optical models were trained and tested using the
HTK toolkit [33].

The developed system used hybrid classifier based HMMs enhanced by anartificial neural network that
are incorporated into the process of classification to estimate the emission probabilities.

Tablel shows the experimental results of our developed system compared to reference system using the
same benchmarking database IFN/ENIT to illustrate the reliability of ourimprovement models.
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Tablel: Recognition results of improvement system compared to reference system

System Models RR" %
Reference HMM 87.93
Hybrid HMM/MLP 89.03

RR: Recognition Rate

We compare the reference system [19] with the developed system using hybrid HMM/MLP classifier.
Results in Tablel show an improvement due to embedded training using thehydride classification:
accuracy is increased by 1.1%.

4.2 Comparison with other systems

A comparison of the recognition rates of our system with other state-of-the-art systems evaluated on the
IFN/ENIT database is presented.

Table2 shows the results of recognition rates for various offline systems recognition of cursive Arabic
handwritten text using diverstype of models and the same database with the same configuration (training-
testing); sets a, b and c for training and d for test, to compare rates and infer the effectiveness of the
proposed method.

Table 2. Recognition results of various systems

System Models RR" %
Irfan [04] Contextual sub character 85.12
Alkhateeb[06] HMM+ re-ranking 83.55
Kessentini[07] Multi-stream HMM 79.80
Maqqor[08] Multiple classifier 76.54
EIMoubtahij[09] HMM 78.95
Khaoula[10] DBN 82.00
Our system HMM/MLP 89.03

As it can be noted from Table 2 most of theprevious systems are basedon HMM using various techniques
exploiting the contextual approach, multiple HMM classifier, re-ranking or other techniques to improve
HMM models and the recognition rate for the results of the systems mentioned does not exceed 86%.
Others used hybrid classifier such as HMM and Dynamic Bayesian Network and the recognition rate
achieved was 82.00%. Whereas the proposed system using HMM/MLP outperforms the results and
achieve 89.03% due to enhancement of HMMs by incorporating anartificial neural network into the
process of classification to estimate the emission probabilities..This illustrates the effectiveness of
embedded trainingto take account the context of characters to perform the models and using hybrid
HMM/MLP classifier to improve the performance of recognition system.

5 Conclusion and perspectives

In this paper we have enhanced the HMM based reference system by using a hybrid HMM/MLP
classifier.Extracted features are statistical and geometric to integrate both the peculiarities of the text and
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the pixel distribution characteristics in the word image. These features are modelled using hidden Markov
models. These models as already mentioned in [19] take into account the context of character by applying
aembedded training to perform the models. In addition, the contribution in this paper is the improving
of HMM modeling by incorporating MLPs to estimate emission probabilities that present the major HMM
problem in order to take advantage of the strength of HMM modeling and neural networks
classification.The modelling proposed has improved recognition and shown encouraging results to be
perfect using annexes improvements.

Due to variability in handwriting styles even the best handwritten word recognizer is unreliable when the
number of word choices is large. This forced the use of linguistic constraints to enhance HMMs modeling
by a statistical language model that are incorporated as a post-processing into the process of recognition.

Statistical Language Modeling involves attempts to capture regularities of natural language in order to
improve the performance of various natural language applications, e.g. , Speech recognition, Machine
translation, Handwriting recognition, Information retrieval and other applications.

The goal of Statistical Language Modeling is to build a statistical language model that can estimate the
distribution of natural language as accurate as possible, which could improve significantly the results
especially when we extend our system for line and paragraph recognition.
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ABSTRAT

Inthe last decades, the web has experienced a quantitative explosion of digital data handled by companies
or organizations, prompting web users to switch to NoSQL system dedicated to Big Data in order to
support large web sites destined for a very big audience due to the scalability and high availability of this
system. In the other hand, the semantic web technologies has emerged with their considerable
performance in data management by giving the web information a well-defined meaning, and allowing
machines to intelligently access to different data sources. However, there is no bridge or an open
extension toward these two systems in order to facilitate the interconnection between them; in addition,
each NoSQL database has its own query language and does not support the standards of other systems
(such as semantic web). All these reasons have motivated us to operate in this topic in order to unify the
NoSQL query language and contribute in the interoperability of the both world with a specific focus on
MongoDB as a NoSQL document oriented database by proposing the first provably semantic preserving
algorithm named Mongo2SPARQL which transform MongoDB query language queries to its equivalent
SPARQL ones taking into account key/value pairs having value’s type array and embedded document,
generating lists/bags and blank nodes after their transformation.

Keywords: Big Data; Mongo2SPARQL; MongoDB; NOSQL; Semantic Web; SPARQL.

1 Introduction

Over the past few years, the volume of data handled on the web is increasing day after day with a dizzying
speed. In addition, the increasing computerization of this data processing implies an exponential
multiplication of the data volume that can come from various sources such as: social networks, medical
databases, telephone operators, economic data, scientific data, national agencies of territory defense and
others; this big quantity of data makes its management and processing a real challenge that overtakes
capacities of the traditional and classic databases engines. All these reasons led web users to switch to
other technologies offering more robust database management systems dedicated specially for Big Data;
we quote as example NoSQL and Semantic Web which represent the subject of this paper.

Regarding the oldest system that is semantic web [10], it represent an extension of the current web in
which information is given well-defined meaning, better enabling computers and people to work in
cooperation; it is based on the standards and protocols of the current web (http, URI and XML) and its

DOI: 10.14738/tmlai.54.2984
Publication Date: 15th August, 2017
URL: http://dx.doi.org/10.14738/tmlai.54.2984



Nassima Soussi, Abdeljalil Boumlik, Mohamed Bahaj; Mongo2SPARQL: Automatic and Semantic Query Conversion
of MongoDB Query Language to SPARQL. Transactions on Machine Learning and Artificial Intelligence, Vol 5 No 4
August (2017); pp: 151-166

own standards: The Resource Description Framework RDF [11] dedicated to describe data, the Web
Ontology Language OWL [12] for creating structured ontologies and the query language SPARQL [2] for
qguerying data from RDF graphs. This system aims to exploit its semantic concepts in order to enhance big
data technologies and help businesses to make the better decisions in real time. On the other hand, the
second system named NoSQL (Not Only SQL) is a no relational database management system dedicated
to manage heterogeneous and unstructured data. This system avoids join operations and supports
dynamic schema design offering to web users a high flexibility and scalability. We distinguish four
categories of NoSQL databases [1] with different architectural characteristics: key-value databases, graph
databases, column databases and document databases with a specific focus on MongoDB. Since this two
systems aim to make the big data processing smarter, establishing a connection between them is a very
relevant need.

The remainder of this paper is structured as follow: Section Il exposes some existing related works in this
topic. Section Il introduces the context of this work by presenting the architecture of our proposing
method named Mongo2SPARQL and then it describes by detail each component of the previous
architecture. Section IV exposes the application that we have developed so as to materialize our work.
Finally, section V concludes this work and suggests some future extensions of our approach.
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Figure 1.Mongo2SPARQL Architecture

2 Related Works

Recently, several researches focus on mapping data, models, concepts, and queries from the existing data
source content to NoSQL world. The majority of these researches are interested much more to the
relational systems than others; many approaches have been proposed about this mapping direction, such
as: NoSQlayer [7] and others [8, 9].

Regarding the semantic web data source which represents the subject of this paper, all approaches
proposed in order to bridge the gap between this latter and NoSQL database (MongoDB) are interested
much more to the mapping direction of semantic web to MongoDB; we quote for instance: the paper [5]
that proposes a query translation solution from SPARQL to query languages of the NoSQL sources
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considered in this work (MongoDB as a document database and Cassandra as a column family store). This
transformation is realized based on an intermediate query language named Bridge Query Language (BQL).
The authors in [4] have proposed a basic approach that aims to handle document-oriented database as a
triple store; they proposed an idea of mapping algorithm that translate SPARQL to Mongo Query Language
taking into account single/multiple/optional pattern(s), literals, regex function of regular expressions,
numeric values and distinct/alternative matching. The work described in [6] proposes a method to access
arbitrary MongoDB JSON documents with SPARQL using custom mappings described in the xR2RML
mapping language.

Therefore, to the best of our knowledge, this paper is the first work which investigates the reverse
direction i.e. to look at RDF through NoSQL lenses by developing an efficient algorithm transforming
MongoDB queries to SPARQL ones semantically equivalents in order to facilitate the triple stores data
access to NoSQL users.

3 Research Architecture and Algorithm

3.1 Architecture Design

The proposed architecture as shown in Fig. 1 illustrates the different steps that guarantee the
interoperability between MongoDB and semantic world. Our system is composed of seven components:

o Query Analyser & Corrector,

. Construct SPARQL SELECT clause,

. Construct SPARQL WHERE clause,

. Embedded Document Field Converter,
. Array field Converter,

. Construct SPARQL ORDER BY clause

. Query Mapping.

3.2 Architecture’s Components Description

In this section, we will describe the different components composing our query mapping architecture
designed in the paragraph bellow:

(1) Query Analyser and Corrector: this component aim to scan and analyze MQL query so as to check
syntactic errors and correct them before starting the mapping process.

(2) Construct SPARQL SELECT clause: it takes as input a MongoDB query projection indicating the
fields which will appear in the query result. Firstly, It glances through the projection list in order
to extract from each element the field

label and field parameter, and then it verify the parameter’s value that indicates the presence (if it is equal
to 1) or the absence (if it is equal to 0) of this field in the SELECT clause of the equivalent SPARQL query.
If the projection variable is NULL then the equivalent SELECT clause is (*).
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Input: A MongoDB query projection, P
Output: A SPARQL SELECT Clause

Begin

" n

select =

if (P = NULL) then

“uxn

select =
else
for (i = 0; i < P.size(); i++) do
field = P[i].getField();
field_param = P[i].getFieldParameter();
if (field_ param == 1) then
select += “?” + field
end if
if (i <P.size()-1) then
select+=“,”
end if
end for
enf if
return select

End Algorithm

3.3 Construct SPARQL WHERE clause:

This component takes as input a MongoDB query criteria so as to return at the end the SPARQL WHERE
clause. Firstly, the algorithm glances through this list of criteria so as to extract from each element the
field label and field criteria, and then it defines the subject of this iteration. Next it constructs the triple(s)
pattern(s) and filter constraint by checking the type of the current field; if the type is ArrayField then our
algorithm uses the component Array Field Converter so as to construct the equivalent WHERE Clause, else
if the type is EmbeddedDocField then we use the component Embedded Document Field Converter, finally
the last case is verified if the field type is SimpleField. Indeed, in this last case, we construct at first the
triple pattern by concatenating the current subject, predicate and object of the current iteration, then we
verify if the field criteria’s type is a value so the filter constraint expression is written as Object = Field
Criteria, else if the field criteria’s type is a condition then the filter constraint expression is written in the
form of Object Op Value with Op denotes Operator such as =, !=, >, >=, <, <=. Still remaining in the loop,
this component verifies if the filterConst variable (denotes Filter Constraint) is not empty so as to treat
the SPARQL FILTER clause. At the end, this previous results is concatenating in order to form a WHERE
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clause constituted of a basic graph pattern only if the filterConst variable is empty or a basic graph pattern
and filter clause in the opposite case.

Input: A MongoDB query criteria, C
Output: A SPARQL WHERE Clause, where
Begin
where, TP, subject, predicate, object, filterConst, field, field_criteria = “”;
filter = “FILTER(”; cpt = 0;
for (i = 0; i < C.size(); i++) do
field = C[i].getField();
field_criteria = C[i].getFieldCriteria();
//define the subject
if (field = “_id”) then
subject = field_criteria;
else
subject = “?s”;
end if
// Construct SPARQLWhere Clause components
if (field.type() = ArrayField) then
Awhere = ArrayFieldConverter();
TP += Awhere[‘TP’];
filterConst += Awhere[‘filterConst’];
else if (field.type() = EmbeddedDocField) then
EDwhere = EmbeddedDocumentFieldConverter();
TP += EDwhere[‘TP’];
filterConst += EDwhere[‘filterConst’];
else if (field.type() = simpleField) then
predicate= field; object = “?”+field

un

TP += subject + “” + predicate + “” + object

if (field_criteria.isValue() = true) then

“u_n

filterConst = object + + field_criteria;

else if (field_criteria.isCondition() = true) then
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operator = field_criteria.operator();
value = field_criteria.value();
if (operator = “Sgt”) then
filterConst = object + “>” + value;
else if (operator = “Sgte”) then
filterConst = object + “>=" + value;
else if (operator = “Slt”) then
filterConst = object + “<” + value;
else if (operator = “Slte”) then
filterConst = object + “<=" + value;
else if (operator = “Seq”) then

“u_n

filterConst = object + + value;

else if (operator = “Sne”) then

“j_n

filterConst = object + + value;
end if
end if
end if
if (filterConst.isEmpty() = false) then
cpt++;
if (cpt = 1) then
filter += filterConst;
else if (cpt>1) then
if (C[i].type() = “field_criteria” OR C[i].type() = “and_criteria”) then
filter += “&&” + filterConst;
else if (C[i].type() = “or_criteria”) then
filter += “| |” + filterConst;
end if
end if

filterConst = “”;

end if
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end for

if (filter.isEmpty() = true) then
where =TP;

else
where = TP + filter + “)”;

end if

return where

End Algorithm

3.4 Array Field Converter:

This component takes as input an array type field, its criteria and its relative subject. This algorithm
construct the triple(s) pattern(s) and filter constraint(s) equivalents to the input key/value
(field/field_criteria) depending on the field criteria type if it is a simple value or an embedded document.
It returns at the end an associative array of SPARQL Where Clause elements; the first element is a
concatenation of triple(s) pattern(s) obtained and the second is a filter constraint(s).

Input: An array type field, field; Criteria of this field, field_criteria; subject
Output: An associative array of SPARQL Where Clause elements of the input field, Awhere[],
Begin
TP, S, P, O, fieldConst = “”; Awhere[]; L=0;
if (field_criteria.type() = Array) then
S=subject; P= field; O= “?x”
TP+=S+“"+P+“"+0
L = field_criteria.size();
for (i=1; i<=L; i++)
//Construct an equivalent Triple Pattern of the current criteria
S=“?x"; P="“rdf:_"+i; O=“?0"+i
TP+=S+“"+P+“"+0
//Construct an equivalent Filter Constraint of the current criteria
if (field_criteria[i-1].Type() = String) then
fieldConst += “?0” +i + “=" + “ " + field_criteria[i-1] + “"”
else
fieldConst += “?0” + i + “=” + field_criteria[i-1]

end if
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if (fieldConst.isEmpty() = False AND i<L) then
fieldConst += “&&”
end if

end for

else if (field_criteria.isValue() = True AND field.isComplex() = False) then

//The first Triple Pattern

S = subject; P = field; O = “?x”

TP+=S+“ +P+“ +0

//The second Triple Pattern

S=0; P= “rdf:member”; O= “?0”

TP+=S+“+P+“+0

// Construct Filter Constraint

if (field_criteria.type() = String) then
fieldConst = “?0 = *” + field_criteria+ “’”

else
fieldConst = “?0 =" + field_criteria

end if

else if (field_criteria.isValue() = True AND field.isComplex() = True) then

field_label = field.getLabel()

field_index = field.getIndex()

//The first Triple Pattern

S=subject; P= field_label; O= “?x”

TP+=S+“"+P+“"+0

//The second Triple Pattern

S=0; P= “rdf:_"+ (field_index+1); O= “?0”

TP+=S+“"+P+“"+0

// Construct Filter Constraint

if (field_criteria.type() = String) then

fieldConst = “?0 = ' + field_criteria +

else
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fieldConst = “?0 =" + field_criteria
end if
end if
Awhere = Array(“TP”==>TP, “filter” ==> fieldConst) ;
return Awhere
End Algorithm
3.5 Embedded Document Field Converter:

This component adopts the same principle of the previous one (Array Field Converter). it takes as input
an embedded document type field, its criteria and its relative subject. The processing of this algorithm is
divided in two main parts checking two different conditions on the field criteria type if it is in the form of
a simple value or an embedded document so as to return at the end an associative array of SPARQL Where
Clause elements.

Input: subject; an embedded document type field, field; Criteria of this field, field_criteria
Output: An associative array of SPARQL Where Clause elements of the input field, EDwhere[]
Begin
TP, S, P, O, fieldConst, f, fc = “”; EDwhere[]; N=0;
if (field_criteria.isValue() = True) then
field label = field.getLabel()
field_EDfield = field.getEDfield ()
//The first Triple Pattern
S=subject; P= field_label; O= “?x”
TP+=S+“+P+“"+0
//Other Triple Patterns
S=0; P= field_EDfield; O= “?”+field_EDfield
TP+=S+“"+P+“"+0
// Construct Filter Constraint
if (field_criteria.type() = String) then
fieldConst = O +“="" + field_criteria + “’”
else
fieldConst = O + “=" + field_criteria

end if

else if (field_criteria.type() = EmbeddedDocument) then
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//The first Triple Pattern
S=subject; P= field; O= “?x”
TP+=S+“+P+“+0
N = field_criteria.countKVpairNbr();
for (i=0; i<N; i++)
f = field_criteria.getEDfield(i);
fc = field_criteria.getEDfieldCriteria(i);
S=“?x"; P=f; O= “?"+P
TP+=S+“"+P+“"+0
if (fc.type() = String) then
fieldConst += O +“=" + field_criteria + “”
else
fieldConst = O + “=” + field_criteria
end if
end for
if (fc.isEmpty() = False AND i<N-1) then
fc += “&&”
end if
end if
EDwhere = Array(“TP”==>TP, “filter” ==>fieldConst) ;
Return EDwhere
End Algorithm
3.6 Construct SPARQL ORDER BY clause:

it takes as input a MongoDB query sort criteria in the form of Field : Order aims to specify ascending (if
Order variable equals to 1) or descending (if Order variable equals to 1) sort on existing field so as to
return at the end of this algorithm a SPARQL ORDER BY clause. In fact, it extracts the sort criteria
parameters and verifies the order value; if it is equal to 1 then the SPARQL ORDER BY clause is written as
ORDER BY ASC(?field), else if it is equal to -1 then the SPARQL ORDER BY clause is written as ORDER BY
DESC(?field).
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Input: A MongoDB query sort criteria, S
Output: A SPARQL ORDER BY Clause, orderBy
Begin
orderBy = “ORDER BY ”;
field = S.getField();
order = S.getOrderValue();
if (order = 1) then
orderBy += “ASC” + “(” + “?” + field + “)”;
else if (order =-1) then
orderBy += “DESC” + “(” + “?” + field + “)”;
end if
return orderBy
End Algorithm
3.7 Query Mapping:

The QueryMapping is the main procedure of our algorithm; it takes as input a MongoDB query so as to
return at the end of treatments the SPARQL equivalent query. Firstly, this procedure starts with an
initialization of output query elements (SELECT and WHERE clauses) on one hand, and the generation of
the input query conversion tree by using the parse function. Regardless of the input query type, the
SPARQL SELECT clause equal to “*” if the projection of input query is empty else its value is generated by
the ConstructSparqISELECTclause sub-procedure, and the SPARQL WHERE clause is constructed by the
sub-procedure ConstructSparglWHEREclause. If the input query type is “basic_query” then the output
query is obtained by concatenating the SELECT and WHERE clause, else if the type is “sort_query” then
we obtain the output query by concatenating the SPARQL SELECT and WHERE clause in addition to the
keyword “ORDER BY” and its parameter generated by ConstractSparqlORDERBYclause sub-procedure.
Likewise, if the type is “limit_query” then the output equivalent query is composed by SELECT and WHERE
clause concatenating with the keyword “LIMIT” and its parameter obtained from the parse tree. In the
case where the type is “mix_query”, the output query will composed of SELECT and WHERE clause
concatenated with ORDER BY and LIMIT clause.
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Input: A MongoDB query, qin
Output: A SPARQL query, Qout
Begin
Jout = “” {A SPARQL query that is initially blank}
tree = parse(Qin)
qin°™®" = tree.getCriteria();
QinPToectoN = tree.getProjection();
qin’®" = tree.getSortCriteria();
g™ = tree.getLimitParam();
Gour™ " = “SELECT ", qour™"™ = “WHERE {”
if (gt isEmpty() =true) then
Qou ™ ET += “*7;
else
Jout T E"+= ConstructSparqISELECTclause(qinProection);
end if
Qout"MERE += ConstructSparqlWHEREclause(qin"""?) + “}”;
if (qin.type() = basic_query) then
Jout = Select + where;
else if (qin.type() = sort_query) then
Qout = select + where + ConstractSparqlORDERBYclause(qin*®");
else if (qin.type() = limit_query) then
Qout = select + where + “LIMIT ” + g, ™ ;
else if (gin.type() = mix_query) then
Qout = Select + where + ConstractSPARQLORDERBYClause(qin*°") +“LIMIT 7+ gin"™";
end if
return Qout

End Algorithm

4 Implementation

In order to implement our proposed mapping method, we have developed a tool named Mongo2SPARQL
(for transforming MongoDB query language to SPARQL) using Java language in order to be portable and
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easy to evolve. Our tool is characterized by its simplicity and efficiency to allowing MongoDB users to
integrate and query semantic data with MongoDB query language.

We present below some examples of MQL queries supported by our system Mongo2SPARQL (operate on
the collection illustrated in Fig.2) and its equivalent SPARQL queries (operate on the equivalent RDF
Schema designed in Fig.3).

e Example 1: presents a simple MQL find query (composed of three criteria, one projection
parameter and sort method) and its equivalent SPARQL query (Fig.4).

e Example 2: treats an MQL query aiming to match an Array element (the first element of an array
field named experiences) in order to convert it to a SPARQL equivalent query as illustrated in Fig.5.

e Example 3: illustrates the conversion of an MQL query with an exact matching on an Embedded
Document, to a SPARQL equivalent query as shown in Fig.6.

{_id : “http:://fsts.com/phdStudent /100”
name : “Abdeljalil Boumlik”,
age : 26,
status: “phd student”,
university : “FST”,
experiences : [ “Senior Programmer”, “Support Engineer”, “System Analyst” ],
diplomas : [ {diploma: “Bac”, mention : “pretty good”},
{diploma : “Licence” , mention : “good”},
{diploma : “Master” , mention : “good”} ]
}
{_id : “http:://fsts.com/phdStudent/101”,
name : “Nassima Soussi”,
age : 24,
status: “phd student”,
university : “FST”,
experiences : [ “DBA”, “Computer Engineer”, “Web Designer”],
diplomas : [ { diploma : “Bac” , mention : “good” },

{ diploma : “Engineering”, mention : “good” }]

Figure 2. Doctorate Collection
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Figure 3.RDF Schema

r «
|£:| Mongo2SPARQL Converter _‘— - - - = | & m

MongoDB Triple store Help

MongoDB Query Language SPARQL Language
db.doctorate find( SELECT ?name
{name : {$exists : fruej, WHERE {
age - {3qt: 23},  E— “?person name name;
university: “FST"} Check Syntax age ?age;
{name: 1} university ?university.

FILTER(?age > 23 && ?university = “FST")

}ORDER BY ASC(?age)
Convert

)sorti{age : 13)

Figure 4. Example of Simple MQL find Query
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|£:] Mongo2SPARQL Converter

MongoDB Triple store Help

MongoDB Query Language SPARQL Language
db.doctorate find( SELECT*
{“experiences.0": “Senior Programmer } WHERE {

) ?person experiences ?x
Check Syntax P rdf_17%0
FILTER(?0 = “Senior Programmer®)
H
Reset

L

Figure 5. Example of Matching an Array Element in MQL Query
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£ Mango2SPARQL Converter =RAE X
MongoDB Triple store Help
MongoDB Query Language SPARQL Language
db.doctorate find( SELECT *
{ diplomas: WHERE {
{ diploma : “Master”, 2person diplomas ?x
mention : “good™ } Check Syntax #x diploma ?diploma;
n mention ?mention
FILTER( ?diploma = “Master” 88
?mention = “good-)
Convert 3
Reset

Figure 6.Example of an Exact Matching of an Embedded Document in MQL Query

5 Conclusion
In order to bridge the gap between NoSQL world and Semantic web world, we have established in this
paper the first approach allowing to look at RDF stores trough MongoDB lenses by elaborating an efficient
conversion query algorithm named Mongo2SPARQL that transform each component of find, sort and limit
MongoDB query methods to its equivalent components in SPARQL language taking into a count the
different types of MQL Criteria Field (simple value, array, embedded document). We have also
implemented our algorithm with a java language.

One obvious extension of our research is to enhance our algorithm so as to support more MongoDB
collection query types of find method such as findAndModify, findOne, findOneAndDelete,
findOneAndReplace and findOneAndUpdate. Another promise about our future works is to integrate this
conversion technique to MongoDB database system aiming to offer NoSQL users, more precisely,
MongoDB users an easy bridge and an open extension toward semantic world.
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ABSTRACT

The increase number of medical image stored and saved every day presents a unique opportunity for
content-based medical image retrieval (CBMIR) systems. In this paper, we propose content-based medical
image retrieval for annotating liver CT scans images in order to generate a structured report. For that, we
have used the Bidimentional Empirical Mode Decomposition (BEMD), and then we have applied Gabor
wavelet transform to extract the mean and the standard deviation as features descriptors. Finally, a
proposed similarity distance was employed to retrieve the most similar training images to the image
query, and a majority voting scheme was used to select the answers for an unannotated image. We have
used the IMAGECLEF 2015 annotation dataset and the obtained score was 88.9%.

Keywords: Medical image, Liver annotation, Image Retrieval, BEMD, Gabor wavelet.

1 Introduction
The huge amount of digital images produced in hospitals and health care centers needs the development
of automatic mechanisms for their storage and retrieval from databases. The structured reports are highly
valuable in medical contexts due to the processing opportunities that they provide. However, structured
reports are time consuming, since they need a lot of time to be created. Furthermore, their creation
requires high domain expertise. Consequently, such structured medical reports are often not found or are
incomplete in practice [1].

The goal of this work is to improve computer-aided automatic annotation of liver CT volumes by filling in
a structured radiology report. Therefore, the major part of this work is devoted to describe the semantic
features of the liver, its vascularity, and the types of lesions in the liver.

2 Related works

Several schemes and algorithms have been presented in the literature for annotation of liver CT scans.

In 2015 the authors of [2], proposed two methods for annotating the liver image. The first one uses a
classification approach composed of two main phases. The first step consists of a pre-processing allowing
the extraction of texture and shape based features vector from both liver and lesion. Afterward, a
classification process is achieved by using random forest classifier. The second method uses a specific
signature of the liver. This method is applied to a set of slices from 3D liver CT scans which are normalized
into rectangular blocks. After applying the 1D Log-Gabor filters transformation dominant phase data of
each block is extracted and quantized to four levels in order to encode the unique pattern of the liver into
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a bit-wise template. The Hamming distance is employed for retrieval. The proposed methods were
evaluated on ImageCLEF2015 liver CT annotation dataset, all these methods achieved scores (>90), and a
completeness level of 99%.The best score was 91% given by the second method.

In 2014, Kumar et al [3] proposed two strategies for annotating the liver images. The first method uses
multi-class classification scheme where each label has a classifier trained to separate it from other labels.
The second method uses the similarity scores from an image retrieval algorithm as weights for a majority
voting scheme, thereby, reducing the inherent bias towards labels that have a high number of samples.
The proposed methods were evaluated by using ImageCLEF2014 liver CT annotation dataset, they
achieved the highest score of 94.7% out of all the submission done to imageCLEF2014.

Onthe other side, the authors in [4] tried four different classifiers in the learning phase: linear discriminant
analysis (LDA), logistic regression (LR), K-nearest neighbors (KNN), and finally SVM, to predict labels. An
exhaustive search of every combination of image features is done by using leave-one-out cross validation
method on training data for every label and classifier. Python scikit-Learn Machine learning toolbox was
used for implementing each classifier with default parameters. As result, for most of the labels they got
almost the same performance by using any classifier and any combination of image features. The
proposed method was evaluated with ImageCLEF2014 liver CT annotation dataset, and they obtained a
score of 93%.

In [5] the authors proposed an approach based of a probabilistic interpretation of tensor factorization
models, i.e. Generalized Coupled Tensor Factorization (GCTF). This method can simultaneously fit a large
class of matrix/tensor models to higher-order matrices/tensors with common latent factors using
different loss functions. The authors considered the dataset as heterogeneous data, and the GCTF
approach was applied to predict labels. They considered KLdivergence and Euclidean-distance based cost
functions as well as the coupled matrix factorization models by using the GCTF framework. The proposed
method was evaluated with ImageCLEF2014 liver CT annotation dataset, and their highest score was
67.7%.

3 Material

In our experimentation, we have used the ImageCLEF2015 liver CT annotation dataset. The training
dataset includes 50 cases, each consisting of:

. A cropped CT image of the liver, a 3D matrix. The volumes had varied resolutions (x: 190-
308 pixels, y: 213-387 pixels, slices: 41-588) and spacing (x, y: 0.674-1.007mm, slice: 0.399-
2.5mm),

. A liver mask that specifies the part corresponding to the liver, A bounding box (ROI)

corresponding to the selected region of the lesion within the liver,

. An RDF file generated using Liver Case Ontology (LiCO) representing manually entered
imaging observations by a radiologist. In total, there are 73 User Expressed Features (UsE).
These features clinically characterize the liver, hepatic vascularity, and liver’s lesions, an
example of UsE is shown in the following table.
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Table 1. Exemple of UsE features [6]

Possible values (assigned
Group Concept Properties
indices)

downward displacement(0),

normal placement(1),
Liver
Liver Liver leftward displacement(2),
Placement
upward displacement(3),

other(4)

The test dataset contained 10 CT volumes, with varied resolutions and pixel spacing, cropped to the region
around the liver. The test data also included a mask of the liver pixels and a bounding box (ROI) (see Fig.
1). But, there is no RDF file and imaging observations are missing.

Figure 1. Image test of the liver, the contour in red and ROl in blue

4 The proposed method
Our goal in this work was to investigate a new annotation process using content based image retrieval.
The proposed approach is based on a spectral images textural analysis that uses a combination of
Bidimensional Empirical Mode Decomposition (BEMD) and Gabor wavelet transform. The features vector
includes the mean and the standard deviation of each filtered image.

Thereafter, based on a similarity distance we selected the five most similar images, and the label that has
the majority voting will be assigned to the User Expressed Features (UsE).

We used the proposed similarity score calculation between the unannotated image (U) and a training
image (T) as the distance between their respective features vectors is given as bellow in equation (1):

d —
Sim(U, T) = 21—M

i=0 Vl-

(1)

Where v; is the i-th maximum feature in dataset, u; is the i-th feature in the feature vector of U, t; is the i-
th feature in the feature vector of T, and d presents the dimensionality of the feature set.

In the following section, we present a general overview of the different methods used in this paper.
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4.1 Bidimensional Empirical Mode Decomposition (BEMD)

The Bidimensional Empirical Mode Decomposition (BEMD) approach is a highly adaptive decomposition
[7]. It is mainly based on the characterization of image by Intrinsic Mode Function (IMF) decomposition,
where the image can be decomposed into a redundant set of composite images called IMF and a residue.
Adding all the IMFs with the residue allow reconstructing the original image without distortion or loss of
information [8]. This method, derived from image data and which is fully unsupervised, permits to analyze
nonlinear and non-stationary data as texture images.

4.2 Gabor Wavelet Transform

The Gabor wavelet representation allows good recognition without correspondence, because it captures
the local structure corresponding to spatial frequency (scale), spatial localization, and orientation
selectivity [9]; it is defined as follows in equation (2):

HKu,vHZ\zV
20'2
e

Where u and v define the orientation and the scale of the Gabor kernels, and ||.|| denotes the norm

o
sl

Vauv(2)=

[eiku,vz _6*02/2} (2)

operator, and the wave vector Ky, is defined as follows:
K,, =K,e" (3)

Where K,=Kmax/f, and 0,= tu / 8, Z=(x,y) and Kmax is the maximum frequency, f is the spacing factor
between kernels in the frequency domain. We have used 6 = 2, Kmax=1 /2, and f =242,

Let I(x,y) be the gray level distribution of an image, the convolution of the image | and a Gabor kernel
is defined as follows:

Ou,v =1(2)*yy ,(2) (4)

Where * denotes the convolution operator, and Oy.(z) is the convolution result corresponding to the
Gabor kernel at orientation u and scale v.

The energy information of the image | (x, y) can be expressed as follows[10]:
E.v) =2y Ty |0, (5)

In this work, we propose to use the mean and the standard deviation as texture features. Suppose that
I(x,y) denotes an image of M X N pixels, pw(x) and ow(x) denote its mean and standard deviation
computed from the scale v and the direction u, respectively, puw(x) and oy (x) can be computed as follows:

My y = Eu,V / MN (6)
> Yo -u ) (7)
o, = al 2
MN
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5 The proposed method

In order to evaluate our approach, we calculated two descriptors:

Descriptor n°1: computed by applying Gabor wavelet transform with sixteen orientations and ten scales
we have extracted 160 elements of means and 160 elements of deviation from the first BIMF. Therefore,
the total dimension of the first descriptor is 320.

Descriptor n°2: calculated from the first, the second and the third BIMF, we have extracted 160 elements
of means and 160 elements of deviation for each one of them. Therefore, the total dimension of the
second descriptor is 960.

5.1 Evaluation methodology

The evaluation of our experiments is performed on the basis of completeness and accuracy of the
predicted annotations, with reference to the manual annotations of the test dataset. Completeness is
defined as the number of predicted features divided by the total number of features, equation (8), while
accuracy is the number of correctly predicted features divided by the total number of predicted features,
equation (9).

number of predicted UsE features

(8)

Complet =
ompleteness Total number of UsE features

A _ number of corrected predicted UsE features ()
cedracy = Number of predicted UsE features

TotalScore = \/Completeness X Accuracy (10)

The following table shows the score results obtained by the two proposed descriptors applied for
predicting different groups of UsE features.

Table 2.The score results obtained for each group

Descriptor n°1 Descriptor n°2

Cmp Acc Cmp Acc

Liver 1.00 0.92 1.00 0.92

Vessel 1.00 1.00 1.00 1.00

Lesion Area 1.00 0.65 1.00 0.67

Lesion Lesion 1.00 0.48 1.00 0.51

Lesion component 0.96 0.86 0.96 0.89
Total score 0.880 0.889

The results presented in table 2 show that the scores obtained by the two descriptors for Liver group and
Vessel group are the same. This can be explained by the fact that there were some instances having the
same annotation (unbalanced dataset) in all the training samples, and this is the major challenge in this
dataset. We notice that the second descriptor outperforms the first descriptor in the other groups. The
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best result is obtained by using three BIMFS with the score of 88.9% compared to the first descriptor with
the score of 88%. This suggests that, using more details improves the accuracy of the annotation.

Table 3 shows that all authors have completed the vessel Usk features with high accuracy, also they
completed the liver UsE features with accuracy more than 80% except the method proposed in [5].

Concepts related to lesion-lesion are annotated completely by[2] [3] and our proposed approach.
However, [3] has got the accuracy of 83% by using the second feature set of size1446, while we achieved
51%.We attribute this difference to the size of feature set which has significantly improved the accuracy
of the annotation.

Lesion-components group are fully completed and annotated with an accuracy higher than 90% by both
[3] and [4]. In our proposed approach we achieved a completeness score of 96%, and accuracy of 89%.

It is interesting to note that one of the major considerations in the annotation of the liver is the
appropriate combination of features and methods.

Table 3.Comparisontest results presented by different authors and summarized in [6]

Methods Liver Vessel Lesion-Area Lesion-Lesion Lesion-Component
presented Cmp Acc Cmp Acc Cmp Acc Cmp Acc Cmp Acc
In
[2] 1.00 0.92 1.00 1.00 1.00 0.75 1.00 0.48 0.96 0.89
[3] 1.00 0.93 1.00 1.00 0.92 0.79 1.00 0.83 1.00 0.94
[4] 1.00 0.93 1.00 1.00 0.85 0.81 0.90 0.82 1.00 0.94
[5] 0.62 0.88 1.00 1.00 0.46 0.77 0.20 1.00 0.12 0.15
Descriptor 1.00 0.92 1.00 1.00 1.00 0.67 1.00 0.51 0.96 0.89
2

6 Conclusion

In this paper, we have presented a new approach aiming to annotate liver CT scans with the use of
content-based medical image retrieval. We first extracted a set of features descriptors based on spectral
images textural analysis that uses a combination of Bidimensional Empirical Mode Decomposition (BEMD)
and Gabor wavelet transform, finally the five most similar training images was used to select the answers
for an unannotated image. Our experiments results have been conducted by using the ImageClef 2015
annotation dataset. Our best score of 88.9% was achieved by the second descriptor. In our futures works
we plan to use more image features and examining others classifiers.
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ABSTRACT

Over the past decade, the concept of data warehousing has been widely accepted. The main reason for
building data warehouses is to improve the quality of information in order to achieve specific business
objectives such as competitive advantage or improved decision-making. However, there is no formal
method for deriving a multidimensional schema from heterogeneous databases that is recognized as a
standard by the OMG and the professionals of the field. Which is why, in this paper, we present a model-
driven approach (MDA) for the design of data warehouses. To apply the MDA approach to the Data
warehouse construction process, we describe a multidimensional meta-model and specify a set of
transformations from a UML meta-model which is mapped to a multidimensional meta-model. The
execution of the transformation, programmed by the Query View Transformation (QVT) language, takes
as input an instance of the UML Meta-Model to generate an instance of the Dimensional Meta-Model as
output.

Keywords-Data Warehouse; Meta model; Model Driven Architecture; Transformation.

1 Introduction
Decision-making systems are defined by information systems that can help companies in their decision-
making process. To support these decisions, it has become necessary to manage and analyze large
amounts of data to obtain new and relevant knowledge. In this sense, a new database concept was
created: Data Warehouse [1]. However, building a DW is still a challenging and complex task because it
consists of several interrelated components with different functions, different design pitfalls, and
different technologies [2].

To overcome this problem, we decided to use the Model Driven Architecture (MDA), an approach
developed by Object Management Group (OMG), in building the DW. MDA addresses the challenges of
constantly evolving highly interlinked systems, providing an architecture that provides portability,
interoperability across platforms, platform independence, domain specificity, and productivity [3]. This
framework separates the specification of system functionality in a Platform Independent Model (PIM)
from the specification of the implementation of that functionality on a specific technology in a Platform
Specific Model (PSM). Furthermore, the system requirements are specified in a Computation Independent
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Model (CIM). The main benefit of MDA is that less time and effort are needed to develop the whole
software system, thus improving productivity [4]-[7].

Considering these aspects, the present paper describes a PIM to PIM transformation using an approach
by modeling, we will automatically generate DW schema by using several UML profiles. The resulting PIM
represent conceptual model of DW component, without any reference to a concrete target platform or a
specific technology. We developed as well the transformation rules by using the formal QVT
transformations.

The present paper is structured as follows. Section 2 presents the most relevant related works. In section
3 we outline the MDE principles. Section 4 explains the concepts of Data warehousing. Sections 5
introduces our MDA approach for generating the MD modeling of the DW repository. Finally, section 6
concludes the work and offers further perspectives.

2 Related Works

In this section, we present a brief overview of some approaches, proposed for the development of DW
systems.

In [8], the authors propose a Fact-Dimension model. It is a graphical conceptual model for DW. They also
show how to derive a DWH schema from the data sources described by the entity-relationship diagram.

A multidimensional conceptual Object-Oriented model for Data Warehousing is proposed in [9]. It was
developed as an extension of the UML notation to represent the multi-dimensional data structure. The
authors also present OLAP (OnLine Analytical Processing) tools, its structures, integrity constraints and
query operation but they don’t show how to get the presented conceptual model.

In [1], the authors are interested in secure XML data warehouses. They propose an approach for the model
driven development of these DW in which the secure conceptual DW data model, the PIM, is transformed
into a secure XML DW, as a PSM, by applying a set of transformation rules.

In [4], the authors present an MDA approach for the development of the DW repository, and then,
describe how to build the different MDA models for the DW repository by using an extension of UML and
the Common Warehouse Meta model (CWM). They modeled the PIM by using their UML profile for the
multidimensional modeling of DW. They derive then the PSM taking into account the deployment
platform. From this PSM, the necessary SQL code is derived to create data structures for the DW in a
relational platform.

In [10], a well-structured approach is proposed to formalize the development of the DW repository.
Authors establish a set of multidimensional normal forms in order to obtain a conceptual model of the
DW repository. A relational representation from the conceptual model is informally derived, but no formal
transformations are defined to obtain the logical model.

3 Model Driven Engineering

3.1 The OMG approach

In late 2000, OMG, a consortium of over 1,000 companies, first reviewed the document entitled "Model
Driven Architecture" and decided to form an architecture team to produce a more formal statement of
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the MDA [3]. This approach focuses on developing the highest level of abstraction models and promotes
the transformation approach from one model to another.

MDA addresses the challenges of today's highly networked, constantly changing systems, providing an
architecture that assures portability, cross-platform Interoperability, platform independence, domain
specificity and productivity [3]. The key to the MDA approach is the importance of models in the software
development process. In the MDA, the software development process is driven by the modeling activity
of the software system.

In the field of software engineering, the OMG with its MDA approach classifies four types of models that
it advocates for the construction of software: Computation Independent Model (CIM), Platform
Independent Model (PIM), Platform Specific Model (PSM) and Code; defined as follow:

. CIM: The goal is to create a requirements model for the future application. Such a model
must represent the application in its environment in order to define the services offered
by the application and which other entities with which it interacts.

. PIM: This model represents the system-specific business logic or the design model. It
represents the functioning of entities and services. It must be durable and lasting over
time. It describes the system, but does not show the details of its use on the platform.

PSM: MDA considers that the code of an application can be easily obtained from these models. The main
difference between a code model and an analysis or design model is that the code model is linked to an
execution platform.

The reason for the above model organization is to develop models of the systems’ business logic
independently from the platforms of execution, then to transform these models automatically to models
dependent of the platforms. The complexity of the platforms does no longer appear in the business logic
models but it’ is found in the transformation [11].

The required steps during the model-driven development with the UML approach can basically be divided
into the following steps [12], at first building the CIM that acquires user requirements. Then, according to
this CIM, a PIM is built. Next is, the transformation of the proposed PIM into one or more PSMs. This type
of transition from CIM to PIM and PIM to PSM is called Model To Model (M2M) transformation. The final
step is to transform the generated model respecting the PSM into the code of the chosen platform. This
transition is called Model To Text (M2T) transformation. Figure 1, shows how the transformations are
done.

cim
Computing Independant Model
‘ l Transformation
PIM

Platform Independant Model

|
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Figure 1. Model Driven Architecture levels
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The OMG, in the context of MDA, gives the following definition to the transformation of models "the
process of converting a model into another model of the same system". In general, it can be said that a
transformation definition consists of a collection of transformation rules, which are unambiguous
specifications of how a model can be used to create another model. There are three approaches in MDA
to perform these transformations:

. Approach by programming: Consists in using object-oriented programming languages. The
idea is to program a transformation of models in the same way that any computer
application is programmed.

o Approach by template: Consists in defining the canvas of the desired target models by
declaring parameters. These parameters will be substituted by the information contained
in the source models. The execution of a transformation involves taking a template and
replacing its parameters with the values of a source model.

. Approach by Modeling: Consists in applying the concepts of the engineering of the models
to the transformations of the models themselves. The objective is to model the
transformations of models and to make the transformation models perennial and
productive and to express their independence vis-a-vis the execution platforms.

Using the modeling approach is designed to have a sustainable and productive models’ transformation,
independently of any execution platform. This is why the OMG has developed a standard for this
transformation language which is the MOF 2.0 QVT [14], standing for Query View Transformation.

4 Data Warehouses

In the early 1990s, as a consequence of a competitive world, organizations realized that data analysis
needs to be performed to support their decision making processes. Traditional transactional databases
do not satisfy the requirements for data analysis because they are designed to support daily operations
and ensure concurrent access. However, they do not include historical data and are not optimized to
execute complex queries that involve large volumes of data. Therefore, data warehouses were proposed
as a solution to overcome these problems and limitations [15]. A data warehouse provides an
infrastructure that allows users to get efficient and accurate responses to complex queries. Different
systems and tools can be used to access and analyze data stored in data warehouses.

A data warehouse is a subject-oriented, integrated, non-volatile, and time-variant collection of data in
support of management’s decisions [16]:

. Subject-oriented: The Data Warehouse is organized around major topics of the company such as:
customer, sales, products... This organization necessarily affects the design and implementation of data
in the Data Warehouse.

. Integrated: Data is integrated from various operational and external systems.
. Non-volatile: Data is accumulated from operational systems for a long period of time.
. Time-variant: In a decision-making system it is important to keep the different values of a

given data, allowing comparisons and monitoring of the evolution of values over time, the
Data Warehouse keeps track of how its data evolved over time.

Figure 2, describes a typical architecture of a DW system, which consist of several tiers [17]:
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. The back-end tier is composed of extraction-transformation-loading (ETL) tools, used to
feed data in from operational databases and other data sources, and a data staging area,
which is an intermediate database.

. The DW tier is composed of an enterprise data warehouse and/or several data marts, and
a metadata repository.
. The OLAP tier is an OLAP server that supports multidimensional data and operations.
. The front-end tier contains client tools such as reporting tools and data-mining tools.
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Figure 1. Typical data warehouse architecture

5 MDA for MD Modeling of DW

In this paper we proposed a meta model as a PIM to describe DW. Then, we chose to transform a UML
model to PIM, with an approach by modeling using QVT. This type of transformation will allow us to
automatically generate the multidimensional data warehouse schema from UML schema. We used UML
in our approach, because it takes into account the structural and dynamic properties of the information
system at a conceptual level. The class diagram of analysis is obtained from the data dictionary and
functional dependencies. Obtaining the conceptual class diagram is based on scenarios of different use
cases.

5.1 The Modeling process

5.1.1 PIM source meta model

The UML specification has the Kernel package which provides the core modeling concepts of the UML,
our source Meta-model structures a simplified UML model based on a package containing the data types
and classes. The classes contain structural features represented by attributes, and behavioral features
represented by operations [13]. Fig. 3, presents the source meta model.
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Figure 1. Simplified UML Meta-Model

. UmlPackage: is an abstract element of UML used to group together elements that are
semantically related. This meta-class is connected to the meta-class Classifier.

° Classifier: this is an abstract meta-class which describes set of instances having common
features. This meta-class represents both the concept of class and the concept of data
type.

. Class: represents the concept of UML class.

. DataType: represents the data type of UML.

o Operation: expresses the concept of operations of a UML class.

. Parameter: describes the order, type and direction of arguments that can be given when

the operation is invoked. It explains the link between Parameter meta-class and Classifier
meta-class.

. Property: expresses the concept of Property of a UML class. These properties are
represented by the multiplicities and meta-attributes upper and lower. A UML class is
composed of properties, which explains the link between the meta-class Property and
meta-class Class. These properties can be primitive type or class type. This explains the link
between the meta-class and the Classifier meta-class Property.

5.1.2 PIM target meta model

Based on the approach described in [18], and inspired by this UML profile for the data warehouse, the
target meta-model that we have proposed for the transformation, is a simplified meta-model containing
Facts and Dimensions. A Fact contains attributes related to dimensions. This meta model is an extension
of the work done by the authors in [19]. Fig. 4, shows the Target Meta Model:
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Figure 1. Simplified Meta-Model of multidimensional schema

. MDPackage: expresses the concept of the package, it contains Fact classes.

o Fact: expresses the concept of Fact in a multidimensional schema. Each fact is contained
in MDPackage, which explains the link between MDPackage and Fact.

. FactAttribute: expresses the concept of attributes for the element Fact and Fact contains
FactAttribute.

. Dimension: expresses the concept of dimension in a multidimensional schema.

o DimensionAttribute: expresses the concept of dimensions attributes. A dimension

contains attributes, which explains the link between a Dimension Attribute and Dimension.

. Base: is the basic concept in the multidimensional schema. A base represents the
hierarchical level of classification. An association (represented by the ROLLS-UPTO
stereotype) between the base class specifies the relationship between two hierarchical
levels of classification.

5.2 The transformation process

Once the meta models developed, the next step is to specify the correspondences between the two
metamodels and automatically generateDW model from the UML model by using transformation rules
written in QVT Operational Mappings. In this section we’ll explain some of the programmed
transformation rules.

A QVT transformation is in the form of a function with two parameters, the first corresponds to the source
model, the second corresponds to the target model. The main function of our transformations is as follow:
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transformationumlToDwhTransfo(insrc:UML, outdest:DWH);
main() {

src.objectsOfType(UmlPackage) ->mapumlPackToDWHPack();
}

We consider that a simplified UML model consists of a package called UmlIPackage. This package will be
transformed into a multidimensional package called MDPackage, using the transformation rule defined
as follows:

mappingUML: :UmlPackage: :umlPackToDWHPack() : DWH::MDPackage {
result.name := self.name + "Dwh";

result.fact += self.association[UML::AssociationClass] -
>mapassociationClassToFact();

}

The following code shows the transformation rule of a class association from a UML class diagram to a
fact. The fact will carry the name of the association class, its attributes will be the properties of the
association class:

mappingAssociationClass::associationClassToFact() : Fact {
result.name := self.name + "Fact";

factattribute += self.assoproperty ->mappropertyToFactAttribute();

6 Conclusion
In this paper, we have introduced our MDA approach for the development of DWs. For constructing the
system, we applied transformations from a UML PIM in order to automatically obtain an analogous DW
PIM. Thanks to the use of MDA and QVT, we can generate from a simplified UML model instance, a
simplified Multidimensional model in just two steps: first is the development of the source and target
PIMs; and second is the development of the corresponding QVT transformations.

The primary benefit of our approach is that the complex task of designing the whole DW is done in a
systematic, well-structured, and standard way by using an MDA approach.

Our future intentions include implementing our MDA approach for the development of DWs into specific
platforms by creating the corresponding PSMs. And transforming each generated PSM into code.
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ABSTRACT

Currently, e-commerce has become a pillar of the economy; there are huge growths of websites that offer
different products to sell.This variety of web portals and products requires intelligent and autonomous
operation to successfully the buying / selling process.The semantic web which is an initiation of the
inventor of the web Tim Berners-lee proposes advanced technical solutions that act on the organization
and the structuration of the data through ontologies.

In this article we will discuss the subject of e-commerce in company with the area of geolocation. This
document proposes a new solution allowing taking advantage of the geographical location of a customer
to be located in relation to the stores that surround it.

Keywords: e-commerce, Semantic Web, GEORSS Model, GEO OWL,0GC GML,Ontlogie FOAF,
GoodRelations. Geographic information.

1 Introduction

In a world where consumption has become a way of life, the variety of products exposed to sales, the
number of shops and supermarkets is increasing, implies the need to put in place computer tools allowing
the establishment of a " An optimized policy that completes the whole process: from the presentation of
the products to the payment. Actors responding in the field of e-commerce encounter difficulties. On the
one hand, the seller must clearly identify his products to customers by specifying all useful information
such as price, product description, image, product reviews by other customers who have purchased it.On
the other hand, the customer would like to find the product wishing to buy quickly by offering him the
necessary information to complete its purchasing operation. It should be noted that these products sold
presented on websites, and in the majority of cases, sellers have a real place with an addressin a
geographical area, they can sell either online or in their local.

The idea of this research component is to add to the e-commerce process the notion of geographical
location. For example, a tourist who finds himself alone in a city that has never visited before, he would
like to locate himself in his entourage and find a shop if he exists that sells a particular product, then we
are in front of a repetitive scenario for each new visitor, The thing that the ambitious has given us to
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contribute to improve this problem by proposing a new model allowing the tourism sector or others to
benefit.

The word « semantic » in the semantic web domain’s specifies the meaning of data on the Web. It is can
be discovered by people and also by software. On the other hand, before the appearance of the semantic
notion’s, a person that read web pages and who create special software those just can infere the senses
of the data. The « semantic web » significates an idea witch the software, machines and the person can
find, read, understand and use the data on the World Wide Web to achieve useful goals for users. In short,
the Semantic Web is supposed to make data situated anywhere on the web accessible and
comprehensible by people and by the machine. [1]

It is in this perspective that we are interested in the service of the internet which is the web and more
precisely the semantic web which is one of the main emerging actors in this field. Its role is to structure
the data via logical links between them.

In parallel we are interested in geographical information (GI) which has become a part of our daily life,
especially as we will use it in the GoodRelations ontology which is the vocabulary of E-commerce. The Gl
is used as an example to decide the location of a new store or store for the benefit of a company or a
trader. More recently, the growth and use of (Gl) was exposed by The implementation of Web-based tools
such as Google Earth and the creation of Gl resources by volunteers, an example being OpenStreetMap,
a web-based cartographic resource. The use of geographic information has increased enormously, but
many users will be largely unaware of the role it plays in their activities. This is because the Gl is very rarely
an objective in itself;Rather, the scenario on which the topic of interest is remarkable is normally
formed.[2]

To create data through the semantic web, we mainly use an ontology[3]. It is a formalization of a
conceptualization; it is definition most popular for an ontology. In terms of our semantic web domain,
W3C defined an ontology as follows: « An ontology formally defines a common set of terms that are used
to describe and represent a domain . . . An ontology defines the terms used to describe and represent an
area of knowledge. [4]

GeoRSS is a variety of RSS that encodes the geographic location. RSS (Syndication Really Simple or RDF
Site Summary) is a web data feed that can be in the form of news reports, quotes or blog topics[5]. Geo
OWL presents an ontology that suits the GeoRSS function model. This model will be detailed in a chapter
of this document[6].

2 Existing Ranking Methods

2.1 Ontology for E-commerce

GoodRelations is an ontology dedicated to electronic commerce. It is the strongest vocabulary used to
describe products and services. The internet’s user can benefit from all the advantages of GoodRelations
via the use of his computer, it’s able to extract and present the desired product information easily. This e-
commerce vocabulary is written by adding codes on web content.[7]

To represent the e-commerce scenario, the Agent-Promise-Object-Compensation model is used. This one
is done by 5 entities: An agent is a person or an organization, a promise or offer is a procedure to transfer

URL:http://dx.doi.org/10.14738/tmlai.54.3182 | 184 |



Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017

some rights on some object or to provide some service, an object represents product or service, a certain
compensation or an amount of money, It is made by the agent and related to the object or service. A
location is considered a fifth entity, it determines the place of avaibility of an offer.[7]

The five classes of GoodRelationsare: Gr: BusinessEntity coincides with the agent. Gr: Offering blends with
an offer.Gr:PriceSpecification represents the compensation, Gr:ProductOrService for the object or
service, Gr: Location represents the five entity. [7]

We are interested in the part of Location whose object of our research. The following image shows the
class gr: location and its parameters. [7]

gr:Lucatiun
gr:name rdfs:Literal
gr:description rdfs:Literal
gr:hasGloballLocationMumber xsd:string
gr:has|SICv4 xsd:int
| gr.category rdfs-Literal

Figure 1. Location Class of GoodRelations

2.2 Ontology for Person

FOAF ontology “Friend of a Friend” describes people and the relationships they have with each other. It
is one of the most popular ontologies in the semantic web. It represents personal information including
name, mailbox, home page URL, friends, etc.[8]

FOAF is a dictionary of words that makes a link between people that is used in structured data [8]. It serves
to publish web pages for people, groups, companies, etc. This project was founded by Dan Brichleyand
Libby Miller. It enriches information about people and their relationships. In this sense, FoaF plays an
important role in the creation of information systems that support online communities [9]. Among the
[8]personal information that FOAF supports, we can say: FirstName, LastName, SurName,
workinfoHomepage,..etc.

v

‘ FamilyName ‘

SchoolHomePage

HomePage |

¥

2.3 GeoRSS Model

The figure 3 shows the UML design of the GeoRSS model. The left part of the figure shows GeoRSS, the
one on the right represents the "external" content that this model uses for its description. The association
"Where" links geometry and certain external content. To be able to use this model which is an abstract
concept, it must be expressed in XML, RDF, etc. This is called serialization [10].The GeoRSS schema
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supports four types of geographic locations: point, line, polygon and Box, they are encoded through a
Latitude and Longitude literal string called GeoRSS simple, or through a more robust way using GML called
GeoRSSGML[5].

GeoRSS —_where | External

relationshipTag
featuretypeTag

elev
floor
radius

_geometry content

p—— atom.entry

| — [ssitem

point line box polygon

—— xhtml:span

——— M

Figure 3. GeoRSS Model

In this document, we will focus on two types: Point and Box that we will define. We will use them in the

next chapter.

A point is defined by a pair of coordinates, it contains two values separated by a space:Latitude and after

longitude.

A box is defined in two points separated by a space, the first point is the lower corner, which must be far
from the second which represents the upper corner, by definition the frame does not contain the North
and South poles in its boundary. A box is used to delimit in a rounded way a zone inside.

pPaer cormner

Figure 4. Delimitation of the box type zone

2.4 GeoRSS and FOAF

This part of this document shows a basic example that combine the setting of the location of a person
through the Geo and FOAF vocabularies. [11]
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<rdf:RDFxmlns="http://xmlns.com/foaf/0.1/"
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:geo="http://www.georss.org/georss/">

<Person>

<name> BENNANI ANAS</name>

<geo:point>35.575.37</geo:point>
</Person>
</rdf:RDF>

3 Georss And Goodrelations

The vocabulary Schema.org is recommended for encoding the geo position, this time the coding below
shows how to combine geo with GoodRelations ontology (GR) while using shema.org [12].

@prefix s: <http://schema.org/>

foo:posagr:Location;

gr:name "Hepp's Bagel Restaurant Munich - Bagel Street";
s:address [ a s:PostalAddress;

s:streetAddress "Bagel Street 1234";

s:postalCode "12345";

s:addressLocality "Munich, Germany" |;

s:latitude 45.75;

s:longitude 49.98;

s:telephone "+49-89-12345678-0".

3.1 A New GeoRSS model approach

The objective of the model that we implement in this paragraph is to give a tourist or other person
connected through a geographic information system the possibility of positioning in a region. And this is
affordable by adding a parameter that indicates the desired margin. This parameter is represented in
decimal degrees. And therefore all GPS coordinates are expressed by the same unit.

As a legitimate scenario for this approach, a tourist doesn’t know enough about the interesting areas of
the city she visits, he would like to know if a perfume store or clothing is in his entourage at a precise
distance. So this model will answer this problem by representing the differents steps
From conception to implementation.

Where
GeoRSS Smart RelashionshipTag External

Model

T
T
_Geometry _Content
1

Figure 5. GeoRSSSmart Model
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Let us say that the latitude position of the person is expressed by PLat and its positition longitude is PLong.
The distance will be expressed by the parameter Margin, the Box propertyas shown in the figure below
will have the following values: PLat-Margin PLong-Margin representing lower corner, and PLat + Margin
PLong + Margin representing upper corner. As you notice the Box property will be implemented in an
automatic way, this algorithm makes it easier for the person to know the main places that surround them
and he can visit them and take advantage of their opportunities.

Upper Corner

PLat + Wargin
PLong + Margin
NMargin

Person (PLat PLong)

Figure 6.Definition of the Box property area

3.2 RDF Graph For Model
In this section, we will present the RDF graph of the new GEORSS model.

— T ToDefine _—— —
~ \

Figure 7. RDF Graph ForGeoRSS Smart Model

3.3 Implementation of a new model in a semantical way

To represent the knowledge built on the basis of the RDF model above, we opt for the OWL language:
Web Ontology Language.[13]

<!—- Class Definition -- >

<OWL:Classrdf: ID =”_Geometry”/>
<OWL:Classrdf: ID =”Point”/>
<rdfs:SubClassOfrdf:resource="#_Geometry”/>
</OWL>

<OWL:Classrdf: ID =”"Box”/>
<rdfs:SubClassOfrdf.resource="#_Geometry”/>
</OWL>

<l—- Object Proprieties -- >
<OWL:ObjectPropertyrdf: ID="ToDefine”>
<rdfs:domainrdf:resource="#Point”/>
<rdfs:rangerdf:resource="#Box"/>

</OWL:ObjectProperty>
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<!—- Data Type Proprieties -- >
<OWL:DataTypePropertyrdf:ID="Margin”>
<rdfs:domainrdf:resource="#Point”/>
<rdfs:rangerdf:resource="#Box"/>
<rdfs:rangerdf:resource="_&xsd;float”/>

</OWL:DataTypeProperty>

4 Conclusion
In this research component, we focus on the semantic web applied to e-commercein association with
geographic information. The goal is to make the electronic commerce smarter allowing to any Internet
user to carry out automatically a complex commercial operation with a minimum of interventions.

The internet users become more attached to technology, which causes their behavior change quickly, and
the addition of the geo-location component; which has a direct relationship with Internet users; in the
field of e-commerce participates in its progress in an accelerated manner.
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ABSTRACT

As a consequently increase amount of web services available on the web, automatic discovery presents a
great challenge, in order to satisfy this requirement, semantic discovery approaches based on ontologies
have been developed. However, end-users do not have knowledge about semantic web languages to
express their requirements.

In this paper, we propose an automatic discovery framework based on multi-agent systems and natural
language processing techniques to match a user request. The framework allows semantic matching
through a set of semantic web services in order to enhance the accuracy of the discovery pattern, and to
find a relevant match to the user request composed of keywords written in natural language. The use of
multi-agent systems provide us the possibility to decrease the run-time by parallelizing simultaneous
tasks, also, to implement various natural language processing techniques and matchmaking algorithms,
and finally, they allow us to measure the users satisfaction through their behaviors dashboard analyze.

Keywords—Semantic web Service, Ontology, web service composition, functional and non-functional
properties, Distributed information systems, natural language processing.

1 Introduction

Nowadays, with the emergence of web services, semantic web and service oriented architecture
(SOA)[21], the number of web services over internet is rising, a demand increases for an automatic web
service discovery framework that can provides high relevant services to the user requirements expressed
using queries specified by functional and non-functional properties [19].

Web services are implemented through standard technologies: WSDL [14][25], UDDI [8], and SOAP[2].
These technologies facilitate the description, discovery, and communication between services. However,
this basic infrastructure encode only a syntactic representation of what is expected by, and returned from,
a service (its inputs and outputs), and does not allow to automate related web service management tasks
such as discovery, selection, composition, invocation and orchestration.
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Web service discovery [10] is the process of searching relevant services to a user query. This process
usually consists of matching a user request to a set of web service descriptions, in order to retrieve highly
appropriate services to the user requirements.

Many syntactic and semantic web service discovery approaches have been proposed [16][1][13][15].
However, they present various limitations. First, some proposed frameworks require that the both of the
web service provider and requester use the same ontology domain to allow the sematic matchmaker to
measure the match degree between the user query and the web service description. Also, most of domain
ontologies are mono-language. That means other web services described by different description
languages will not be considered. Another limitation of some proposed approaches is that they require
the requestor to be familiar with semantic web languages and express his requirements using a specific
semantic description language such as WSMO [11], WSDL [24], OWL or OWL-S [7].

We address these limitations by providing a new framework for discovery of semantically enriched web
services, the proposed framework allows end-user to search web services described using several
semantic web description languages, through a request expressed in natural language keywords. The
discovery process of our framework can be summarized as follows:

Understanding user requirements using natural language techniques [23] such as word sense
disambiguation [22], part-of-speech tagging [4], tokenization, sentence segmentation, Stop word
removal, lemmatization and Stemming to establish the user request context.

Extracting keywords from semantic or syntactic web service description to specify the web service
context.

Measuring similarity degree between user request context and web service context.

Ranking the selected web services using several matchmaking algorithms considering functional and non-
functional properties (e.g. price, location, service availability, Quality of Service ...)

Measuring the user satisfaction to adapt the discovery mechanism to the user preferences for later
requests.

Multi-agent systems [5] provide a new method to analyze, describe and implement sophisticated
applications that need to distribute tasks between autonomous entities. The use of Multi-agent system
allows us to adopt various natural language processing techniques such as PoS [4], WSD [22] ... and
discover web services described in different web service description languages like WSDL [11], WSMO
[11], OWL-S [7] ..., with @ minimum adaptation for Worker Agents. Agents ensure a good portability
because they can be deployed in several types of devices including mobile devices.

The remaining of this paper is organized as follows. In section 2 we provide an overview of the related
work performed in the area of semantic web service discovery, whereas in section 3, we provide some
background knowledge about technologies that are integrated in our framework, namely NLP techniques,
web service description languages and Multi-agent systems. In section 4 we present an overview of the
proposed framework then we discuss in details its architecture. Finally, section 5 concludes the paper.
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2 Related Works

Many research have been made to create a web service discovery framework. Generally, all the proposed
approaches are based on syntactic or semantic matchmaking algorithms.

M. Paolucci, T. Kawamura, T.R. Payne, and K. Sycara [16] proposed a semantic matchmaking algorithm
consisting of a similarity degree obtained by matching the user request inputs and outputs to the web
service inputs and outputs. Four different matching degrees are possible: Exact Match (When the user
request inputs/outputs match exactly the web service inputs/outputs), Plugging Match (When the web
service inputs/outputs plug the user request inputs/outputs), Subsumed Match (When the user request
inputs/output subsume the web service inputs/outputs), and otherwise, a Fail degree is generated.

A. Bener, V. Ozadali, and E. Ilhan [1] extended Paolucci’s matchmaking algorithm by proposing an
algorithm that performs as well as inputs/outputs matching, preconditions, effects and service context.
J.M. Garcia, D. Ruiz, A. Ruiz-Cortés [13] proposed to improve the run-time by adding a preprocessing stage
to discard all web services that not contain the concepts expressed by the user request. Using SPARQL
this preprocessing mechanism improve the run-time, but it has a negative influence in term of precision.

A knowledge based approach for semantic web services discovery have been presented in [15], the
mechanism is based on knowledge and multi-level search for semantic web services discovery. Which an
intelligent broker utilizes a knowledge based system and multi-level search to overcome the drawbacks
of syntactic and semantic discovery. The multi levels of service discovery allows them to improve the
probability of accurate matching.

Our proposed framework considers all the end-users as a non-technicians, we extract concepts from a
keyword-base user request using NLP techniques and we define automatically the user request and the
web service context, all cited algorithms are effective for single web service description language, instead
of from our approach that can be used to discover services described in various web service description
languages such as OWL-S, WSMO, WSDL,...

3 Background
In this section we briefly describe some concepts that are integrated in our proposed framework, we start
by presenting some natural language processing techniques used to process a requestor requirements
expressed using a human language, Then, we define some semantic web concepts and languages used to
describe syntactically and semantically a web service, and finally we finish this section by presenting an
overview about multi-agent systems.

3.1 Natural language processing techniques (NLP).

Refers to the use and ability of computers to process and understand sentences expressed in a human
(natural) language such as English, NLP [23] is a growing area of research with several applications in
different fields. Technically our proposed framework employs a set of natural language processing
techniques which are listed below:

Tokenizing[4]:Word tokenizing is an important part of text processing, every natural language needs to
normalize the text and chop it up into pieces called tokens, text tokenization may also ignores some
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characters such as punctuation. For example, a sentence like “Hotel in Casablanca Morocco, with a good
price” can be divided into 8 tokens {“Hotel”, “in”,“Casablanca”, “Morocco”, “with”, “a”, “good”,“price”}.

Stop word removal: stop word is a predefined set of words from a language that are excluded from the
vocabulary because they don’t give a relevant semantic information. An example of stop words list is
shown in Figure 1.The last example will be composed of five tokens after applying Reuters-RCV1 stop word

”n u

list {“Hotel”, “Casablanca”, “Morocco”, “good”, “price”}.

a an and are as at be by for from
has he in is it its of on that the

to was were will with

Figure.l. Stop list of 25 semantically non-selective words which are common in Reuters-RCV1

Part-of-speech Tagging[23]: PoS tagging is the process of tagging words based on their context with its
corresponding part-of-speech (PoS). Many PoS Tagger are available such as Brill’s rule-Based PoS Tagger
[4] from natural language toolkit library (NLTK) [3].

Stemming and lemmatization: the aim of stemming and lemmatization process is to reduce tokens into
their stem form called lemma. Depending stemmers/lemmatizers tokens stemming and lemmatization
can be done various techniques such as, Terms normalizing (e.g. are, is, am = be), equivalence classes
definition, asymmetric expansion (e.g. Hotel, hostel, motel, resort = hotel), affixes chopping (e.g.
development, developments, developing, developer = develop). Many words lemmatizers/stemmers are
available, the most common for English language is Porter Stemmer [20] and WordNet lemmatizer from
NLTK library [3].

Word sense disambiguation [22]: after tokens lemmatization a word sense disambiguation process takes
place to identify which meaning of a polysemy lemma is employed in a sentence. WSD algorithms use the
sentence’s context and previous disambiguated words to calculate a similarity score.in our case, word
sense disambiguation will be applied to the set of lemmas extracted from the user request and from the
web service description, producing two sets of two sets of disambiguates meanings that can be used in
the discovery and matchmaking algorithms.

3.2 Web service description languages

To promote the automation of web service management tasks, a number of different semantic languages
have been created such as, WSMO [11] and OWL-S [7], to provide a more powerful method for web service
discovery, selection, composition, invocation and orchestration by describing functionalities of services in
a machine interpretable form.

WSDL (Web Service Description Language)[14]: is a W3C (World Wide Web Consortium) standard for
syntactic web service description, WSDL 2.0[24] used to describe the web service interface and the
message exchange patterns (Structure of SOAP messages).

OWL-S (Ontology Web Language for Services)[7]: formerly DAML-S, is an ontologies-based web service
description language, in OWL-S each service is described using three XML-Based parts which are: Service
Profiles (to describe the web service capabilities), Service Model (describing web service behaviors) and
Service Grounding (to provide details about the web service invocation).
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WSMO (Web Service Modelling Ontology)[11]: provides a semantic modelling language for web services
capabilities description. In WSMO, a web service is described using four core elements, which are:
Ontologies, Goals, Web services and Mediators.

UDDI (Universal Description Discovery and Integration)[14]: is a standard web service registry, that
allows services providers through an API to publish his services, and services requesters to search for
desired web services. UDDI offers a syntactic description of its content. However, it does not present
semantic models to understand the user requests and web service capabilities.

3.3 MULTI-AGENT systems

The equations are an exception to the prescribed specifications of this template. You will need to
determine whether or not your equation should be typed using either the Times New Roman or the
Symbol font (please no other font). To create multileveled equations, it may be necessary to treat the
equation as a graphic and insert it into the text after your paper is styled.

Multi-agent system (MAS) [5] is a collection of interacting agents that are used to solve complex and
distributed problems. Agents are loosely coupled which allows adding new functions or removing existing
features easily by creating or destroying agent without affection the whole system structure. In our case,
the following features of MAS are especially interesting:

Goal orientedness: An agentis able to handle complex tasks, it should decide in which order and in which
way the task should be processed. That feature allows us to adopt various natural language processing
techniques and discover web services described in different web service description languages with a
minimum adaptation for Worker Agents.

Autonomy: Agents are highly autonomous, they operate without human or other agents’ intervention.
Which allows us to add and remove various functionalities to our framework without affection the system.

Portability: Agents can be deployed in various devices that are supporting JADE/LEAP [5], such as mobile
devices, personal computers, servers.
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4 The Proposed Framework

4.1 Semantic Web Service Discovery And Composition Framework
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Figure.2. Web service discovery & composition framework global architecture.

Our proposed framework shown in figure 2 aims to discover web services using various web service
discovery techniques in order respond to a keyword-based user request expressed using natural
languages. When no selected web service matches the user requirements, a service composition process
take place to create new functionality by combining the features offered by other existing services. Our
proposed framework consists of two different patterns:

. Discovery pattern: The web service discovery pattern consists of keywords-based discovery
process for searching web services described using semantic or syntactic languages, the
discovery pattern use NLP techniques to establish a match between a user request expressed
using keywords and a semantic or a syntactic web service description.

. Composition pattern: The composition mechanism take place when no selected web service
meet the user requirements, Our approach based on workflow, consider a composite service
as a business process. A composite service (composite plan) includes a set of atomic services
as well as controls and data exchange between them. Similarly, a business process is composed
of a set of elementary structured activities, as well as the execution order between them.

In this article, the focus is on the discovery pattern, the composition process will be the subject of future
works.
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4.2 Web Service Discovery Pattern

To satisfy the user requirements, the web service discovery pattern shown in figure 3, uses many
components. First, a proxy agent which is the interface between the user and the platform, it’s capable of
receiving the user request, looking for a response in the local registry, communicating with intermediate
agents, executing services, delivering results to the user, measuring user satisfaction and saving the
relevant solution to the user request as an history in the local registry. The proxy agent can be hosted by
personal computers, servers and mobile devices that are supporting JADE/LEAP [5] such as smart phones,
cars, smartwatch and all other wearable devices. Second, a NLP container that allows keywords-based
discovery process for searching web services described using semantic or syntactic languages. And finally,
a discovery container that uses various web service description languages parsers to extract web service
descriptions from the web service register, and different matchmaking algorithms to match between a
user request expressed using keywords and a semantic or a syntactic web service description.
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N Proxy agent NLP Container Discovery Container WS Register

(] User request (Query) M

User request preprocessing and
search in the local register

T
ALT /' [Similar request responses are found in the local register]
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Return Results
K== —
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[No similar request response is found in the local register]
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User request processing
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ke RewmResuis ___|

Figure.3. Web service discovery pattern sequence diagram
4.2.1 Natural language processing (NLP) Container:

A service requestor express its requirements using a collection of words. Because a word can have various
senses (e.g., pen can be used to mean either an instrument for writing or drawing with ink or a female
swan).

NLP container as shown in figure 4, is used to process the user request and the web service descriptions
and extract the context and the meanings. The NLP mechanism start by receiving a user query from the
proxy agent, the intermediate agent, is the interface between the NLP Container agents and the other
system’s components. The intermediate agent initiates the user request and the web service description
processing by sending a tokenizing request to the NLTK library, to normalize the text and chop it up into
pieces called tokens. After receiving tokens the intermediate agent calls a PoS tagging method to tag
tokens based on their context with its corresponding part-of-speech (PoS), then we remove the stop
words. The intermediate agent then creates WAn worker agents corresponding the number of tokens,
each worker agent send a stemming request to the NLTK library to reduce token into its stem form called
lemma. In order to identify which meaning of a polysemy lemma is employed, worker agents invoke a
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word sense disambiguation method, selected concepts are send to the intermediate agent to be delivered
as a set of user query concepts (QConcepts) or web service description concepts (WSConcepts) to the
discovery container to start the discovery process.

422 o Discovery Container:

The web service discovery container shown in figure 5, aims to select web services from the service
registry, parse and read web service descriptions to extract functional and non-functional concepts and
attributes and finally rank selected web services using matchmaking algorithms.

After receiving a discovery request from the NLP Container, the intermediate agent start by creating
different Parser agents, each parser agent use specific web service description reader and parser to be
able to read and extract relevant information through web service description written in different
languages. For OWL-S a parser like Sesame [18] or Jena [12] can helps in this process and for WSMO which
is written using WSML parser like WSMOA4J [8] can be used. Once the parsing process finish, a sets of
relevant web services description related words are selected and sent to the NLP Container (figure 3) to
be processed. The NLP Container define the meanings of each word by applying a various NLP techniques
like word tokenizing, Stemming and lemmatization and word sense disambiguation. When the NLP
mechanism is done, the discovery container receive again a set of selected user request and web services
description meanings to match. The goal of matchmaking is to process the user request and the web
service description concepts and measure the similarity degree between them. A ranked set of the
selected web services is generated. Finally, the proxy agent invokes the selected web service and
measures the user satisfaction to adapt the discovery mechanism to the user preferences for later

requests.
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Figure.4. NLP Container sequence diagram
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Figure 5. Discovery Container sequence diagram

5 Conclusion and Perspectives

In this paper we presented a framework that allows web service discovery based on user request
expressed using human language.

Our proposed framework considers the end-user as non-technician, in fact, we don’t require any
knowledge related to the web service technologies, the discovery process start by applying NLP
techniques to extract concepts from a keyword-base user and then defining automatically the user
request and the web service context. Furthermore, our proposed system uses various web service
matchmaking algorithms to find the best match to the user requirements. The use of Multi-agent system
permits us to implement several web service description languages parsers and execute parallel tasks in
order to improve the run-time.

To extend our proposed framework, composition mechanism is required. Future work includes more
details about our composition pattern based on workflow and considering a composite service as a
business process.

REFERENCES

[1] A. Bener, V. Ozadali, and E. Ilhan, Semantic matchmaker with precondition and effect matching using SWRL.
Expert Systems with Applications, 36(5), 9371-9377, (2009).

[2] A. Navarro, A. da Silva, A Metamodel-based definition of a conversion mechanism between SOAP and
RESTful web services, Computer Standards & Interfaces, Volume 48, Pages 49-70, ISSN 0920-5489?
November 2016.

URL :http://dx.doi.org/10.14738/tmlai.54.3183 | 198 |




(3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]

[11]

[12]

(13]

(14]

(15]

[16]

(17]
(18]
[19]

[20]

[21]

Transactions on Machine Learning and Artificial Intelligence Vol 5 No 4, Aug 2017
Bird, Steven, Edward Loper and Ewan Klein (2009), Natural Language Processing with Python. O’Reilly Media
Inc. (2009)

Brill, E., 1992. A simple rule-based part of speech tagger. In: Proceedings of the Workshop on Speech and
Natural Language. Association for Computational Linguistics, pp. 112-116.

C. Castelfranchi, Y. Lespérance, Developing Multi-agent Systems with JADE Intelligent Agents, In Intelligent
Agents VIl Agent Theories Architectures and Languages, Vol. 1986,(2001)

D. D. Lewis,Y. Yang, T. Rose, and Li, F. RCV1: A New Benchmark Collection for Text Categorization Research.
Journal of Machine Learning Research, 5:361-397, 2004.
http://www.jmlr.org/papers/volume5/lewisO4a/lewisO4a.pdf.

D. Martin, M. Paolucci, S. Mcllraith,M. Burstein,D. McDermott, D. McGuinness and al. Bringing semantics
to web services: The OWL-S approach. Semantic Web Services and Web Process Composition; p 26-42,
2005.

EU IST, FIT-IT. (2008). WSMOA4J API. Available from<http://wsmod4j.sourceforge.net/>.

H. C. Boas, “Bilingual FrameNet Dictionaries for Machine Translation”, in Proceedings of the Third
International Conference on Language Resources and Evaluation, Las Palmas, vol. IV, pp. 1364-1371. 2002.

H. Cancela, A. Cuadros-Vargas, A. D. Renzis, M. Garriga, A. Flores, A. Cechich, A. Zunino, CLEI 2015, the XLI
Latin American Computing ConferenceCase-based Reasoning for Web Service Discovery and Selection,
Electronic Notes in Theoretical Computer Science, Volume 321, Pages 89-112, 2016.

Hai H. Wang, Nick Gibbins, Terry R. Payne, Domenico Redavid, A formal model of the Semantic Web Service
Ontology (WSMO), Information Systems, Volume 37, Issue 1, Pages 33-60, March 2012.

HP Labs Semantic Web, (2009). Jena. Available from<http://jena.sourceforge.net/>.

J.M. Garcia, D. Ruiz, A. Ruiz-Cortésimproving semantic web services discovery using Spargl-based repository
filteringWeb Semantics: Science, Services and Agents on the World Wide Web, 17, pp. 12-24 (2012).

M. B. Juric, A. Sasa, B. Brumen, I. Rozman, WSDL and UDDI extensions for version support in web services,
Journal of Systems and Software, Volume 82, Issue 8, Pages 1326-1343, August 2009.

M. El Kholy and A. Elfatatry, "Intelligent broker a knowledge based approach for semantic web services
discovery," Evaluation of Novel Approaches to Software Engineering (ENASE), 2015 International
Conference on, Barcelona, pp. 39-44, 2015.

M. Paolucci, T. Kawamura, T.R. Payne, K. Sycara, Semantic matching of web services capabilitiesThe
Semantic Web—ISWC 2002, pp. 333-347, Springer (2002)

OASIS, 2004. UDDI Version 3.0.2, UDDI Spec Technical Committee.
openRDF.org. (2009). Sesame. Available from<http://www.openrdf.org/>.

P. Li, M. Comerio, A. Maurino and F. D. Paoli, "Advanced Non-functional Property Evaluation of Web
Services," Web Services, 2009. ECOWS '09. Seventh IEEE European Conference on, Eindhoven, 2009.

Porter, Martin F. An algorithm for suffix stripping. Program 14 (3): 130-137.1980.

R. J. Rabelo, O. Noran and P. Bernus, "Towards the Next Generation Service Oriented Enterprise
Architecture," 2015 IEEE 19th International Enterprise Distributed Object Computing Workshop, Adelaide,
SA, 2015, pp. 91-100.

Copyright © Society for Science and Education United Kingdom m



A. Essayah, M. Youssfi, E. Illoussamen, K. Mansouri, M. Qbadou, Semantic Web Service Discovery Framework
using Multi-Agents System and NLP Techniques. Transactions on Machine Learning and Artificial Intelligence, Vol
5 No 4 August (2017); p: 190-200
[22] R. Navigli, & P. Velardi. Structural semantic interconnections: A knowledgebased approach to word sense
disambiguation.IEEE transactions on pattern analysis and machine intelligence (Vol. 27, pp. 1075-1086).

IEEE Computer Society (2005).

[23] Venkat N. Gudivada, Dhana Rao, Vijay V. Raghavan, Chapter 9 - Big Data Driven Natural Language Processing
Research and Applications, In: Venu Govindaraju, Vijay V. Raghavan and C.R. Rao, Editor(s), Handbook of
Statistics, Elsevier, Volume 33, Pages 203-238, 2015.

[24] W3C, 2007. Web Services Description Language (WSDL) Version 2.0, W3C Recommendation.

URL:http://dx.doi.org/10.14738/tmlai.54.3183 | 200 |




SOCIETY FOR SCIENCE AND EDUCATION &z
UNITED KINGDOM N2

T M LA I TRANSACTIONS ON VOLUME 5 NO 4, 2017
MACHINE LEARNING AND ARTIFICIAL INTELLIGENCE ISSN 2054-7390

Digitizing Human Sciences to Determine the Individual's
Personality Based on Facial Emotions Recognition

S.Bourekkadi, S.Khoulji, 0.Omari, K.Slimani, S.Chouya, M.L.Kerkeb
Information System Engineering Group, ENSA, Abdelmalek Essaadi University, Tetuan, Morocco.
slimani.uit@gmail.com

ABSTRACT

Informatics is a science that develops and opens up to a group of other sciences. The current researches
have been established for multiple partnerships between informatics and the rest of the sciences. This is
noticed in the integration of Informatics for instance within medicine, economics, and humanities.
Researchers have made computer’s software that help draw the emotional state of the individual from
the analysis of the movements that appear on the face. Today, we will follow the same plan, but we will
not only study facial features. We will determine the personality based on other data and also face
dimensions. We will rely on determining the type of personality based on the analysis of specific parts of
the face such as the upper part of the front face, the middle section of the nose and the mouth, and the
lower jaw section. In the current study, we used a modern scientific methodology that is manifested in
the digitization of human sciences and in the analysis of the image by adopting a software product based
on determining the dimensions of the face, specifically mathematical and descriptive, and then extracting
the conclusions contained in the black box of the software’s information. Our conclusions and results are
confirmed by a group of people whom we have adopted in our experiences. Moreover, we did not only
define personality but we have also made it possible for individuals to deal with four types. We dealt with
many people, but we can recognize the features of their characters only after the experience and keeping
in company with them for a long time. There may also be other ways through which we can take a
preliminary idea of the person's character when we deal with the features of the face.

Keywords-component; IT psychology, emotion, face, personnality,

1 Introduction
We often find two people, despite their differences in nationality, language, and culture, who have the
ability to take emotional attitudes toward one another, and through facial expressions, they exchange the
most different feelings and sensations. Even the people of the same country, when they get in the same
bus, we find them exchanging impressions through facial movements. Everyone knows that what we
mentioned is true, known, and not new.

But, what about reading the face of human beings we meet for the first time. Can we judge their actions
before they do them and can we judge their qualities before we see their actions? In fact, we often harshly
judge people through the

shape of their face, and that is what our ancestors once called physiognomy.
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This is what is done nowadays by analyzing the personality through reading the features of the face. It is
of course a distinguished science that has its theorists and professors, and has theories that support its
origins and methods. In fact, there is an enormous and important amount of various studies and
researches that support the argument that there is a precise and direct link between the features of the
face of any person and the personality of this person.

The human’s personality may be mysterious sometimes, but it can be identified by some external
characteristics such as hair color, body length, skin color, eye shape, or even eye color. All of these
qualities can be determined by the adoption of our information system that examines the picture in logical
and accurate ways.

2 Personality Analysis From the Face
We have found that each face reveals what is hidden in the person's personality and describes its owner
with extreme accuracy. This for example gives some conclusions of the qualities and features enjoyed by
the owner of this face such as deception, goodness, fun, generosity, love or criminality. Meanwhile, all
human specifications, being positive or negative, could be read and known through a digital analysis of
the features and shape of each face.

Our information system initially records the provided image of the person whom we want to analyze
his/her personality. The information system frames the face, determines the position of the face on the
image, and then calculates the dimensions of the face. It takes into consideration also the comparison of
the length with the width. After that, it calculates the ratio of the enlargement of the given data according
to mathematical relations as displayed in Figure 1 below.

Width The length Real length Width
calculated by
our function

f(x) Vi
Xi =154
X 10_2xl~
Cases
Other cases by percentage
fox) =V, x—=V; .~ 1. .
D=V Vizxi+| 21| x; = V; %ilexlo()

f(x)

Figure 1. Calculated equations and conclusion

This ratio determines the type of face shown in the image, classifies it as demonstrated in Figure 2, and
then connects it with a text conclusion that is appropriate to it. The following are some of the results:
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Figure 2: Face shapes

1. People who have a broad face are dominated by misbehavior and laziness accompanied with
being unable to remember events, and perhaps they are not free of foolishness and stupidity.

2. People with long faces have a great deal of movement and mobility. They do all the tasks and
things quickly. They have also the lightness of the spirit; however, when disturbed by others, they
may turn into a very bad mood.

3. The owners of the prominent faces (which contain a prominent face bone strikingly visible) are
malicious and deceitful. They also have negative qualities such as spending most of their time
making conspiracies and intrigues to other people.

4. The owners of small faces are characterized by the kindness of their hearts and the purity of their
intention. At the same time, they are characterized by weakness, fear, retreat and surrender due
to their lack of tricks and helplessness.

5. People who have round faces are not as interested in their reasons as they are for the results, so
they are positive.

6. The owners of broad foreheads are characterized by a large mind that fits with the size of their
head.

7. The owners of narrow foreheads are characterized by narrow horizons, and most often look at all
things in a strange superficiality.

8. People with zigzagging foreheads are often characterized by worries, problems, and many failed
experiences.

3 Personality analysis by three basic spots of the face
Physiognomy Science divides this into three sections: upper, middle, and lower section. Meanwhile, we
can determine the personality of the person by the dominance of one of these sections on the other two
sections. In addition, this dominance determines the psychological tendencies and preparations of the
person.

In this stage, the information system returns to the same image that it is working on, and after defining
the system for the frame of the image, the face is divided into three important sections, (see Figure 3),
namely the forehead, nose, mouth, and jaw. After that, the information system attempts to calculate the
total area of the face according to a mathematical relation (see Figure 4), and then it calculates the area
of each of the three sides. Later on, the system ultimately determines the two areas that were given the
biggest proportion. Based on those percentages, the information system comes out with the following
conclusions:
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Figure 4. The mathematical relations of calculating the face area

3.1 The upper section (the forehead)

The forehead of the human’s face is responsible for the extent of knowledge of human relations, social
and intelligence. This is because the owner of the broad forehead has advantage of intelligence,
sophisticated, and developed mental capabilities. Moreover, if the forehead is wide and rounded, then its
owner has a good taste. However, if it is wide from the top, the imagination of intelligence is more
dominant. In the lower section there is a manual for controlling the applied power of intelligence.
Meanwhile, concerning the presence of wrinkles in the front area, researchers say that this presence of
wrinkles reflects the tendency of this person to abstraction, and the search for reasons. The person has
also a high ability to analyze, but in the case of the front wide and clear of wrinkles, it reflects the tendency
of this person to the dreams of vigilance and inability to adapt to practical life.Meanwhile, the wide and
deviated front square reflects the ability of the person toward creation and creativity, while the broad
forehead in the form of the arch reflects the negativity of its owner and the infertility of his ideas.

3.2 The middle section (nose and mouth)

A person with a large nose and mouth reflects the emotional capacity and momentum joy by that
person.This reflectsalsothat the person with an emotional and advanced mood, which makes him/her
inclined to emotions, has a warm and calm life in addition to its superior ability to confront, and these
qualities are confirmed by the presence of long and huge nose.On the other hand, the sharp nose signifies
its nervousness and violence, and vice versa. This means also that the small nose and mouth and their
shape indicate emotional coldness and social closure, while the owner of the delicate nose indicates
his/her deep coolness and the ability to control high emotions.
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3.3 Lower section (jaw)

The amplitude of the jaw and mouth reflects great physical abilities and endurance, and can control the
person’s emotions. The accuracy of the jaw reflects inactivity, negativity, weakness, and hesitation. It also
shows the lack of diplomacy in dealing with people. On the other hand, the owner of the small mouth and
lower sides reflect unhappiness and depression.

Finally, after reviewing the three sections and their descriptions, it is possible to say that few people are
characterized by a clear dominance of one of these sections. We often find ourselves in front of many
faces that share control between two sections at the expense of the other. It often happens that this
matter is distributed over the three sections but in varying proportions.

4 Personality analysis by Eye Color
Many people want to recognize their personalities, whether through their eye color, hair color, dress, eye
shape or food...etc. In this part, the information system will identify the user's eye color, by framing the
eye side, and accompanying this step by presenting a short text that gives the result of the analysis. In this
section, we will see the personality according to eye color.

The information system is able to determine the color of the eyes. At this stage, the information system
frames the eye side and frames the center of the eye, and finally the eye color (See figure 5).

Figure 5. The different color of the eyes

This identifies some colors defined by the system and then connects the eye color to what it symbolizes
according to psychology to become a digital psychologist. These are some of the results:

Green eyes

Green eyes often like to help others, and also are characterized by harshness and hardness. Green eyes
also have a bold and strong personality, but sometimes they are selfish, and sometimes passionate and
affectionate too.

Blue eyes

They treat people with tenderness and kindness. They also impose their attitudes without touching the
other's feelings. Moreover,people with blue eyes have a great connection to what they have and they are
also optimistic.
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Brown eyes

People with brown eyes often have tender and emotional hearts. Moreover, the browner the eyes of the
person are, the more that person showshis/her tenderness. In addition, people with brown eyesare also
ambitious, keen to be calm, and they deal with people politely.

Grey eyes

The grey eyes' personalities are divided into two parts, either calm and generous, or harsh and violent.
People with grey eyes often search to be calm but rarely find it. They are also very observant and there is
no place for emotions in their lives.

Black Eyes

Those people are social, but frequently jealous. When they become angry, they lose control of themselves.
They love to help and meet people's needs even at their expense. They also have pure tender feelings.

Honey Eyes

A personality that is not honest with itself although it is good-hearted, self-reliant, calm, and does not
rush to make decisions. It is controlled by the mind and not guided by passion. It is also discrete despite
its tendency to curiosity and intelligent personality.

In fact, we can compare the eye with a mirror that reflects what is within us and reflects our personalities
and ourselves without knowing. This is closely linked to our personality, how we behave, what are our
methods, and what are our ethics. As some scientists and researchers of psychology have concluded, there
is continuity between our personalities and the eyes.

5 Conclusion

The discussion on this subject is a long and interesting inspiration with its delicate and complicated
branches. Progression in the collection of knowledge on that matter requires continuous studies and
research, but this is what we can show in for the limited and available space. We hope that the coming
researches will examine ways in which we can help humanize some information systems that will help to
sensitize some negative feelings and make them positive.

All in all, a human's personality is only understood by its owner even though there are many analyses of
personalities, but this does not mean not to see them.

The discussion on this subject is a long and interesting inspiration with its delicate and complicated
branches. Progression in the collection of knowledge on that matter requires continuous studies and
research, but this is what we can show in for the limited and available space. We hope that the coming
researches will examine ways in which we can help humanize some information systems that will help to
sensitize some negative feelings and make them positive.

All in all, a human's personality is only understood by its owner even though there are many analyses of
personalities, but this does not mean not to see them.
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ABSTRACT

The patch antenna is widely used in our life for a lot of its strong points as a low cost, easy and simple
fabricated structure, and a code characteristic in radiation profile. But the narrow bandwidth is, however,
the main drawback of a microstrip patch antenna. In this paper the bandwidth of a patch antenna is
improved by using a technique known as defected ground structure (DGS), and the size of the antenna is
optimized using genetic algorithm. As a result, we were able to optimize the size of the initial antenna
proposed (50mm * 30mm * 1.55mm) and expand the bandwidth of the patch antenna. The final simulated
prototype has a size of 26mm * 20mm * 1.55mm which corresponds to a miniaturization rate equal to
76%. In relation to the initial antenna, the antenna generates a bandwidth of 4.54GHz, from 3.58GHz to
8.12GHz, which means that the antenna covers the following technologies: WLAN Wireless Local Area
Network, Radio local area Network, Worldwide Interoperability for Microwave Access Wimax, Hiper
LAN2.

Keywords-; patch antenna; genetic algorithm; broadband; miniaturization; defect ground plan DGS.

1 Introduction

The patch antenna is a planar antenna whose radiating element is a generally square conductive surface
separated from a conductive reflecting plane by a dielectric plate. Its production resembles a double-sided
printed circuit, substrate, and is, therefore, favourable to industrial production. The antenna patch
concept appeared in the 1950s, but true development only occurred in the 1970s. It can be used alone or
as part of a network. Likewise, it can be integrated as close as possible to the electronic circuits by
occupying a reduced volume and conforming to different types of surface. The major disadvantage of this
type of antenna is the size which is an area of competition for antenna designers, and the bandwidth
likewise. In this paper, we suggest using the DGS (defected ground plan) technique to widen the
bandwidth as we use the genetic algorithm to optimize the parameters of the proposed antenna [1-8].

We have structured our article as follows: we will present the geometry of the initial antenna without
DGS; then, we will introduce the different forms of DGS in the literature, and we will apply a DGS chosen
among these different forms afterwards, and to miniaturize our structure we use the paradigm genetic
algorithm, that is why we devoted a part to introduce this algorithm. We end our study with the
simulations outcome.
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2 Initial Geometry of Antenna

2.1 Patch antenna without defect ground structure

The initial antenna proposed is shown in Figure 1. It is a simple structure with a partial ground plane; the
antenna is printed on a Roger FR4 substrate of permittivity 4.4 with a loss tangent 0.02, the length is 50
mm, the width is 40 mm and the height is 1.6 mm. Using microstrip line, we can give excitation to the

-

Figure 1. Initial patch antenna “A” without DGS.

antenna as shown in Figurel.

The electromagnetic simulation software CST was used to study the performance of our structure. We
used this simulator to assess the different radiation characteristics of our patch antenna, particularly the
two parameters reflection coefficient and bandwidth.
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-50 1

-60

2 3 4 5 6 7 8
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Figure 2 Reflection coefficient S11 parematers using CST without DGS

It is noted that the initially proposed antenna radiates in the band 2.04GHz- 4.491GHz, with good
adaptation; the bandwidth covers the following technologies: ISM BANDS (2.4GHz-2.5GHZ), WLAN
Wireless Local Area Network (2.4GHz- 2.84GHz), BLUETOOTH (2.402GHz and 2.480 GHz), or (2.4GHz and
2.483GHz) and almost the entire S-band 2.04GHz-4GHz.

(a) (b)

Figure 2 Simulation results of initial antenna ‘A’ without DGS : (a) 3D radiation pattern at 2.5 GHZ and (b) 2D
radiation pattern at 2.5GHz patch antenna with defect ground structure
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The DGS structures are an evolution of electromagnetic bandgap structures (EBG: Electromagnetic
BandGap) [5-6]. These EBG structures have aroused the interest of many researchers thanks to their
interesting properties in terms of miniaturization and suppression of surface waves. The DGS structures
offer the same advantages as the EBG structures with the difference that the use of one or a few cells is
sufficient to ensure the same performances. A DGS unit cell consists of a defect (etching) in the ground
plane of a transmission line in microstrip, in a coplanar waveguide or in any structure where a ground
plane exists. There exist different forms of DGS such as: Dumbbell-shape, Spiral-shaped, H-shaped, U-
shaped, arrowhead dumbbell, concentric ring-shaped, split-ring resonators, inter-digital, cross-shaped,
circular head dumbbell, square heads connected with U slots, open loop dumbbell, fractal, half-circle, V-
shaped, meander lines, U-head dumbbell, double equilateral U and square slots connected with slot at
edge [9].

We have chosen to introduce a double iteration of the DGS structure in the form of T in the ground plan
of the patch Figure 3.

ul

L=

Figure 3 The initial patch antenna with DGS “antenna B”

Table 1 presents the parameters of the patch including the dimension of initial variable od DGS using in
the optimization of the prototype (L1, L2, W1, W2, t1, t2, t3)

Table 1 Initial parameter design antenna b ‘with DGS’

arameter Value
P (mm)
Ll 50
Wi 40
w2 24
T 16
™ 7
T3 12
L 20

-20

S parameters

-30

-40

-50

2 3 4 5 6 7 8
Frequency GHz

Figure 4 Reflection coefficient S11 parematers using CST with DGS
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(a) (b)
Figure 5 Simulation results of antenna ‘B’ with DGS : (a) 3D radiation pattern at 2.5 GHZ and (b) 3D radiation
pattern at 5GHz

The simulation of return loss with the insertion of DGS shows the generation of another frequency from
4.7GHz to 5.3GHz (WiMAX technology). In the following part, the genetic algorithm is used to optimize
the parameters L1, L2, W1, W2, t1, t2 and t3, in order to miniaturize the size of the antenna and widen its
bandwidth.

3 Antenna Optimization using Genetic Algorithm

3.1 introduction to genetic algorithm

Genetic algorithms are commonly used in multi-criteria optimizations [10-11]. This paradigm, combined
with the terminology of genetics, allows us to exploit genetic algorithms: We find the notions of
Population, Individual, Chromosome and Gene.

. The population is the set of possible solutions.
o The individual is a solution.

. Chromosome is a component of the solution.
. The gene is a characteristic, a particularity

The genetic algorithm aims to iteratively select the best sets of parameters that minimize the objective
function in 3 steps [11-12].

. Selection: Selection involves selecting the most suitable individuals in order to have a
population of solution closest to converging towards the overall optimum,

. Crossing: is the result obtained when two chromosomes share their characteristics. This
allows the genetic brewing of the population and the application of the principle of
heredity of Darwin's theory. There are two methods of cropping: single or double crossing.

. Mutation: to carry out a random mutation allowing the population evolution.

Figure 6 presents the block diagram of the genetic algorithm [13]
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—bl Evaluation |

| Selection |
L2

| Crossing |
v
—{ Mutation |

Figure 6 Block diagram of the genetic algorithm

3.2 Optimization procedure : CST-Matlab

We use the MATLAB software to implement the code of the genetic algorithm. The advantage of MATLAB
is its power to call external programs. It is a powerful calculator for complex matrix manipulations. For
antenna design and analysis, CST is equipped with a VBA script; the genetic algorithm is written under
MATLAB calling a VBA script in CST which controls the analysis operations on CST Studio. The important
process of the genetic algorithm used to optimize the major parameters of proposed antenna that can be
summarized as follows:

. Name the different variables to optimize and define the maximum and minimum limits for
each variable to be optimized.

. Population generation, each variable is an optimized chromosome. And write the variables
(chromosomes) in line vector forms

. Each variable (each individual of chromosomes), a selection method is applied to select
individuals with good characters.

. The selected individuals continue crossing and mutation.

. A new population is generated by continuous reproduction of the offspring. Repetition of

evaluation (selection process, crossover, and mutation) until the criterion is satisfied.

The fitness function is defined as follows:

1 f max
fitness: P(x) = N Z P(f) (D
f min
_ 511 fOT 511 > —-10
P = {—10 for S;; < —10 @)
S11 is the return loss:
Ly — 27
$11 = 20L0G |=2—= 3)
Zin+Z,

Where Z, is the input impedance of the antenna and Z.is the impedance characteristic of the microstrip
line.
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FIG. 7 shows the flowchart of the genetic algorithm which presents the various steps summarized in two
modules: a MATLAB module regrouping the MATLAB code and the other MODULE CST-VBA script

»
Evaluate fitness | 7] CST Microwave

Substitute old
population for new

HTINAONW 9VILVIN

H HTINAON LSO -VdA

Evaluate new »| ST Microwave

le
R
No Yes
Stop criteria met? END

Figure 7 Genetic Algorithm block diagram

Table 2 Initial Parameter Design Antenna B ‘With DGS’ Optimizing Using Genetic Algorithm

parameter Value (mm)

Ll 26.00
el 20.00
w2 10.00
Tl 9.88
™ 6.10
T3 1.12
L2 20

L3 longth of patch 13.09

With these values, the performance of the optimal patch antenna with Defect ground structure is shown

in Figure 9.

We can notice that the bandwidth becomes wide and that the optimized antenna covers the band Wimax
wholly plus some technologies of the initial antenna. The new large band is “3.58GHz to 8.12GHz”.
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-40
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Figure 9 Reflection coefficient S11 with DGS and optimizing with genetic algorithm
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Figure 10 Simulation results of antenna ‘B’ with DGS : (a) 3D radiation pattern at 5 GHZ and (b) 3D radiation
pattern at 7GHz and (c) 3D radiation pattern at 8GHz

Table 3 Comparative Study

Antennas Characteristics
Table BW GHz Technology Size (mm)
Without
*
DGS 2.3-4.6 WIFl-Sband | #0750
Antenna
IAI
\21:::!::: 2.3-3.7 and 4.7GHz to WIFI-Sband- 40*50
B 5.3GHz Wimax
DGS-GA N
Antenna 3.58-8.12 Wide band 20726
lcl

4 Conclusion
The genetic algorithm is used in this work to optimize the parameters of our prototype. The best results
have been obtained, that is the miniaturization of the size of the initial patch antenna with a
miniaturization rate equal to 76% and the widening of the bandwidth of the antenna to cover other
technologies.
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ABSTRACT

Computer Aided Process Planning (CAPP) is considered as an essential component of Computer Integrated
manufacturing (CIM) environment and it is an important interface between Computer Aided Design (CAD)
and Computer Aided Manufacturing (CAM). The purpose of the CAPP is to determine automatically the
use of available resources, including machines, cutting inserts, holders, appropriate machining
parameters such as cutting speed, feed rate, depth of cut, and generates automatic sequences of
operations and instructions to convert a raw material into a required product, with good surface finish.

The contribution of this work in CAPP field is the development of an automatic tool selection system based
on STEP_NC and ISO 13399 standards for turning and milling processes. The paper presents the result of
study and analysis of principal system functionalities to be considered. The system consist of four principal
modules: a Tool database, feature recognition module, cutting tool selection module and a process
optimization module. Finally, based on functional analysis results, the paper present the development of
tool database and data tool extraction module from ISO 13399 File using oriented object programing.

Keywords- CAPP; cutting tool selection; functional analysis; database; 1SO13399; objected oriented
programming;

1 Introduction

The ultimate goal of the factory of the future is to interconnect every step of the manufacturing process.

Today, fast paced technology, sustainability, optimization and the need to meet customer demands have
encouraged the transformation of the manufacturing industry, to become adaptive, fully connected and
to adapt new standards that involve technical integration of systems across manufacturing processes.

One important stage when such an integration is required is the process planning. Actually, Computer
Aided Process Planning (CAPP) represent an important interface between Computer Aided Design (CAD)
and Computer Aided Manufacturing (CAM) and its integration is vital to the competitiveness of
manufacturers.

Furthermore, the production cost of a manufacturing component depends upon cost of work-piece
material, tooling cost, and recurring expenses. Thus, tool selection is considered as an important stage
that contributes in the production cost of the manufacturing component. In the early 1980s, research
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work was undertaken in the area of computer-aided manufacturing and process planning systems have
been developed to select a tool or a set of tools for a specific operation or a set of operations.

Xiaoping Ren, Zhangiang Liu and Yi Wan developed a computer-based intelligent system for Automatic
tool selection for different tool materials. The procedure of selection goes through several main steps:
feature specification, machining type selection, cutting tool selection and optimum cutting conditions [1].

Jitender K. Rai, Daniel Brand, Mohammed Slama and Paul Xirouchakis developed a physical model called
GA-MPO (genetic algorithm based milling parameters optimization system) in the multi-tool milling of
prismatic parts [2].

C.G.Jensen, W.E.Red, J.Pi introduced automatic tool selection methods for five-axis curvatuve matched
machining, based on cutter radius, cutter corner radius and cutter effective length [3].

Carpenter and Maropoulos [4] developed a flexible tool selection decision support system for milling
operations, the system is called OPTIMUM (Optimized Planning of Tooling and Intelligent Machinability
evaluation for Milling).It combine a knowledge based logic and statistical methods.

The authors implemented a module of machinability assessment that produces initial cutting conditions
for a wide range of materials and tools. The system also proposes a new optimization criterion related to
initial average chip thickness called harshness.

Roshan [5] has developed a graph based algorithm to find the optimal sequence for machining an entire
setup that contains a set of features with precedence constraints.

The author presented four extensions to the basic algorithm:
feature level optimization, composite graph method, constrained graph method and sub-graph method.

In the first method, tool sequence graphs are built individually for each feature. In the second method, a
composite tool sequence graph is generated for all features in a sibling level.

The constrained graph and subgraph approaches have been developed for situation where different
features in the setup have distinct critical tools.

Mookhrejee and Bhattacharyya [6] developed an expert system Extool which automatically selects the
turning tool/insert or milling insert, the material and geometry.

The machining time calculation function of the program requires the feed, cutting speed, depth of cut,
length of job and the initial and required finished diameter of the job as input.

The outputs are cutting time and number of passes of the tool.

Edalew, Abdalla and Nash [7] developed a system for the selection of cutting tools. It’s a dynamic
programming based system that utilizes mathematical modules and heuristic data to determine and
calculate cutting parameters and total component cost. The system contains the following modules:

the knowledge acquisition module, the knowledge base module, the inference engine, the user interface
and the database.
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Arezoo, Ridgway and Al-Ahmari [8] developed a knowledge based system for selection of cutting tools
and conditions of turning operations. It contains an inference engine, a user interface and explanation
facility, a knowledge base and an optimization module for machining conditions.

Although recently, CAPP filed has received more attention from researchers and there have been
considerable efforts in developing cutting tool selection systems there still a need for those systems to
suit emerging standards of information exchange.

This is the need which the starting point of our research project stems from. Indeed, in the perspective of
previous work on CAPP systems based on STEP_NC [9], [10], [11], [12], we aim to develop an automated
optimized cutting tool selection system, integrated in a STEP_NC manufacturing chain, capable of
assigning adequate tool to manufacture the part automatically and in an optimal manner.

The system comprises four modules: data tool extraction, feature recognition, Tool selection, and
optimization modules.

The present work deals with development of data tool extraction module and the tool database.

2 Functional Analysis

We use functional analysis methodology to identify needs and to provide a clear representation of
different functionalities of the system proposed.

2.1 Identification of needs and System Functions

The purpose of this design activity is to describe the functions of the system and its parts and indicates
the mutual relations. Defining research needs in Fig.1 was the first stage of our work. We used “bétes a
corne” diagram to identify the need of the system. Need answers to three questions: 1 - who or what
service makes the system? 2 - on what or who acts on the system? 3 - for what purpose, to do what? .

The next step was to delimit system boundaries by defining existent interactions between the system and
different features in its external environment. We used “Pieuvre” diagram to represent these interactions
as two sort of functions: Principal functions (PF) and constraint functions (CF). Fig.2 represents
connections created between the Tool selection System and the elements of its external environment,
considering its using context and each stage of its lifecycle.

2.2 Function decomposition and proposition of solutions

After identification of functions, we develop a graphical representation FAST (Functional Analysis System
Technique) Diagram showing the logical relationships between the functions of the system (Fig.3).
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v

Assign optimized set of tools to manufature the part

Why? What is the aim?

Figure.1. Identification of system need

The FAST diagram aims functions breakdown in subfunctions and eventually components breakdown
which is governed by the following intuitive logic type questions like How? From left to right and why?
Following the reverse, from right to left. It is used both to represent a known system as well to represent
a new product based on its function.

Manufacturing
features

Tool Selection
System

Selection
criteria

PF1: Assign adequate tools to manufacturing features.

PF2: Optimize Tool selection based on defined criteria
CF1: Automate management of Tools .

CF2: Extract technical data from ISO 13399 file.

CF3: Meet STEP NC standard.

CF4: Provide interaction with user.

Figure.2. “pieuvre” diagram of the system
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Figure .3 Functional Analysis System Technique diagram
3 Automatic tool selection

3.1 Study of manual tool selection

According to the manufacturer Sandvik Coromant [10], selection of cutters is done manually and goes
through five principal stages:

1) Define the operation: The first is to identify the type of operation, then select the most suitable
tool considering productivity, reliability and quality.

2) Define the material: Secondly material of the workpiece
is defined according to I1SO; Steel (P) — Stainless steel (M) — Cast iron (K) — Aluminum (N) — Heat
resistant and titanium alloy (S) —Hardened material (H).

3) Select the cutter concept and the cutter: Assess which concept is the most productive for the
application, select the cutter and choose the type of mounting.

4) Select the insert: by choosing the insert geometry for the operation and selecting insert grade
for optimum productivity.

5) Define the start values: Cutting speeds and feeds for different materials are given on the insert
dispensers and in the tables. The values should be optimized according to machine and
conditions.

In fact, the manual method presents some drawbacks; on one hand, it depends on the expertise of the
user who must manually select parameters and criteria through the machining handbook for a given
application, which is time consuming. On the other hand, the choice of tools provided by this method
depends essentially on the operations to be performed and not on features to manufacture.

Thus, the aim of our project is to propose an automatic tool selection system in order to reduce Process
planning time by using manufacturing feature approach instead of reasoning on operations.

Actually, we consider the part to manufacture as a group of manufacturing features (MF). Each MF has a
number properties related to shape, dimensions, technology, tolerances etc.
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3.2 Global System Architecture

Based on the results of Functional analysis stage, we defined the global architecture of the automatic tool
selection system.

Fig.4 shows flow chart of tool selection systems with inputs, outputs and relations between its modules:
Data tool extraction module, recognition module, Selection module and optimization module.

The data tool extraction module is essential to the development of a solid tool database. Extraction
procedure starts by uploading the 1SO13399 file which contains information about tool, then these
information are extracted and stored in the database.

Considering that the system is based on Step_NC standard, the process of tool selection starts by
uploading the AP238 file of the Part. This numerical file contains necessary information to manufacture
the part. It also comprises geometrical, topological and technical (material, tolerances...) definitions of
the part to manufacture.

All of these technical definitions will be extracted using an object oriented program that allow also
recognition of manufacturing features.

Then, based on information stored in Tool database, and using an appropriate tool selection algorithm,
cutting tools are sorted and affected to Manufacturing features of the part.

A user interface allows planners to determine either to stop selection process and generate STEP_NC
AP238 file for machining or to activate optimization module before generation.

In the second case, the user is invited to select optimization criteria and determine its preferences before
starting optimization algorithm. Finally, optimal tools will be assigned to manufacturing features and the
result is the numerical file STEP_NC AP238 which contains machining process information.
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Figure 4. Tool representation in STEP _NC file

4 Cutting tool information exchange
Regarding the poor representation of tool in the older ISO 6983 G and M code language, there is an
increasing need for manufacturers to adapt a standard for cutting tool data representation. This urgent
need emanates from the fact that the G& M code describes only the path of the tool centre point with
respect to machine axes. Consequently, even if the tool selection is done automatically with CAM systems,
information about tool (geometry, properties...) will be lost when moving to the machining stage.

ISO 10303 AP238 (namely STEP_NC), and ISO 13399 are emerging standards on which the present work is
based. Further information about these standards could be examined in the next section.

4.1 Use of Step-Nc standard

ISO 14649 or STEP-NC is a new standard developed for programming computerized numerical controllers
(CNCs). The main development of STEP-NC was carried out in an international IMS/EU project with
participants from Germany, France, Switzerland, South Korea, USA, and Sweden. The basic idea is to move
toward a description of what to manufacture instead of the current description of how to manufacture.

Description of cutting tool data for turning and milling are specified in 1ISO 14649 part 111[14] and
ISO14649 part 121[15] respectively.

ISO 14649 defines a richer model for information transfer between CAD/CAM systems and computerized
numerical control (CNC) machines than that of the older ISO 6983 “G and M code” language. In 1ISO 6983,
tools are defined with only their identifiers without any further information (e.g T3), while in a STEP_NC
file, tools are defined in express language with values of properties required in machining (e.g cutting
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length, hand of tool, depth of cut ...) fig 5 is an excerpt of Step_Nc file of example CC2 in annex J in [16]
where an end mill tool is defined with its properties.

4.2 Use of 1S013399 Standard

ISO13399 includes the data representation of everything between the workpiece and the machine tool:
Information about inserts (e.g. regular and irregular shaped replaceable cutting items), solid tools (e.g.
solid drill and solid endmill), assembled tools (e.g. boring bars, indexable drills and indexable milling
cutters), adaptors (e.g. milling arbor and chucks), components (e.g. shims, screws and clamps) or any
combination of the above can be exchanged.

Application object: ENDMILL (#580)

* I TS_ID: #580 ['1"]

* EFFECTIVE_CUTTING_DIAMETER: #580, #582, #583, #584, #585
* MAXIMUM_DEPTH_OF_CUT: #580, #582, #583, #584, #586
*HAND_OF_CUT: #580, #582, #583, #584, #587 ['right’]

* EDGE_RADIUS: #580, #582, #583, #584, #588

*/

#580=MACHINING_TOOL('1",'endmill’,(#490) #581);
#581=ACTION_RESOURCE_TYPE('milling cutting tool’);
#582=RESOURCE_PROPERTY('tool body"," #580);
#583=RESOURCE_PROPERTY_REPRESENTATION("," #582,#584);
#584=MACHINING_TOOL_BODY_REPRESENTATION('endmill',(#585,#586 #587 #588),#41);
#585=(

LENGTH_MEASURE_WITH_UNIT()
MEASURE_REPRESENTATION_ITEM()
MEASURE_WITH_UNIT(LENGTH_MEASURE(20.),#554)
REPRESENTATION_ITEM('effective cutting diameter’)

)

#586=(

LENGTH_MEASURE_WITH_UNIT()
MEASURE_REPRESENTATION_ITEM()
MEASURE_WITH_UNIT(LENGTH_MEASURE(20.)#554)
REPRESENTATION_ITEM('maximum depth of cut’)

)
#587=DESCRIPTIVE_REPRESENTATION_ITEM(hand of cut',right);

Figure 5. Tool representation in STEP _NC file

The cutting tool data described include, but are not limited to:
geometrical and dimensional data,

identification and designation data,

cutting material data,

and component connectivity.

The purposes of 1ISO 13399 and ISO 14649, in regards to tool information, are different. ISO 13399 is
a standard for the description of cutting tool as products, while 1ISO 14649 only describes some simple
tool requirements to be used by the CNC when deciding what cutting tool to use [17].

5 Design of database

5.1 Study of cutting tool parameters and data collection

One important step in designing Tool database is to study
cutting parameters which are of great importance in selecting
cutting tools. Our main focus was on milling process. The result of study [18] shows three types of
factors that influence tool selection:

5.1.1 Parameters related to workpiece:

Feature type: The type of feature is considered as a decisive parameter when selecting cutters. Suitable
tools are selected by feature category. Indeed, machining features can be divided into two categories,
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simple features and complex features. Simple features are realized by using one machining operation, for
example, a face and a shoulder can be performed by face milling and shoulder milling respectively.
Complex features require at least two machining operations such as curved surfaces and freeform
surfaces (features), which require roughing and profiling operations.

Surface roughness: Surface roughness is considered as a critical parameter to select tools and number of
applications. For example, a feature having surface roughness of 0.8 (Ra =0.8) have to be machined in
three applications, roughing, semi-finishing, and finishing application.

Material of the workpiece: Material of workpiece is a determinant factor for selecting the type of the
cutter, the insert grade and the machining parameters. The manufacturer gives the designations of
materials and their characteristics such as Specific cutting force and Brinell hardness. Depending on the
insert grade and the type of material, the manufacturer gives the maximum chip thickness and the
recommended cutting speed.

Dimensions of the feature: Dimensions of the feature represent an important parameter that lead the
choice of milling tool. In fact, the depth of the feature is critical to determine the type of the cutter and
the insert size, on the other hand the length of the feature represents an indicator of which diameter to
choose.

5.1.2 Parameters related to Cutting tool:

Depth of cut (ap): In mm (axial) is what the tool removes in metal on the face from the workpiece. This
is the distance the tool is set below the un-machined surface.

Tool material: Different machining applications require different cutting tool materials. The cutting tool
material affect directly the cutting hardness, temperature stability and tool life.

Cutting width (ae): in mm (radial) is the width of the component engaged in cut by the diameter of the
cutter. It is distance across the surface being machined or, if the tool diameter is smaller, that covered by
the tool.

Entering angle: As regards cutting geometry in milling, the entering angle (kr), or the major cutting edge
angle, of the cutter is the dominant factor affecting the cutting force direction and chip thickness. The
choice of insert geometry has been simplified into three practical areas of varying cutting action effects:
Light (L), general purpose (M) and tough (H) geometries.

Zn: The number of available cutter teeth in the tool varies considerably and is used to determine the table
feed while the effective number of teeth (zc) is the number of effective teeth. The material, width of
component, stability, power, surface finish influence how many teeth are suitable.

5.1.3 Parameters related to machining process

Cutting speed (vc): in m/min indicates the surface speed at which the cutting edge machines the
workpiece. This is a tool oriented value and part of the cutting data which ensures that the operation is
carried out efficiently and within the recommended scope of the tool material.

Spindle speed (n): in rpm is the number of revolutions the milling tool on the spindle makes per minute.
This is a machine oriented value which is calculated from the recommended cutting speed value for an
operation.
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Feed per minute (f): also known as the table feed, machine feed or feed speed, in mm/min is the feed of
the tool in relation to the workpiece in distance per time-unit related to feed per tooth and number of
teeth in the cutter.

Maximum chip thickness (hex): in mm is the most important limitation indicator for a tool, for an actual
operation. A cutting edge on a milling cutter has been designed and tested to have a recommended
starting value and a minimum and maximum value.

5.2 Data dictionnary and Elaboration of relational diagram

The second step after definition of cutting parameters was to classify these parameters as properties of
database entities or tables and to determine relationships between these entities via entity relationship
modeling. The result is relational diagram
of database depicted in figure 6 that we developed under MySQL workbench software. Inheritance
relationships between classes were conceived based on tool and cutting item classification in 1ISO13399
part 2 [19] and ISO 13399 part 3[20] respectively. For example, a facemill derived from Mill class which
derived from tool item class.

5.3 Database implementation

We choose to feed database automatically with data from The Sandvik Coromant [13] ISO 13399
catalogue for milling and turning tools.

For this purpose an object oriented program was created using c# programming to extract technical data
from ISO file and ensure data feed and update of database. More details on program functionalities are
given in the following section.

6 Extraction of Cutting Tool Data
6.1 1SO 13399 file structure

An 1SO 13399 exchange file contains an electronic representation of cutting tool data as defined by the
information structure that can be exchanged by tooling applications.

ISO 13399 is defined as a Schema in the ISO 10303 Express language. The ISO 13399 schema develops a
framework in which to define tooling properties, tooling assemblies, and relationship between tooling
elements. There are no actual tooling properties in the ISO 13399 schema. Instead ISO 13399 develops
a programming structure in which to embed ISO 13584, which is the Industrial automation systems and
integration — Parts library (PLIB)[21].
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Figure 6 Database relational diagram

Figure 7 illustrate the main entities and relationship between them.

»  Plib_class_reference

Property_value representation }—» Property :

v

Plib_property_reference

o

Multi_language string |

| String_value |

»  String_with_language |-

) Numerical value ||  Unit

Figure 7 Sample Property Value Information Model Structure

A property value_representation is used to define properties, based on a property and a value. Each
property has a PLIB class and property reference. Definitions of entities linked to property value
representation class are as follow:

Property: A property is the definition of a particular quality. A property may reflect physics or arbitrary
user defined measurements.

Plib_class_reference: A plib_class_reference designates a class in a library compliant to ISO 13584 (Parts
Library).

Plib_property_reference: A plib_property_reference designates a property in a library compliant to ISO
13584.

String_value: A string value represents a sequence of one or more alphanumeric characters. A
string_value is a type of property_value.

Multi_language string: A multi_language_string represents text information, expressed in one or more
languages, associated with object.
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String with language: A string_with_language represents text information in a specific language together
with an identification of the language used.

Language: A language is a specification of the language in which information is given.

Numerical value: The specified value specifies the property value that qualifies the
property_value_representation by a value_with_unit,.

Unit: specifies the unit in case the property value is with unit.

6.2 Extraction of cutting tool data

In this section we present the object oriented program that we developed using c# programming. The
extraction procedure and results are shown in figure 8.The purpose is to provide a fully integrated system
that enables feed and modification of cutting tool database with recent tool information.

Tool data are extracted automatically from the 1SO13399 file and stored in the database. After
examination of the file data model, entities in figure 7 were mapped to c# classes to be used in different
part of the program. Extraction data tool scenario is as follow:

The user is invited to load the P21 file which is displayed in figure 8 (1). after a simple click, the extraction
program is run and tool information are given in details in (2) the example shows a face milling cutter
'CoroMill 357" with different parameters. Also, names of correspondent inserts are displayed in a list box
(3), and details could be reached after button click to run insert parameters extraction program and
display results in (4) .Finally, the user could add the new item to database or update information in (5).

7 Conclusion

The aim of this paper was to dress the architecture of our automatic optimized cutting tool selection
system which is currently under development, based on functional analysis methodology. The paper dealt
also with the development of the data tool extraction module and database that will be of great
importance to the automation of cutting tool selection.

[Ne)
13399
file

Tool data extraction

e — &

C# programing language

Tool database 5

Figure 8. Cutting tool data extraction module
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The data tool extraction module was the automatic solution to feed and update database. Since tools
manufacturers tends to adopt 1ISO13399 standard, we consider to update database with recent tool data
to provide an effective way of tool selection. Development of feature recognition, tool selection, and
optimization modules will be the object of future works.
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ABSTRACT

In modern E-Learning, students and scientists will be able to access Web portals for scientific computer
and data infrastructures, thus accessing large collections of data and digital objects using metadata,
knowledge management techniques, and specific data services. Students will apply existing scalable Web
and grid technologies to access and share scientific data, using educational and computing resources to
run scientific Practical exercises. Such an approach will allow the creation of enriched interactive through
a real devices and real remote mechanisms that interactively support the exploration of scientific
phenomena. Advanced repository and collaboration services will allow students to remotely and securely
up- and download science and engineering learning objects. E-lab is essentially created to realize
experiments by interacting with real devices that are real remote mechanisms, through an appropriate
telecommunications platform, equipped with a dedicated management system and a number of software
interfaces and material. Our works is aiming to: Measurement of the rigidity of a spring. This method
translator pedagogical experiences and turn them into reality at an affordable, expand research sources
to students.

Keywords-learning; data infrastructures; scientific computer; data services Practical exercises; E-lab;
experiences experiences.

1 Introduction

Since 1990s, there have been consistent efforts in developing web-based education environment at many
institutions around the world. Many educators have strong feelings about the relative merits of different
technologies to be used in engineering laboratories. The argument is significant because it is clear that
the choice of laboratory technologies could change the economics of engineering education, and it is also
clear that changing the technology could change the effectiveness of education [1].

The Information and communication technologies (ICT) play key roles in transforming traditional
laboratory into flexible and open learning spaces. It includes any communication device or application,
encompassing: radio, television, cellular phones, computer and network hardware and software, satellite
systems and so on, as well as the various services and applications associated with them, such as
videoconferencing and distance learning. ICTs are often spoken of in a particular context in education,
health care, or libraries. In this paper, we use this technology in education of practical experiences. So the
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practical experience is an important component of the educational process. However, the time and
economical resources often required for the setting up and construction of scientific laboratories is
outside the scope of many institutions [2] [3]. The practical work of laboratories is subject to constraints
for example: students with disabilities may have less of a chance than other students to interact in
laboratory environments. Thus the remote laboratories make an economic problem to Moroccan
universities, also an important facilitator for students who, for any reasons must take courses remotely in
order to increasing number of students. Moreover, the advantages and motivations: protecting the
students while conducting experiments involving health hazards (e.g., radioactivity, UV ...), eliminating
time and space constraints through affording flexibility, affording the opportunity for conducting an online
experiment with real equipment anytime and anywhere and reducing the cost of lab equipment which is
expensive [4] [5].

2 Technology background

2.1 Technology and Architecture

Our previous research was based on the use and construction of remote laboratory now we describe the
technology that has been constructed, so that we will provide a context for the discussion of the
assessment model for those whom they are not familiar with remote laboratory. The Remote Laboratory
Experimentation represents an extension to the ways in which people utilize the Internet. A remote
laboratory for engineering education should achieve an integrated environment for the user controlling
the actual device in the remote site and conduct the actual experiments in the remote laboratory via a
computer network [6]. The core of the Remote Laboratory is a set of general and / or specialized
instruments linked to a set of personal computer systems connected to the Internet. With the ability to
remotely configure instruments and data analysis through software, the laboratory will facilitate the
sharing of expensive instruments and equipments. The development of a remote laboratory includes the
analysis of user requirements, remote control functionalities, simultaneous user operation, sharing the
online data from an experiment, read data, change variables and controlling equipments. To achieve the
above, a distributed client-server environment has been designed (the hardware architecture for the
remote laboratory system is shown in Fig. 1. Using this architecture, the learners will be able to send
themselves, orders through the web browser. Computers in the Remote Lab are connected to engineering
instruments. When students log in to these machines over the Internet, they are able to control both the
computer and the equipment. A video camera can also be used to broadcast live, what is happening in
the physical world. It does not matter if the student is in a dormitory nearby or on the other side of the
world [7].
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Figure 1 Architecture of Remote Laboratory

2.2 Study Theory of Measuring The Stiffness of a Spring

Mechanic’s experience of material point represents an example for the experimental setups
implemented so far on our project. An experimental setup for calculating the stiffness of a spring was
designed in a modular fashion, which allows straightforward extension to multiple degrees of freedom as
is shown in Fig. 3. It is proposed in this manipulation to measure experimentally the stiffness K (spring
constant). A spring constant is the measure of the stiffness of a spring. If a mass mis attached to the lower
end of the spring with empty length Lo, the spring stretches a distance d from its initial position under the
influence of the “load” weight shown schematically in Fig. 2.

P =mny (1)
The downward force P must be balanced by the upward restoring force of the spring when the system is

at rest.

F=P=nyg (2)
According to Hooke’s law the restoring force of the spring is directly proportional to the elongation within
the elastic limit (the maximum a spring can stretch without being permanently deformed) and can be
written as

F=—kd (3)
Where F is the restoring force in Newton (N), k is the spring constant in (N/m) and d is the elongation (the
stretched amount) in Meters (m). The restoring force is in the opposite direction to its elongation, as
shown by the minus sign. When the applied force (the loaded weight) is used in the calculation, the minus
sign is not used and the above equation can be written as:

F=kdormg=kd (4)
The spring constant, k, can therefore be calculated.
=F_m (5)
d d
Where
d=Le— Lo (6)
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Figure 2 Mechanical system of mass-spring
(a): Spring not loaded, (b): Spring loaded in equilibrium

2.3 Pedagogical use of the Remote Laboratories

The remote laboratory experiments are introduced to students progressively. Here we describe the three
phases that the instructor leads the student through by using a video that will be presented in our
interface. In the first phase, the students are tasked with re-familiarizing themselves with the underlying
physical principles, the experimental equipment and procedure of the particular experiment to be
performed. A guidebook (Supporting background materials) is provided also an online documentation [8].

The second phase of the laboratory experience is directed to the laboratory facility under using a tutorial
video and a tutorial guide (how to use the technology). This experimental portion is designed in such a
fashion that it fits within a time period that is significantly shorter than a traditionally structured
laboratory session. Thus this approach retains some — albeit brief by traditional standards — elements of
a hands-on experimental experience. Furthermore, the students can watch a video from the instructor
describing all steps, thus facilitating the later execution of the remote laboratory assignment. In the third
stage, the students continue more detailed experimental studies in a platform of a remote lab (remote
fashion way). Typically, one week is given for the student to complete the experiment and filled in the
report of the experiment. The described approach leverages a limited number of experimental stations
for a wide variety of studies [1] [9] .

2.4 Usage of the Remote Laboratories

The remote laboratory project presented in this paper is illustrated by the following example; the
measurement of a spring stiffness. During First step of laboratory usage, the students can run a free test
after; connection to the robot is completed. All technical issues related to the use of the robot and
calibration of the system as well as data acquisition can be on the platform of the laboratory (represented
in a video and documentation). In order to avoid the repetition of experimental procedures, the selection
part of the type of experience, facilitates and avoids the students the repetition of inputting data. After
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describing how the students will perform the manipulation, the data in the form of measurement carry
out by the platform will be elaborated to complete a form and make the necessaries calculus [1] [10].

3 The e-Lab system
In order to define a Remote Laboratory system, enabling real laboratory equipment (like a spring) to be
remotely controlled by the student using a domestic Internet connection, we collected the following
requirements:

Students should not need any special software to carry out their experience, and then it must be Web-
based. As any Web page, it should accessed by means of a standard Web browser. The implementation
should take on consideration web protocols and common components to guarantee the desired Web
compatibility. It must manage security features

A coordinating supervisor should manage the laboratory session, to ensure security and managing of
futures, authorize the control requests and to protect the equipment against any potentially damaging
operation.

A standard approach must be defined to cover a large range of computer controlled lab equipments, so
that the e-lab will be reusable over different lab types.

The approach should consider the main features of a collaborative Web application.

The e-lab platform scenario is that of a real classroom, which must remotely use a lab equipment located
anywhere in a real laboratory. The real classroom is composed of a speaker (video made by a tutor) who
will describe and comment the experience, as well as facilitating the use of the platform for the student
connected to the Internet at least via a domestic ADSL. Students can remotely use the equipment and
they can remotely control it [6] [7].

3.1 The e-Lab Platform

According to the above requirements, we will describe our e-lab platform project, which is a remote
control of the robot (will be used to move mass then the Measuring the stiffness of a spring) of our
Research Department. The main components of the e-Lab system are:

3.2 Hardware and Software Tools

To realize our system we use the next compensates:

Hardware

Acquisition card (Arduino uno)
Server
4 Servo motors
Camera video
Robotic Arm
Softwar