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ABSTRACT 

An effective financial market trading decision is usually dependent on superior forecasting. Forex market 

as the largest financial market is chosen in this study. The main objective of this paper is to explore the 

forecasting performance of the proposed multiple-price model which integrates close, low and high price 

information, by using Artificial Neural Network (ANN). The architecture of the network and the related 

algorithms are described. The effects due to different choices of preprocessing methods, combinations of 

input variables and different time intervals of forecasting are examined. By using the best multiple-price 

model, trading strategies with high and low prices are developed as well. The results have shown that in 

terms of both absolute values and trends of the prices, forecasting accuracy has improved compared with 

single price model. This is especially so for low and high prices whose directional accuracies are much 

higher. The trading performance is also proven to have much better total return than buy & hold strategy, 

and trading with high price has the best overall performance considering both return and risk. 

Keywords: Foreign Exchange Rate, Artificial Neural Network, Trading, Technical Indicator, Fundamental 

Indicator 

1 Introduction 

Forecasting future value of financial market time series has been extensively explored and developed. 

Foreign Exchange market as the largest and most liquid financial market [1] is studied in this paper. Studies 

making use of Hurst Exponent [2], a measure of the bias in fractional Brownian motion, have indicated 

that most of the financial markets are not random walk and are not highly efficient, thus forecasting of 

financial indices is possible. Technical and fundamental approaches are two of the most popular 

disciplines in financial market forecasting. As a result, in this paper, a combination of fundamental and 

technical factors will be taking into consideration in financial market forecasting. 

Artificial Neural Network (ANN) known as universal function approximators can map any nonlinear 

function [3]. It is a non-parametric model which is data driven. So, no parametric modeling assumptions 

need to be made and the entire data set can be utilized. Furthermore, neural networks are less sensitive 

to error term assumptions and they can tolerate noise, chaotic components, and heavy tails which are 

common characteristics in financial market, better than most other methods [4]. 

With regards to existing studies on forex market forecasting using ANN, only the closing currency 

exchange rate is used. Apart from the closing price, the high and low prices can play important roles in 
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making investment decisions. More importantly, High, Low and Close prices should all have effects on one 

and another. Forecasting accuracy might improve in the multiple-price model. Therefore, the major 

objective of this paper is to explore the accuracy and trading performance of financial forecasting using 

models with integration of multiple prices and other inputs. Also, different choices of preprocessing 

methods on the raw data, combinations of input variables with technical and fundamental indicators, as 

well as different time intervals of forecasting may affect forecasting performance of the multiple-price 

model and will be investigated in this paper.  

2 Artificial Neural Network 

The Back propagation (BP) multilayer feed forward neural network is the most widely used type of neural 

networks in financial time series forecasting [5]. It has been shown that if sufficient number of hidden 

neurons is used, standard Back propagation Neural network using an arbitrary transfer function can 

approximate almost any measurable function in a very precise manner [6].  

2.1 The Proposed Multiple-price Model (MPM) Structure 

The standard ANN structure for financial time series forecasting only has one output which represents the 

price when the market closes, and it is called Single-price Model (SPM) in this paper. On the other hand, 

in the proposed Multiple-price Model (MPM), there will be three outputs which are for close, low and 

high prices at time instant t+1 respectively. Figure 1 demonstrates the structure of the MPM. 

Fig. 1.  Multiple-price model structure 

2.2 Multilayer Perceptron Architecture 

The graphical representation of an MLP with one hidden layer is shown in Figure 2. There are two types 

of links in the network, Synaptic link and Activation link [7]. Synaptic links connect the  neurons  from the   

Fig. 2. Three layer MLP architecture 
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previous layer to the neurons in the next layer, associated with the weight ( )l
jiw - weight from unit i in 

layer (l-1) to unit j in layer (l).  

Input signal from unit j in layer (l) to neurons in layer (l+1) is denoted as ( )l
jx , and it can also be viewed as 

the output signal of unit j in layer (l). The bias terms at layer (l) which are always equal to one are noted 

as ( )
0
lx . The input signals passing through the synaptic links will then be summed together with their 

associated weights at the junction. The activation link connects the summing junction and the respective 

output neuron. Therefore, the outputs from the hidden layer and output neurons are: 

                                          

2.3 Data Division and Normalization 

In Neural network applications, it is a common practice to split all the available sample data into training, 

validation and testing sets. The training set is used to adjust the weights of neural network model during 

the training process. The validation set is used in the training process to monitor the performance of the 

network after each update of the weights and stops the training when the performance gets worse, which 

is a way to avoid the over-fitting problem. The testing set is used to evaluate the generalization ability of 

the trained network and it is evaluated via the performance measures. According to the work of Yao and 

Tan [8], the training, validation and testing data sets shall be set 70%, 20% and 10% of the collected sample 

data respectively. In this project, this data division method will be adopted. 

Data normalization is one of the most important and basic data preprocessing steps when use ANN. 

Different inputs could have different ranges. The transfer function in the neurons might become saturated 

if it is presented with a very large input. To avoid this situation, the input and target data has to be 

normalized. The normalization process will map all the input and target data into [-1 1] using the maximum 

and minimum of the particular data set. In other words, each of the data set will be normalized 

independently of the other sets. 

2.4 Training 

The ANN is trained with a training set of the form as follows: 

1 1 2 2 3 3

1 2

{( , ),  ( , ),  ( , ), ... , ( , )},

 [ , ,..., ] , [ ] or [ , , ]

N N

T c h l
k m k

S X Y X Y X Y X Y

where X x x x Y p p p p



 
                                            (3) 

kX is the input data vector, which consists of m elements. kY  is the desired output vector when kX  is 

applied as the input, and it has one element for Single-price Model and three elements for Multiple-price 

Model. N is the total number of data pairs in the training set. During the training, each data pair is 

presented to the network in turn by setting (0) (0) (0) (0)
1( ) ,  where ( ) [ ( ),..., ( )]T

k mX k X X k x k x k   is the input to the MLP 

network. So the number of input layer neuron 
0n  equals to m . The energy function for network at 

iteration k is defined as:  

  

( ) 2

1 1 1

1
[ ( )] [ ( ( )) ],

2

where L 2 in the case of 3 layer MLP
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The aim of the training process is to minimize the energy function E at the output layer by adjusting the 

weights systematically. Here we will adopt the batch training mode, which will only update the weights 

after all the N data pairs have been presented to the network, and N iterations is called 1 epoch. The 

energy function depends on only the weights (1)
jiw  and (2)

jiw . The standard Back propagation algorithm by 

Rumelhart et al. uses the steepest gradient descent technique to minimize the energy function E at each 

epoch. The weight adjust rule is defined as: 

( )
( )l

ji l
ji

E
w

w



  


                                                                          (5) 

where (0,1]  is the learning rate. The learning rate is critical, because it determines how fast the 

function converges. The training process repeats, epoch by epoch. The training process normally will stop 

if one of the following criteria is met: 1) the maximum number of training epoch has been reached; 2) the 

error E has dropped to some minimum value; or 3) the performance for the validation set gets worse for 

a certain number of consecutive updates. 

2.5 Performance Measure 

With this network, predictions are made with the input data in the test set. The network’s performance 

is measured by Root Mean Square Error (RMSE) and Directional Accuracy (DA) methods. Both RMSE and 

DA will be used to measure the prediction performance for Close, Low and High prices separately. Taking 

Close price as an example (Low and High prices’ RMSE and DA are calculated similarly), the formulas of 

RMSE and DA for Close price are as shown in equation (6) and (7). In the equations, N is the number of 

iterations, 1
c
tp   is 

the actual price at day t+1. 1
c
tp   is the predicted price at day t+1, i.e. the output from the network.  

    

                                          (7) 

RMSE is calculated based on the difference of the actual price and the predicted price. It shall be used 

only when the aim of the network performance is to minimize the squared error. In the financial context, 

it is essential to predict the trend of the currency rate too. Hence in this study, both the RMSE and 

directional accuracy will be used to evaluate the network performance. Directional Accuracy is the 

percentage of correct predictions in terms of direction. 

3 Simulation Study with Multiple-price Model 

The fundamental objective of the simulation is to check the capability of the Multiple-price model 

compared to the Single-price model. On top of this fundamental objective, the model will be varied from 

different aspects, namely number of hidden layer neurons, currency pairs, preprocessing methods, time 

interval of forecasting and most importantly different input variable combinations. By comparing their 

performances, the best model will finally be chosen. 

(6) 
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3.1 Overview of Simulation Study 

Bearing in mind the above objectives, all simulations will be carried out for both Single-price and Multiple-

price models, and the number of hidden layer neurons 1n
 
is varied from 4 to 20 with step of 4. The reason 

for simulating each model with different numbers of hidden layer neuron is to avoid the bias due to the 

fact that ANN with a certain number of hidden layer neuron normally performs differently when the input 

changes.  

The number of input neurons
0n , depends on different combination of inputs to be applied to the MLP. 

In each different model, the basic input variables are the multiple time-delayed close, low and high prices. 

In particular, they include 5 time-delayed close price data at day t 
1 2 3 4{ , , , , }c c c c c

t t t t tp p p p p   
, and similar format 

for low and high price inputs. These input data will be used as part of the input variables to predict close, 

low and high prices at t+1. We will investigate the usefulness of the multiple-price model compared to 

the conventional single-price model where the number of output neurons 
2n  is set as 1 for the single 

price model, and 3 for the multiple-price model. 

Other than the variations of SPM versus MPM and number of hidden layer neurons, in each of the 

simulations, the model will be modified in certain aspects.  

First, different currency pairs will be simulated. This is to select the most predictable currency pair to be 

studied in this project. Three currency pairs are studied in this first simulation, USD/SGD, AUD/USD and 

GBP/USD. In the first simulation, the most basic forecasting model with purely time-delayed inputs using 

first differencing and normalization preprocessing methods will be adopted.  

Second, the simulation model will vary in terms of the preprocessing method after choosing the best 

currency pair. Thus, simulation model with first differencing (
1i ip p  ), natural Log transformation ( log( )ip

), or ratio transformation (
1/i ip p 
), or natural Log on ratio transformation ( 1log( / )i ip p  ), or price-1 ( 1ip  ) 

transformation or no transformation will be carried out. Next, the simulation model is varied in terms of 

the input combinations. Instead of the purely time-delayed inputs, different combinations of technical 

indicator and fundamental indicator variables will be fed into the network. Lastly, due to the fact that the 

daily data might contain relatively high level of noise compared to the weekly data, the time interval of 

forecasting will be varied from daily to weekly in the simulation to investigate network performance.  

3.2 Simulation Results and Discussions 

The simulation results for different simulation tests are presented in Table 1 to 5. 

Table 1. GBP/USD Averaged Results with Different Currency Pairs for Daily Time-delayed Inputs with First 
Differencing Preprocessing 
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Table 2. GBP/USD Averaged Results for Daily Time-delayed Inputs with Different Preprocessing Methods 

 

 

 

 

 

 

 

  

Table 3. GBP/USD Averaged Results for Different Technical Indicators and Daily Time-delayed Input with Natural 
Log Preprocessing  

Notes: * “None” represents the network model with purely time-delayed inputs 

Table 4. GBP/USD Averaged Results for Different Fundamental Indicators and Daily Time-delayed Input with 
Natural Log Preprocessing 

Notes: * “None” represents the network model with purely time-delayed inputs 

** “All Three Indicators” represents the network model with stock exchange index, gold price, interest rate and time-delayed inputs. 
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Table 5. GBP/USD Averaged Results for Daily Time-delayed Input with Natural Log Preprocessing Using Different 
Time Interval of Forecasting 

Notes: * “None” represents the network model originally carried out with data from Jan 1998 to Nov 2010 with daily forecasting. 

** “Weekly Forecasting” represents the network model with data from Jan 1998 to Nov 2010 with weekly Forecasting. 

*** “Daily with Same Amount of Data” represents the network model with data from Apr 2008 to Nov 2010 with daily forecasting, which has 

same number of data sets as model **. 
 

Referring to Table 1, three currency pairs’ performances are examined. The USD/SGD has the worst RMSE 

and DA performances in both MPM and SPM. One possible reason is that SGD is not an actively traded 

currency in the forex market, the higher uncertainties make it more unpredictable, hence the simulation 

results are not as good as AUD/USD and GBP/USD, which are two of the most actively traded currency 

pairs. Between AUD/USD and GBP/USD, the later has higher low and high price directional accuracy. Since 

trend forecasting is crucial in forex trading and to better assess the predictive ability of the neural network 

model, GBP/USD is chosen for the rest of the simulations. Next, the effects of the MPM and SPM are 

investigated. By looking into each of the simulation test results presented in the above tables, we find 

that the forecasting performance for close price is similar between MPM and SPM in terms of RMSE and 

DA. However, forecasting performance is largely improved by using MPM. By considering the relatively 

better performance models in the above results, the average RMSE values for low and high prices of MPM 

are around 0.0072 and 0.0064, which perform 25.8% and 27.3% better than the relevant average RMSE 

values of SPM, which are around 0.0097 and 0.0088. The average DA values for low and high prices of 

MPM are above 0.68, which are 30.8% higher than SPM with values around 0.52. Therefore, it is proven 

that the proposed Multiple-price model performs better than Single-price model in terms of both the 

absolute value (RMSE) and direction (DA) prediction. 

By looking at the different preprocessing methods, the RMSE values of all five simulations are very similar. 

Thus we can infer that the choice of preprocessing method has minimal effect on the prediction capability 

in terms of the absolute value. However, preprocessing method has significant effect on the prediction 

capability in terms of the trend, which is reflected by DA, the average DA of Close, Low and High prices in 

the MPM using Price-1 transformation is 0.6345, which is the highest among all the preprocessing 

methods. Moreover, Price-1, Natural Log and No Transformation methods have better performance than 

the other three methods. Our motivation to use the three methods, First Differencing, Ratio and Logged 

Ratio preprocessing is to highlight the relationship between two consecutive days’ prices, by either 

feeding the price difference or ratio into the network instead of using price directly. This might, however, 

provide less price information than using no transformation or natural Log transformation. Furthermore, 

5 time-delayed transformed price data are used as the NN input for all different models. Thus, in the price-

1, natural Log or no transformation models, the relationship between consecutive days’ prices can be 

easily learned by the network using these time-delayed data. Therefore, the price-1, natural Log and no 

transformation models which provide information for both single day price and consecutive days’ price 



Zhao Danting, Tan Tingfeng, Jin Zhongwei, Xuan Huichao, Li Xian & Wang Qing-Guo; Modeling the Financial Market 

with Multiple Prices, Transactions on Machine Learning and Artificial Intelligence,  Volume 2 No 5 Oct (2014);       

pp: 41-51 
 

URL: http://dx.doi.org/10.14738/tmlai.25.446    48 
 

relationship, are expected to have better performance than the other three preprocessing transformation 

techniques. 

The effects of using technical indicators, which include moving averages (MA10, MA20, MA30, MA60, 

MA120), moving average convergence divergence (MACD), relative strength index with period of 14 

(RSI14) and stochastic oscillator with period 14 (SO14), are examined as well. By looking into the MPM 

results section in Table 3, we can find out the effect on MPM prediction performance after adding 

technical indicator inputs compared to the purely time-delayed model. In terms of RMSE, the 

performances are very similar for all four input combinations. Thus, different type of input variable 

combinations has little effect on the absolute value prediction accuracy. In terms of DA, the model with 

natural Log moving averages input has average DA value of 0.6378 which is 0.84% higher than the purely 

time-delayed inputs model with average DA value, 0.6325. The model with all technical indicators also 

performs slightly better than the purely time-delayed input model. Thus we can conclude that after adding 

the technical indicator moving averages, the network’s direction prediction performance improves. 

Moreover, the effects on MPM prediction performance after adding fundamental indicator inputs 

compared to the purely time-delayed model are examined. In terms of RMSE, the performances are very 

similar for input combinations without Gold price. Thus, adding fundamental indicator – Stock Exchange 

Index and Interest Rate, has little effect on the absolute value prediction accuracy. However, the model 

with gold price as well as all three indicators inputs performs exceptionally worse, which indicates gold 

price is not a good input for GBP/USD exchange rate forecasting. In terms of DA, the model with stock 

exchange rate has average DA value of 0.6365 which is 0.63% higher than the purely time-delayed inputs 

model with average DA value, 0.6325. Without using gold price, the models with fundamental indicators 

perform slightly better than the purely time-delayed input model. Thus, we can conclude that after adding 

fundamental indicators such as stock exchange index and interest rate, the network’s direction prediction 

performance improves.  

Finally, by testing over different time intervals and time lengths, it is found that the weekly forecasting 

model performs 62.9% and 150.6% worse than the daily model with same amount data which has RMSE 

value of 0.0070 and 0.0081 for MPM and SPM correspondingly. Therefore, the weekly forecasting model 

performs much worse than the daily forecasting model in terms of absolute value, i.e. RMSE. However, 

the weekly forecasting model improves the network performance on close price prediction’s directional 

accuracy significantly, which might be because there is less noise in the weekly data than the daily data. 

When comparing daily model with different total time length, for both RMSE and DA, the performance of 

the model with data over shorter time length is improved, which indicates the dated data may contain 

less information of the current market exchange rate compared to more recent data. 

3.3 Study of Multiple-price Model 

In order to investigate further in the high directional accuracy in low and high prices prediction in the 

MPM, this simulation is carried out for a multiple-price model without close price time series. It means 

the historical low and high prices information are fed into the network, and the output will be the 

predicted high and low prices in the next time period. The simulation result is shown in Table 6. 
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Table 6. GBP/USD High and Low Prices’ Averaged Results of Multiple Price Model with and without Close Price 
Time Series Information 

After excluding close price time series in the multiple-price model, the prediction results of the low and 

high prices in terms of both RMSE and DA values are much worse than the multiple-price model with all 

three prices. Moreover, without close price time series, the result of the multiple-price model becomes 

similar with the single-price model. Therefore, it implies the important role of close price time series 

information played in the forecasting of low and high prices, which means that the high and low prices 

are highly related with the close price information. 

4 Testing for Model Performance 

Stemming from the fact that the multiple-price model shows a high degree of directional accuracy in the 

prediction of the movement of the high and low GBP/USD exchange rates on daily or weekly basis, a 

trading strategy utilizing the high and low prices is desired. Moreover, after examining the different 

variations on the neural network performance in the previous sections, the multiple-price model with 5 

natural logged daily time-delayed prices and natural logged moving averages inputs with 20 hidden layer 

neurons has relatively higher training directional accuracy than other models. Therefore, this model with 

the highest training performance is fed with the testing data and whose output is used for the trading.  

In this simulation, a normal ask/bid spread of 3 pips will be used. It means whenever there is a “buy and 

sell” or “sell and buy” transaction carried out, the return will be deducted by the transaction cost 3 pips, 

which is 0.0003.  

On day t, BUY signal is triggered if (day t+1)’s predicted high price is greater than today’s close price for 

more than 60 pips. The choice of 60 pips is due to the absolute value accuracy of the multiple-price model 

is around 0.0060 which is 60 pips, therefore, a signal larger than 60 pips might give us more meaningful 

BUY signal.  

On day t+1, SELL signal is triggered if (day t+1)’s actual high price is higher than (day t+1)’s predicted high 

price. Otherwise, a STOP signal will be triggered if (day t+1)’s actual low price is more than 50 pips lower 

than the lowest of 3 previous days’ low prices, and then the position will be closed out by selling all GBP 

at the STOP price. Mathematically, STOP price is calculated as: 

1 2StopPrice = min( , , ) 50l l l
t t tp p p pips                                                           (8) 

The stop signal check rule is to ensure no big loss is incurred when the market price falls dramatically 

within a day, which may often be caused by big disasters or big events such as financial crisis. Whenever 

a SELL decision is triggered, the return will also be deducted by the bid/ask spread or transaction cost 

which is 3 pips. When both the SELL and STOP signals are not triggered on day t+1, the position will be 

hold and carried over to the next day. 

The decisions will be continuously carried out on every day throughout the whole testing period, which 

consists of 331 days in this study’s simulation. Similar trading decisions are carried out for trading strategy 
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using low price. Their trading results together with using the normal buy & hold trading strategy is shown 

in Table 7. 

Table 7 Trading Performance of Three Trading Strategy Measured by 
Trading Performance Indicators 

 

 

 

 

 

 

 

 

Notes: * For Buy & Hold strategy, as only one trade is carried out (i.e. buy on the first day and sell on the last day), the indicators in the table are 

calculated for profit and loss of the balance on each day throughout the trading period. 

Buy & Hold strategy has negative total return, which is obviously the worst strategy in terms of trading 

return. Trading with high price has slightly lower positive trade percentage, however; it has higher mean 

return as well as total return than trading with low price. More specifically, its annualized return is 50.9% 

higher than trading with low price strategy. Therefore, in terms of trading total return, trading with high 

price has the best performance. 

Risk is another important factor for trading decisions. When we look at the range of return, which is simply 

best trade minus worst trade. Trading with low price has the highest range of return, while buy & hold 

strategy has the smallest. Moreover, as the standard deviation of returns is commonly used as a measure 

of investment risk, by comparing three strategies’ standard deviation, we can find that trading with low 

price has the highest risk, which buy & hold has the lowest, which matches with the observations using 

return range. 

Sharpe ratio is a return-risk measure, which is intuitive for a risk-adjusted performance measure. More 

precisely, it measures the reward, in terms of mean excess return, per unit of risk. For positive sharp ratio, 

the larger the value, the smaller the risk associated, which indicates, the trading strategy with high price 

has better risk-adjusted performance. For negative sharp ratio, increasing risk results in numerically larger 

value; however, one limitation about Sharpe ratio is that it is difficult to compare between positive and 

negative value. Here, after we examine returns, risk as well as risk-adjusted performance, it’s reasonable 

to conclude that the trading strategy with high price has the best performance.  

5 Conclusion 

The major objective of the study is to examine whether the proposed multiple-price model has better 

prediction capability than the traditional single price model. And all simulations are carried out for both 

models to examine the effects. The simulation results have clearly shown that the multiple-price model 

has better performance than the single-price model in terms of both absolute error and directional 

accuracy based on the two performance measure indicators, RMSE and DA. Different variations on the 

proposed Multiple-price Model have been investigated. By utilizing the high forecasting performance in 
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low and high prices, trading strategies have also been carried out, and are proven to have better returns 

than buy & hold strategy.  
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