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ABSTRACT   

This paper proposes structural optimization method of a Deep Belief Network (DBN) which consists of 
multiple Restricted Boltzmann Machines (RBMs) and a single Feedforward Neural Network (FNN) using 
several kinds of evolutionary computation methods and modularization. The performance, accuracy of 
data classification or data prediction, should strongly depend on the structure of the network. Concretely, 
the number of RMBs, the number of nodes in the hidden layer of RMB. The result of the experiments 
using some benchmarks for image data classification problems by DBN optimized by the proposed method, 
DBN without any structural optimization, and some other data classification methods indicate that our 
proposed method defeats other existing classification methods.  

Keywords: Structural optimization; Deep Belief Network; Tabu search; Modularization; Evolutionary 
Computation.  

1 Introduction  
A neural network consists of a number of units which have simple nonlinear transfer functions and 
approximation capability for a number of kinds of complex problems comparative small number of 
calculation. Therefore, neural networks are applied to data analysis, data mining and data classification. 
A sufficient learning cannot be performed if the size of the network is too small. Adversely, overfitting 
occurs to the learning data and it loses generalization ability if the size is too large. Therefore, the 
appropriate structure of the neural network is required to be determined for each target problem for 
higher performance of a neural network. Traditionally, structure of a neural networks are determined 
through a trial and error procedure based on the experiences of a designer of the neural networks. 
However, a huge computation time is required by such determination process.   

In recent years, several structural optimization methods of the neural networks simultaneously with 
learning are proposed. Delgado et al. [4] proposed a simultaneous optimization method of learning and 
structure using an evolutionary multi-objective optimization methods, SPEA 2 and NSGA II with the 
learning error and the number of units of the hidden layers of neural networks as the objective functions. 
The target is a recurrent neural network (RNN), and the structural information of RNNs are encoded in 
gene format, such as the number of intermediate layer and the presence or absence of connection 
between the units of neighboring layers. Katagiri et al. [15] improve the procedure of Delgado et al. for 
extended Multi-Context Recurrent Neural Network (exMCRNN) which include eliminate unnecessary 
connection between nodes and the elite preserving strategy. Hayashida et al. [8] propose a structural 
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optimization method for Recurrent Neural Network (RNN) by introducing two stage taboo search, one of 
the meta-heuristic solutions. Here, they define that the structure of a RNN is determined by the number 
of inputs, the number of intermediate layer units, the number of feedback layers. Hayashida et al. [7] 
proposed a structural optimization for a combined neural network model of a Feedforward Neural 
Network (FNN) and an Auto Encoder (AE) which performs dimension compression to remove extra data 
and redundant data. Their procedure optimize the number of input data, the number of units of the 
middle layer of AE, and the number of units of the hidden layer of FNN by using tabu search.  

Because of the performance of a neural network should be measured based not only on the learning 
accuracy but also the generalization capability, a neural network is evaluated based on the degree of error 
between both the training data and data for verification of the generalization capability  in above 
mentioned optimization method. In order to evaluate a neural network, it is necessary to divide the known 
data into training data and for verification of the generalization capability. However, even in a method 
such as cross validation, the data may be biased and the network cannot be evaluated well. Nishida et al. 
[20] has improved the method of Hayashida et al. [7], they use the Self Organization Map (SOM) to convert 
the data mapped onto a 2 D plane by 𝑘𝑘-means method and divide them into training data and data for 
verification of the generalization capability. Though such data generation method, they succeed in 
reducing the bias of features between divided data, and improving learning accuracy and improving 
generalization capability. 

Deep Neural Network (DNN) consists of a lot of multiple layers, and the data analysis performance such 
as data prediction, data classification, or data mining is dramatically improved compared with 
conventional neural networks such as Feedforward Neural Network (FNN). Therefore,   a lot of 
applications of DNN are reported in the various study fields. A neural network composed of many layers 
is difficult to learn properly by back propagation, however, the learning procedure of DNN is constructed 
for appropriate learning by applying apply pretraining [9], drop out [27] and so forth. Various models of 
DNN such as Convolutional Neural Network (CNN) [13], Deep Belief Network (DBN) [25], are proposed. 
This paper focuses on DBN which has a structure with multiple layers of Restricted Boltzmann Machine 
(RBM). DBN has succeeded in acquiring higher data analysis capability by effectively incorporating a 
feature extraction process which is conventionally performed by trial and error. In DBN, multiple RBMs 
were incorporated into the learning process as feature extractors. DBN performs feature extraction with 
unsupervised learning called Pre-training and supervised learning called Fine-tuning are performed based 
on the extracted features. 

From the structural characteristics of DBNs, it can be considered that there exists a great relationship 
between the structure of DBM, the number of hidden layers and units constituting each layer, and the 
performance in data classification or prediction. Performance improvement is expected by giving an 
appropriate structure corresponding to input data. This paper proposes a new method for highly accuracy 
and efficient structure optimization for DBNs. Additionally, this paper compares the proposed method 
and the conventional methods by the numerical experiments, and verifies the effectiveness of the 
proposed method.  
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The rest of this paper is constructed as follows: Section 2 introduces the explanation of the neural 
networks and the conventional methods. Section 3 outlines the proposed method and Section 4 describes 
the design and result of the numerical experiments. Finally, Chapter 5 summarizes this paper.  

2  Neural Networks and Structural Optimization 

2.1 Neural Networks 
This section introduces several models of neural networks.  

FNN, Recurrent Neural Network (RNN) are neural networks with a transfer function as a sigmoid 
function: 𝑓𝑓(𝑠𝑠) = 1/{1 + exp(−𝑠𝑠)}. An FNN has a layered structured units, and it consists of an input layer, 
an output layer, and a layer disposed between them called a hidden layer. Signals from the input layer to 
the output layer are transmitted in only one direction. In general, the number of hidden layers is not 
necessarily 1. A neural network with a signal feedback structure added to FNN is called a RNN. There are 
types of RNN such as Jordan Network [14] and Elman Network [5] depending on its structure. RNN is 
applied to prediction of time series data analysis.  

Generally, NN with a number of layers is called Deep Neural Network (DNN). Appropriate learning of DNN 
based on back propagation (BP) is difficult. Several learning methods corresponding to DNN such as 
pretraining [10], drop out [27] have been proposed. There exist various models of DNN such as Deep Belief 
Network (DBN) [9], Convolutional Neural Network (CNN) [13], and so forth.  

2.1.1 Deep Belief Network (DBN)  

DBN [9] is a type of DNN that performs data classification or data prediction with high-precision by 
performing feature extraction by using a network in which a plurality of Restricted Boltzmann Machines 
(RBM) are concatenated. In the feature extractor part, unsupervised learning called Pre-training is 
performed, and Fine-tuning which is supervised learning is performed in the remaining process of it [9, 
16]. Figure 1 shows DBN consisting of three layers of RBM and one layer of FNN as an example of DBN. 

 

Figure 1.  Deep Belief Network (DBN). 

2.1.2 Restricted Boltzmann Machine (RBM) 

A RBM is a Boltzmann machine with an undirected bipartite graph consisting of a visible layer and a hidden 
layer, and there is no connection between the units in a same layer. The connecting weights and the 
thresholds are updated so that the hidden layer extracts the feature amount of the input data of the 
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visible layer. A RBM can compress dimensionality of input data, feature learning, or collaborative filtering. 
Figure 2 shows an example of RBM. 

 

Figure 2. Restricted Boltzmann Machine (RBM). 

Let 𝐿𝐿,𝑀𝑀 be numbers of units of a visible layer and a hidden layer shown in Figure 2, respectively. Let 𝒗𝒗 =
(𝑣𝑣1,𝑣𝑣2, … , 𝑣𝑣𝐿𝐿),𝑣𝑣𝑖𝑖 ∈ {0,1}, 𝑖𝑖 = 1,2, … , 𝐿𝐿 be a set of units of a visible layer, and 𝒉𝒉 = (ℎ1,ℎ2, … ,ℎ𝑀𝑀),ℎ𝑗𝑗 ∈
{0,1}, 𝑗𝑗 = 1,2, … ,𝑀𝑀be a set of units of a hidden layer, 𝑏𝑏𝑖𝑖, 𝑖𝑖 = 1,2, … , 𝐿𝐿 be a bias of a unit 𝑖𝑖 in a visible layer, 
𝑐𝑐𝑗𝑗, 𝑗𝑗 = 1,2, … ,𝑀𝑀 be a bias of a unit 𝑗𝑗 in a hidden layer, and 𝑾𝑾 = �𝑊𝑊𝑖𝑖𝑖𝑖, 𝑖𝑖 = 1,2, … , 𝐿𝐿, 𝑗𝑗 = 1,2, … ,𝑀𝑀� be the 
connecting weights between visible layer and hidden layer.  

The conditional probability of hidden elements conditioned with visible elements is  

𝑝𝑝�ℎ𝑗𝑗 = 1|𝒗𝒗� = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑐𝑐𝑗𝑗 + ∑ 𝑣𝑣𝑖𝑖𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖 ).    (1) 
And the conditional probability of visible elements conditioned with hidden elements is  

𝑝𝑝(𝑣𝑣𝑖𝑖 = 1|𝒉𝒉) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑏𝑏𝑖𝑖 + ∑ 𝑊𝑊𝑖𝑖𝑖𝑖ℎ𝑗𝑗𝑗𝑗  ),    (2) 
where,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠) = 1/(1 + exp(−𝑠𝑠)). The weight parameters 𝑊𝑊𝑖𝑖𝑖𝑖and the biases 𝑏𝑏𝑖𝑖, 𝑐𝑐𝑗𝑗, 𝑖𝑖 = 1,2, … , 𝐿𝐿,
𝑗𝑗 = 1,2, … ,𝑀𝑀 are updated based on the maximum likelihood estimation method.  

2.2 Structural Optimization of the neural networks  
A structure of a neural network is characterized by number of hidden layers and number of units of each 
layer, and the performance is greatly affected by these characteristic parameters. That is, in order to 
obtain the appropriate property for the data classification of or data prediction, it is necessary to find the 
optimum characteristic parameters. 

Delgado et al. [4] focus on a RNN called Elman Network with a feedback layer which only connects to the 
hidden layer, and they propose a structural optimization method based on genetic algorithm (GA), and 
they demonstrate the usefulness of structure optimization by numerical experiments. Katagiri et al. [15] 
focus on a Multi Context RNN (MCRNN) [11, 12] which consists of multiple feedback layers. And they 
propose an improved structural optimization method of Delgado et al. [4] for extended MCRNN by adding 
a structure of Time Delay NN (TDNN) to MCRNN.  

Hayashida et al. [7] indicate the performance for data analysis of a neural networks with similar structures 
to be similar, and they propose a structural optimization method based on Tabu Search (TS) [6] for a 
combined neural network of a Sandgrass Type neural network and FNN named ST-FNN. Numerical 
experiments show that TS is more effective for a structural optimization method of NN than GA. 
Additionally, Hayashida et al. [8] proposed a structural optimization method of MCRNN by applying TS. In 
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order to deal with the problem that the number of structural parameters of MCRNN is many and the 
search space for structure evaluation becomes enormous. Therefore, by dividing the search space into a 
plurality of small regions, the searching process is performed by introducing a short term memory and a 
long term memory for the purpose of improving efficiency of comprehensive search of each small region 
and extensive search of the entire search space.  

3 Structural Optimization of Deep Belief Networks (DBN)  
This paper proposes a structure optimization method with parameters of each hidden layer and unit 
numbers of each layer of RBMs constituting DBN. The proposed method includes local search based on 
tabu search for structural optimization, modularization for improving of RBMs the learning efficiency 
which is required for structural evaluation of DBN and enormous calculation time. Furthermore, number 
of hidden layers and the number of units are optimized separately to reduce the search space. 

3.1 Outline of the Structural Optimization  
The outline of the DBN structure optimization method proposed in this paper is shown below. 

Step 1.  Optimize number of hidden layers. 

Step 1-1. Let 𝑛𝑛 ∈ [𝑛𝑛,𝑛𝑛�] be the number of hidden layers, and let 𝑛𝑛 = 𝑛𝑛 as the initial value. 
Let 𝑛𝑛∗ = 𝑛𝑛 and 𝐸𝐸𝑛𝑛∗ = 0.  

Step 1-2. A DBN with 𝑛𝑛 hidden layers is evaluated based on the training and generalization 
capability. Here, the number of units of each layer is 500. (The structural evaluation 
procedure is explained in the following subsection.)  

Step 1-3.  If 𝐸𝐸𝑛𝑛 > 𝐸𝐸𝑛𝑛∗ , then update the best solution as 𝐸𝐸𝑛𝑛∗ = 𝐸𝐸𝑛𝑛,𝑛𝑛∗ = 𝑛𝑛. 

Step 1-4.  If 𝑛𝑛� > 𝑛𝑛, then let 𝑛𝑛 = 𝑛𝑛 + 1 and return Step 1-2. Otherwise let 𝑛𝑛∗ be number of 
hidden layers.  

Step 2. Optimize number of units of each layer (Rough search) 

Step 2-1.  Let 𝑚𝑚𝑖𝑖 be number of units of 𝑖𝑖-th layer, 𝑖𝑖 = 1,2, … , 𝑛𝑛∗, and let 𝑡𝑡 = 0. 

Step 2-2.  Divide search range of number of units of 𝑖𝑖 -th hidden layer, [𝑥𝑥𝑖𝑖, 𝑥̅𝑥𝑖𝑖]  into 𝑘𝑘𝑖𝑖 
subranges. Let 𝑑𝑑𝑖𝑖

𝑗𝑗𝑖𝑖 ≡ [𝑥𝑥𝑖𝑖
𝑗𝑗𝑖𝑖 , 𝑥̅𝑥𝑖𝑖

𝑗𝑗𝑖𝑖] be 𝑗𝑗𝑖𝑖 -th subrange,  𝑗𝑗 = 1,2, … ,𝑘𝑘𝑖𝑖,  𝑥𝑥𝑖𝑖1 = 𝑥𝑥𝑖𝑖, 𝑥̅𝑥𝑖𝑖
𝑘𝑘𝑖𝑖 = 𝑥̅𝑥𝑖𝑖 .  𝑛𝑛∗-

dimensional subrange is represented as 𝐷𝐷𝑗𝑗 ≡ Π𝑖𝑖=1 
𝑛𝑛∗ 𝑑𝑑𝑖𝑖

𝑗𝑗𝑖𝑖. Here, 𝑗𝑗 ∈ [1,Π𝑖𝑖=1𝑛𝑛∗ 𝑘𝑘𝑖𝑖]. 

Step 2-3. Let (𝑥̇𝑥1
𝑗𝑗, 𝑥̇𝑥2

𝑗𝑗, … , 𝑥̇𝑥𝑛𝑛∗
𝑗𝑗  )be the center of gravity of the subrange  𝑗𝑗 , and let 𝒙𝒙𝒋𝒋 ≡

�𝑥𝑥�1
𝑗𝑗, 𝑥𝑥�2

𝑗𝑗, … , 𝑥𝑥�𝑛𝑛∗
𝑗𝑗 � = (�𝑥̇𝑥1

𝑗𝑗 + 0.5�,�𝑥̇𝑥2
𝑗𝑗 + 0.5�, … , �𝑥̇𝑥𝑛𝑛∗

𝑗𝑗 + 0.5� ) be the representative point of 
the subrange 𝑗𝑗.  

Step 2-4. Evaluate the structure of the neural network corresponding to the representative 
point 𝒙𝒙𝒋𝒋. Let 𝐸𝐸𝑗𝑗be the evaluate value of the subspace 𝑗𝑗.  

Step 2-5.  Choose a subspace with highest evaluation value, and let the selected subspace 𝜃𝜃.  

Step 2-6. If 𝑥̅𝑥𝑖𝑖𝜃𝜃 − 𝑥𝑥𝑖𝑖𝜃𝜃 ≤ 𝑘𝑘𝑖𝑖,∀𝑖𝑖 or 𝑡𝑡 = 𝑇𝑇𝑙𝑙, then go to Step 3. Otherwise, Generate next search 

range with vertices at the representative points �𝑥𝑥𝑖𝑖
𝑗𝑗−1,𝑥𝑥𝑖𝑖

𝑗𝑗+1� in the neighboring subspace 
centered on 𝜃𝜃, and go to Step 2-2 with update the number of iteration as 𝑡𝑡 = 𝑡𝑡 + 1.  
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Step 3. Optimize number of units of each layer (Detailed search using Tabu search)  

Step 3-1.  Randomly generate an initial solution 𝒙𝒙𝟎𝟎 = (𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑛𝑛∗) from the subspace 𝜃𝜃, 
let  𝒙𝒙∗ = 𝒙𝒙𝟎𝟎  be the current best solution, and 𝐸𝐸∗  be the evaluation value for 𝒙𝒙∗ . The 
solution 𝒙𝒙𝟎𝟎 is recorded in the tabu list. Set the number of iteration as 𝑡𝑡 = 0. 

Step 3-2.  Evaluate each neighbor of the current solution 𝒙𝒙t which are not included in the 
tabu list, and let 𝒙𝒙�𝑡𝑡  solution with highest evaluation value in the evaluated solutions, 
and  𝐸𝐸�𝑡𝑡 be the evaluation value of 𝒙𝒙�𝑡𝑡.  

Step 3-3.  Add the solution 𝒙𝒙�𝑡𝑡 in the tabu list. If the number of solutions recorded in the 
tabu list is larger than the predetermined size of tabu list, the earliest recorded solution 
in the list is deleted instead of 𝒙𝒙�𝑡𝑡.  

Step 3-4.  If 𝐸𝐸�𝑡𝑡 > 𝐸𝐸∗, then let 𝐸𝐸∗ = 𝐸𝐸�𝑡𝑡, and 𝒙𝒙∗ = 𝒙𝒙�𝒕𝒕.  

Step 3-5.  If  𝑡𝑡 = 𝑇𝑇𝑡𝑡𝑡𝑡 , then let 𝒙𝒙∗  be the best solution and terminate the structural 
optimization procedure. Otherwise, let 𝑡𝑡 = 𝑡𝑡 + 1 and go to Step 3-2.  

The rest of this section describes the procedure of structure evaluation, optimization of number of layers, 
number of units of each layer, and modularization of RBM for effective learning of DBN.  

To optimize the structure of a DBN, considering the number of hidden layers and the number of units 
simultaneously is required. However, in this paper, after optimizing the number of hidden layers of DBN 
first, optimize the number of units of each hidden layer. Even when structural optimization is conducted 
in such order, verification experiments on the relation between DBN structure and data prediction 
accuracy are conducted to verify whether same structure are obtained or not, compared to a optimization 
procedure such that both are taken into consideration simultaneously. In the experiment, the accuracy 
for unknown data 𝐷𝐷3 is calculated by using DBN where the number of units of each 𝑛𝑛 hidden layer is fixed 
to 500. Additionally, the accuracy for 𝐷𝐷3  is calculated by using DBN where the number of units of 
each 𝑛𝑛 hidden layer is optimized by the method described in the next section. The 3-category image data 
is used for the experiment, and the classification accuracy for the data 𝐷𝐷3 is set as the verification result. 
The experimental results are shown in Figure 3. 

 

Figure 3. Relation between optimized and unoptimized number of units of each hidden layer. 

From Figure 3, the data classification accuracy is highest when the number of hidden layers is 3 in both of 
two types of variation experiments indicated by a broken line and a solid line. In other words, DBN showed 
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that the superiority and inferiority relationship of performance based on the number of hidden layers is 
the same irrespective of whether the number of units of each hidden layer is optimized. In the experiment 
corresponding to Figure 3, only experiments using 3-category image data are shown. However, similar 
relationships are observed in other prior experiments. Therefore, the optimal number of hidden layers of 
DBN is determined that is with the highest performance fixing the number of each layer as 500 first. 
Subsequently, the numbers of units of all hidden layers are optimized. 

3.2 Structure Evaluation  
As the number of components of the neural network increases, the accuracy for learning data increases. 
However, the generalization ability for unknown data decreases. On the contrary, if the constituent 
elements of a neural network are small, the features of the target data cannot be properly learned. 
Therefore, it is desirable that the structure of a neural network is not only the prediction error with respect 
to the learning data, but also the prediction error with respect to the data not used for learning. In this 
paper, the target data is divided into three and evaluate the network structure by the following procedure. 

At first, divide the target data 𝐷𝐷 into three dataset (𝐷𝐷1,𝐷𝐷2,𝐷𝐷3) for learning, generalization verification, 
and test. Error back propagation is conducted using data 𝐷𝐷1 and the verify generalization capability is 
evaluated based on output error when input data of 𝐷𝐷2 is given to the learned neural network. Let 𝑒𝑒𝑡𝑡𝑡𝑡 be 
training error for data 𝐷𝐷1 and 𝑒𝑒𝑣𝑣𝑣𝑣 be the output error for data 𝐷𝐷2, i.e., 𝑒𝑒𝑣𝑣𝑣𝑣 represents the generalization 
capability. Let 𝑇𝑇 be the number of data, 𝑀𝑀 𝑏𝑏𝑏𝑏 the number of units of the output layer, 𝑂𝑂𝑗𝑗(𝑡𝑡) be the output 
value from the 𝑗𝑗-th unit in the output layer of the neural network at the period 𝑡𝑡, and 𝑌𝑌𝑗𝑗(𝑡𝑡)  be the 𝑗𝑗-th 
factor of the target value. The error is defined by the mean square error between the target value and the 
output of neural network output as  

𝑒𝑒𝐴𝐴 =
1
𝑇𝑇
� � �𝑂𝑂𝑗𝑗(𝑖𝑖) − 𝑌𝑌𝑗𝑗(𝑖𝑖)�

2𝑇𝑇

𝑖𝑖=1

𝑀𝑀

𝑗𝑗=1
,𝐴𝐴 = 𝑡𝑡𝑡𝑡, 𝑣𝑣𝑣𝑣. (3) 

Based on these criteria of error, structure of a neural network 𝐴𝐴𝑘𝑘 is evaluated by  

𝐸𝐸�𝐴𝐴𝑘𝑘� =
1

𝑒𝑒𝑡𝑡𝑡𝑡 + 𝑒𝑒𝑣𝑣𝑣𝑣
. (4) 

3.3 Optimization of Number of Hidden Layers 
Let 𝑛𝑛 and 𝑛𝑛� be minimum and maximum number of hidden layers, respectively. In the related literature 
[16], 500 is employed for the number of units of each hidden layer of DBN. Similarly, this paper employs 
500 for the number of units of each layer in Step 1. Set the initial number of hidden layers be 𝑛𝑛 and the 
number of hidden layers is added one by one up to 𝑛𝑛�. DBNs with 𝑛𝑛 (𝑛𝑛 = 𝑛𝑛,𝑛𝑛 + 1, … ,𝑛𝑛� − 1,𝑛𝑛�) hidden 
layers such that the number of units of each hidden layer is 500 is evaluated based on the evaluation 
function (4). A DBN with highest evaluation value is selected and let 𝑛𝑛∗ be the corresponding number of 
hidden layers.  

3.3.1 Optimization of Number of Units of Each Layer 

After the number of hidden layers 𝑛𝑛∗ of DBN is determined, the number of units of each hidden layer 
should be determined. Let (𝑥𝑥1,𝑥𝑥2, … , 𝑥𝑥𝑛𝑛∗)  be a 𝑛𝑛∗  dimensional solution in the solution space  𝑋𝑋 =
∏𝑖𝑖=1
𝑛𝑛∗ �𝑥𝑥𝑖𝑖, 𝑥𝑥𝑖𝑖�, where 𝑥𝑥𝑖𝑖 ∈ [𝑥𝑥𝑖𝑖, 𝑥𝑥𝑖𝑖]  is the number of the hidden layer. There exist numerous solutions in the 

space 𝑋𝑋. Therefore, the search space is divided and generate small areas to search and realize efficient 
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search by the following procedure. Here, let 𝑘𝑘𝑖𝑖 be the number of division of the dimension of the solution 
space corresponding to the 𝑖𝑖-th hidden layer.  

Let 𝑑𝑑𝑖𝑖
𝑗𝑗𝑖𝑖 ≡ �𝑥𝑥𝑖𝑖

𝑗𝑗𝑖𝑖 , 𝑥𝑥𝑖𝑖
𝑗𝑗𝑖𝑖� , 𝑗𝑗𝑖𝑖 = 1,2, … ,𝑘𝑘𝑖𝑖, 𝑥𝑥𝑖𝑖1 = 𝑥𝑥𝑖𝑖, 𝑥𝑥𝑖𝑖

𝑘𝑘𝑖𝑖 =  𝑥𝑥𝑖𝑖 be the 𝑗𝑗-th interval of a subspace of 𝑖𝑖-th dimension 

𝑥𝑥𝑖𝑖  of the divided solution space, and 𝐷𝐷𝒋𝒋 ≡ Π𝑖𝑖= 1
𝑛𝑛∗ 𝑑𝑑𝑖𝑖

𝑗𝑗𝑖𝑖  be the divided subspace, where 𝒋𝒋 = (𝑗𝑗1, 𝑗𝑗2, … , 𝑗𝑗𝑛𝑛∗). 

Select the center of gravity (𝑥𝑥1
𝒋𝒋 ,𝑥𝑥2

𝒋𝒋 , … , 𝑥𝑥𝑛𝑛∗
𝒋𝒋 ) as a representative point of subspace 𝐷𝐷𝒋𝒋. A subspace with the 

highest evaluation value (4) among the representative points of ∏ 𝑘𝑘𝑖𝑖𝑖𝑖  subspaces is defined as 𝒋𝒋∗ =
(𝑗𝑗1∗, 𝑗𝑗2∗, … , 𝑗𝑗𝑛𝑛∗

∗ ).  

Let a superior rectangular parallelepiped whose vertices are 𝑥𝑥1
𝑗𝑗∗−1,𝑥𝑥1

𝑗𝑗∗+1, 𝑥𝑥2
𝑗𝑗∗−1,𝑥𝑥2

𝑗𝑗∗+1, … , 𝑥𝑥𝑛𝑛∗
𝑗𝑗∗−1,𝑥𝑥𝑛𝑛∗

𝑗𝑗∗+1 be 

new search space, and repeat the above steps until 𝑥𝑥𝑖𝑖
𝑗𝑗𝑖𝑖 − 𝑥𝑥𝑖𝑖

𝑗𝑗𝑖𝑖 ≤ 𝑘𝑘𝑖𝑖,∀𝑖𝑖 is satisfied. If the condition 𝑥𝑥𝑖𝑖
𝑗𝑗𝑖𝑖 −

𝑥𝑥𝑖𝑖
𝑗𝑗𝑖𝑖 ≤ 𝑘𝑘𝑖𝑖,∀𝑖𝑖  is satisfied, in other words, the division of the solution space is completed, the optimal 

solution of the network structure is searched by using taboo search described in the next section. As an 
example, the procedure of division of the solution space with 𝑛𝑛∗ = 2 is shown in Figure 4. 

 

Figure 4. Division of the Solution Space (𝒏𝒏∗ = 𝟐𝟐) 

3.3.2 Structural Optimization by Tabu Search 

In general, a pair of neural networks which have similar structures have similar performance to each other. 
In this paper, the optimal network structure is chosen by tabu search [6] which is one of evolutionary 
computation methods based on the neighbor search, from the solution subspace divided according to the 
above mentioned procedure. 

3.4 Modularization of Structure of RBM 
The DBN consists of connected plurality of RBMs and FNN. The learning process of the parameters such 
as connection weight and biases are performed in order from the RBMs closer to the input layer. In this 
paper, in order to avoid the redundancy of the structure evaluation in the structure optimization 
procedure of the DBN, a RBM utilizes the past learning information of another RBM which has common 
structure partially, input information to the RBM, number of units of a hidden layer, and the number of 
hidden layers, by following procedure.  

For example, consider DBN1 including 𝜂𝜂1 hidden layers which is the learning process is completed and 
DBN2 including 𝜂𝜂1 hidden layers which is not completed. Let 𝜂𝜂 ≥ min {𝜂𝜂1,𝜂𝜂2}, assume that the number 
of units of each hidden layer from the first layer to (𝜂𝜂 − 1)-th layer of DBN1 and DBN2 are all the same, 
and the number of units of the hidden layer of the 𝜂𝜂-th layer is different. Learning from the remaining the 
𝜂𝜂-th to the 𝜂𝜂2-th layer of DBN2 is performed by using the connection weights and biases of each hidden 
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layer from the first to the (𝜂𝜂 − 1)-th layer of DBN1 in the learning process of DBN2. This mechanism 
improves learning efficiency of DBNs with different network structures.  

4 Numerical Experiments  
Caltech101 [17] are used as benchmark of image classification in many related literature. The image data 
of the Caltech 101 are grayscale 20 × 20 grids images, and each grid is scaled in the range of [0,1]. Images 
are classified into 4 categories "airplane", "cat", "face", "dolphin". There are 65 images per a category. 
This paper performs the following 2 kinds of experiments using Caltech101.  

o 3-category classification experiment using 3 categories, “airplane”, “cat”, and “face”.  
o 4-category classification experiment using 4 categories. 

As a comparative methods, DBN without structural optimization, FNN, structural optimized FNN [20], 𝑘𝑘-
means method are employed. Here, the number of hidden layers of a DBN without structural optimization 
is set to 3, and the number of each hidden layer unit is 500, 500, 2000. The number of hidden layer of a 
FNN without structural optimization is set to 3, and the number of hidden layer units was set to 200, 200 
and 800, respectively. For a data classification problem with 𝑚𝑚 categories, the number of units of an 
output layer is set to 𝑚𝑚, and that data is classified into a certain category corresponding to the unit such 
that output value is maximum in all output units. The experiments are conducted 10 trials, and the average 
value of classification accuracy is shown in Table 1 as experimental results. 

Table 1.  Image Classification Test: Result (accuracy (%)) 

Method 3-category 4-category 

DBN with 
structural optimization  

(Proposed method) 85.0 74.7 
DBN without 

structural optimization 77.1 62.2 
FNN with 

structural optimization [20] 75.2 61.8 
FNN without 

structural optimization 59.8 40.1 
𝑘𝑘-means method 58.6 37.4 

 

From Table 1, the proposed method has the highest performance, and this experimental result indicates 
that the proposed method succeed to discover the appropriate structure of DBNs to increase the data 
classification accuracy. In the case of 3-category classification, structure of all DBNs obtained by the 
proposed method have 3-layer structure in all 10 trials. The average value of the number of units of the 
hidden layers are 454.7, 1834.5, and 2935.9 from the closer to the input layer, respectively. In each trial, 
numbers of units of hidden layers are similar to each other. Also, in the case of 4-category classification, 
DBNs with a 5-layer structure are obtained in all 10 trials. The average value of the number of units of the 
hidden layers are 457.0, 212.9, 2046.9, 1109.5, and 5974.9 from the closer to the input layer, respectively. 
Same as 3-category classification, almost same structure are obtained in all trials. 

In the structure optimization of DBN by the proposed method, the solution space are divided into multiple 
subspaces first and solution search procedure are performed intensively in the promising regions. Such 
searching process can realize both diverse and intensive solution search and stably discover appropriate 
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structure. Additionally, it is also successful to improve the computational efficiency by modularization 
focusing on that the DBN has a structure in which a plurality of RBMs are superimposed. 

5 Conclusion 
This paper proposes structure optimization method for a DBN (Deep Belief Network) which consists of 
multiple RMBs (Restricted Boltzmann Machine) and a FNN (Feedforward Neural Network). The features 
of the proposed method are that it realizes searching both in wide range of solution areas by division of 
solution space and intensive search by tabu search, introduces modularization of RBMs to improve the 
calculation efficiency drastically by reducing the calculation amount in solution search. Numerical 
experiments using multiple categories image data indicates that it succeed in obtaining appropriate 
structure of DBN with high data classification accuracy by the proposed structural optimization method 
for DBNs. To develop a network structure optimization method that supports data analysis for high 
dimensional time series data such as voice data can be one of the future works.  
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