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ABSTRACT 

Most of the health organizations provide an array of medical services and request their beneficiaries to 
provide their experience’s in the form of opinion/reviews for which they are associated. Doctors of 
national and international repute have hundreds and even thousands of reviews authored by the health 
consumers around the globe. For an individual it is difficult and time consuming process to look all the 
reviews before taking an appropriate decision. Thus it is necessary to summarize the reviews to make an 
individual to take prompt decision. For a doctor it is also difficult to keep track of patient’s reviews given 
by the patients in different time intervals, but he may have the summary of his entire patient’s reviews to 
understand what is the best can be done to the patient’s community. This research paper aims to mine 
and summarize the medical reviews authored by the health consumers. This article is performed by 
summarization of text in three steps, the first step is to identify the health features that have been 
commented by health consumers, the next one is to identify opinions of each review sentence and 
deciding whether each opinion sentence is positive or negative and finally summarizing the results. 
 

Keywords—national and international repute, medical reviews, health consumer, summarization of text 
and health features 

1 Introduction 
The growth and expansion of internet, more and more services are provided on the Web, and more and 
more people are also deriving the benefits of the offered services. To provide better online services and 
to make prompt decision it has become a common practice for online health service provider to enable 
their health consumer to provide reviews or to express their opinions about the services they are enjoying. 
Reputed service organization gets large number of reviews from across the different region by different 
people, for an individual it is time consuming process to read the entire reviews. 

In some cases reviews may be long and in some cases opinions are reflected for a particular feature. If a 
person wants to visit a hospital to access the health related services, he/she may not take an appropriate 
decision by reading few reviews. Even if he/she takes the decision, the decision may be biased. The 
suffering of public and in general health consumers due to poor medical facilities and less expertise of 
health consultant has increased their suffering by many folds. Hence it is advised to look the summary of 
the large reviews before making a final decision. Thus the need arises to collect the reviews that express 
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their views for particular services they are willing to access or before willing to buy any product. Then 
these reviews are summarized to help the health consumers to approach the appropriate medical 
consultant. ‘Opinions’ mainly include opinionated text data such as blog/review articles, and associated 
numerical data like aspect rating is also included [1].some of the websites provides the very useful 
information related to health domain. Figure1 is screen shot taken from www.ratemds.com which 
provides numerical ratings as well as corresponding reviews of the different health experts. 

 
 

Figure 1: Screen shot with its reviews obtained from www.ratemds.com 

The focus of this research is to study the problem of generating feature-based summaries of medical 
reviews given by different health consumers at various time intervals. Here, features broadly mean the 
doctor features (or attributes) and the attribute of its supporting teams members. 

Given a set of medical reviews of a particular health consultant, the task involves three subtasks, the first 
step is identifying health features of the doctor that health consumers have expressed their opinions, the 
next for each feature, identifying review sentences that give positive or negative opinions; and finally 
producing a summary using the discovered information. Below is an example of feature-based summary. 
Consider the reviews of a particular doctor say, health expert. The summary looks like the following: 
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Figure 2: An example of summary 

In Figure 2, staff and Punctuality are the doctor features. We have one medical review that express 
positive opinions about the staff, and knowledge and one review that express negative opinions for 
knowledge. With such a feature-based summary, one may understand the general opinion for a particular 
doctor. If he/she is very interested in a particular feature, he/she can drill down by following the individual 
review sentences to understand the level of satisfaction of health consumer or what may be the 
complaint. For a doctor of high repute/hospital of high repute may look the summary to understand what 
actually they are doing? And what supposed to be done, so that they can provide the services to suite the 
requirement of the health consumer. 

Our task is different from traditional text summarization [9-11] in a number of ways. This health review 
summary in our case is structured rather than another (but shorter) free text document as produced by 
most text summarization systems. Second, we are only interested in features of the doctor that patients 
have opinions on and also whether the opinions are positive or negative. Traditional text summarization 
captures all the original text and important points but we follow the different techniques to summarize 
the health reviews. 

As indicated above, our task is performed in three main steps; the first step is to capture health features 
that has been commented by patients. Data mining and natural language processing techniques are used 
to perform our task. This part of the study has been reported in [19].However, for completeness, we will 
summarize its techniques in this paper and also present a comparative evaluation. 

The next step is to Select the reviews consists of opinion sentences and determine whether each opinion 
sentence is positive or negative. Note that these opinion sentences must contain one or more health 

Summary of a Health Expert  

 Feature: staff  
Positive:  
Dr. Freeman's staff is very friendly and his knowledge alone is worth the extra money. I have always left with a good experience 
and highly recommend him to others looking for a doctor in YumaSubmitted Oct. 27, 2015 
Negative:  
 

 Feature: Punctuality 
Positive:  
He is good 
Negative: 
 

 
Feature: Recommend 
Positive: "Dope doctor! I recommend him. And i don't usually do this but i mean it. 👍👍👍👍" 
Negative: 

 
 Feature: Knowledge  

Positive:  
Dr. Freeman's staff is very friendly and his knowledge alone is worth the extra money. I have always left with a good experience 
and highly recommend him to others looking for a doctor in YumaSubmitted Oct. 27, 2015 
Best Dr. I've ever seen. He is Knowledgeable and cares. 
Negative:  
This Dr. Dose not except Medicare without charging 100$ a month extra 
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features identified above. Opinion orientation of each sentence is determined (whether the opinion 
expressed in the sentence is positive or negative), by performing three subtasks. First, a set of adjective 
words (which are normally used to express opinions) is identified using a natural language processing 
method. For the selected features we have corresponding opinion and these opinions are called as opinion 
words.  
Summarizing the results. This step aggregates the results of previous steps and presents them in the 
format of Figure 2.Section 3 presents the detailed techniques for performing these tasks. A system, called 
Health Review Summarization has also been implemented. Our experimental results with a large number 
of medical reviews of doctor available online show that health review summarization system (HRS) and 
its techniques are highly effectiveness. 

Rest of the paper is organized as follows. In Section 2, related works are presented. In Section 3, feature 
Based Opinion Summarization approach is introduced. In Section 4, experiments and results are 
presented. In Section 5, the conclusion is presented. 

2 Related Work 
This work is related to on Mining and Summarizing Customer Reviews [2]. The system performs the 
summarization in three main steps (as discussed before),the first step is  mining product features that 
have been commented on by customers, the next one is identifying opinion sentences in each review and 
deciding whether each opinion sentence is positive or negative, and finally summarizing the results. These 
steps are performed in multiple sub-steps. 

Given the inputs, the system first downloads all the reviews, and put them in the review database. We 
then look very “hot” (or frequent) features that most of the people have expressed their opinions on. 
Collect the opinion words and determined its semantic orientations of the opinion words. Once opinion 
words are extracted, then the system then finds those infrequent features. In the last two steps, they 
found the orientation of each opinion sentence is identified and a final summary is produced. Note that 
POS tagging [28] is used from natural language processing, which helps us to find the features.  

Another work is related to on semantic classification of reviews [3]. Using available training corpus from 
some Web sites, where each reviews already has a class (e.g., thumbs-up and thumbs-downs, or some 
other quantitative or binary ratings), they designed and sentiment classifier is built after experimenting a 
number of methods. They have shown that such classifiers perform quite well with test reviews and  
classifiers is used to classify sentences obtained from Web search results, which are obtained by a search 
engine using a product name as the search query.  

Collecting individual sentences/opinion from the web searches, performance is limited due to noise and 
ambiguity. But in the context of a complete web-based tool and aided by a simple method for grouping 
sentences into attributes, the results are qualitatively quite useful. 

The reputation of the target product by compare reviews of different products in one category is discussed 
in [4]. However, it does not summarize reviews, and it does not mine product features on which the 
reviewers have expressed their opinions. Although they do find some frequent phrases indicating 
reputations, these phrases may not be product features (e.g., “doesn’t work”, “benchmark result” and 
“no problem(s)”).Knowing the reputations of your own and/or competitors' products is important for 
marketing and customer relationship management. It is, however, very expensive to collect and analyze 
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survey data manually. This paper express the reputations of doctors globally on the Internet and health 
reviews are downloaded or can be crawled automatically those express health consumer opinions for the 
concerned expert or the health service provider.  

In [5], the discussion on opinion-oriented information extraction. Their aim is to create summary 
representations of opinions to perform question answering.They propose to use of opinion-oriented 
“scenario templates” to act as summary representations of the opinions expressed in a document or a set 
of documents.  

Our approach is different. We initially interested to identify the doctor features and user opinions on these 
features to automatically produce a summary. This work is also partially related but different from 
subjective genre classification, sentiment classification, text summarization and finding the terminology. 
It is discussed by each of them below. 

2.1 Subjective Genre Classification 
Genre classification classifies texts into different styles, e.g., “editorial”, “novel”, “news”, “poem” etc. 
Although some techniques for genre classification can recognize documents that express opinions [6-8], 
they do not tell whether the opinions are positive or negative. In this work, we have to determine the 
opinion polarity and to perform opinion classification at the sentence level rather than at the document 
level. 

A more closely related work is [12], in which the authors investigate sentence subjectivity classification 
and concludes that the presence and type of adjectives in a sentence is indicative of whether the sentence 
is subjective or objective. However, their work does not relate to our task of determining the semantic 
orientations of those subjective sentences. Even they neither find the features nor interested on which 
features opinions have been expressed. 

2.2 Sentiment Classification 
The phrase sentiment analysis is closely resembles with that of “opinion mining” in certain respects. The 
term “sentiment” is used in reference to the automatic analysis of evaluative text and tracking of the 
predictive judgments there in appears in 2001 papers [13, 14] because of these authors’ interest in 
analyzing market sentiment. They use a manually crafted lexicon in conjunction with several scoring 
methods to classify stock postings on an investor bulletin. It subsequently occurred within 2002 papers 
[32,33] which were published in the proceedings of the annual meeting of the Association for 
Computational Linguistics (ACL) and the annual conference on Empirical Methods in Natural Language 
Processing (EMNLP).  

Works of [15,16] on sentiment-based classification of entire documents use models inspired by cognitive 
linguistics. The author work in [43] also manually constructs a discriminant-word lexicon and use fuzzy 
logic to classify sentiments. Generates sentiment timelines is reported in [14]. The author captures online 
discussions about movies and displays a plot shown with the number of positive and negative sentiment 
messages over time. Messages are classified by looking for specific phrases that indicate the author’s 
sentiment towards the movie (e.g., “great acting”, “wonderful visuals”, “uneven editing”). Each phrase 
are taken manually and added to a special lexicon and manually tagged as indicating positive or negative 
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sentiment. The lexicon is domain dependent (e.g., movies) and must be rebuilt for each new domain. In 
our work, this research is concerned with most frequent features and applied classification techniques.  

Applies a specific unsupervised learning technique based on the mutual information between document 
phrases and the words “excellent” and “poor”, where the mutual information is computed using statistics 
gathered by a search engine[17].Examine several supervised machine learning methods for sentiment 
classification of movie reviews and conclude that machine learning techniques performs well with other 
method that is based on human-tagged features although none of existing methods could handle the 
sentiment classification with a reasonable accuracy[18].  

A sizeable number of papers mentioning “sentiment analysis” focus on the specific application of 
classifying reviews as to their polarity (either positive or negative), a fact that appears to have caused 
some authors to suggest that the phrase refers specifically to this narrowly defined task.  However, the 
term “sentiment analysis” more broadly used by researchers to mean the computational analysis of 
opinion, sentiment, and subjectivity in text. “Sentiment analysis” and “opinion mining” denote the same 
field of study (which itself can be considered a sub-area of subjectivity analysis).They have attempted to 
use these terms more or less interchangeably in their work.  

A novel approach is proposed based on latent semantic analysis (LSA) to identify product features [46]. 
Furthermore, they found a way to reduce the size of summary based on the product features obtained 
from LSA. They consider both sentiment-classification accuracy and system response time to design the 
system. This system can be extended to other product-review domains easily. This research paper is 
mainly based on movie reviews collected from Internet Blogs that do not consist of any rating information. 
Sentiment analysis is performed to determine the semantic orientation of the reviews and movie-rating 
score is based on the sentiment-analysis result. In addition to the accuracy of the classification, system 
response time is also taken into account in our system design. Although they have focused on movie 
review, the whole design is not only for movie-review domain. They have performed sentiment 
classification on movie review dataset, which is available1 .The dataset includes 1000 positive and 1000 
negative movie reviews. Similarly, SVM is used to perform the classification task. The kernel function used 
in the system is RBF and K-fold cross validation (i.e., K = 5) is used in the experiment. 

2.3 Text Summarization 
Summarization technique can be of two types. The first one Extractive Summary is a summary that 
represent by selecting representative text segments, usually sentences, from the original documents and 
another one is Abstractive Summary does not use the existing sentences in representing the summary 
rather it analyzes documents and directly generates sentences.  
1http://www.cs.cornell.edu/People/pabo/movie-review-data 

Because it is very tedious to produce readable and complete sentences, studies on extractive summary 
are more popular than that on abstractive summary. Extracting salient sentences from text and coherently 
organizing them to build a summary of the entire text is the key area of summarizing documents that 
focused on proposing paradigms. The relevant works in this regard includes [27, 28 and 47]. While 
traditional works focused on summarizing a single document, later, researchers shifted the idea on 
summarizing multiple documents originated from multiple sources. 
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The  definition of  a summary as a text that is generated from one or more texts, that conveys what the 
original text conveys, and that is lesser than that of the actual text(s) and must be less than that of [53]. 
This simple definition provides three aspects of automatic text summarization: 

Single document or multiple documents can be summarized    

Summaries should preserve the essence of the original text or paragraph 

The length of the Summaries should be short. 

Even if we agree unanimously on these points, it seems from the literature that any attempt to provide a 
more elaborate definition for the task would result in disagreement within the community. In fact, many 
approaches differ on the manner of their problem formulations. Some common terms introduced in the 
summarization dialect: extraction is the procedure of identifying important sections of the text and 
producing them verbatim; abstraction aims to produce important material in a new way; fusion makes an 
attempt to combines extracted parts coherently; and compression aims to throw out unimportant 
sections of the text [53].  

The authors in [23, 24] emphasize on identification and extraction of certain core entities and facts in a 
document, which are packaged in a template. This framework requires background knowledge in order 
to instantiate a template to a suitable level of detail. Therefore, it is not domain or genre independent 
[25, 26]. This is different from our work as our techniques do not fill any template and are domain 
independent. The passage extraction framework [e.g., 27-29] identifies certain segments of the text 
(typically sentences) that are the most representative of the document’s content. Our work is different in 
that we do not extract representative sentences, but identify and extract those specific product features 
1  and the opinions related to them. An idea is proposed to find a few very prominent expressions, objects 
or events in a document and use them to help summarize the document proposed [31]. This work is again 
different as we find all health related features from a set of health consumer review regardless whether 
they are prominent or not. Thus, our summary is not a traditional text summary. 

Lots of works have been done on text summarization focusing on a single document. Recently few of 
researchers also studied on summarization of multiple documents covering similar information. The 
authors in[27] have Summarized the similarities and differences in the information content is the focus of 
their work.Our work is related but quite different because we take interest to find the key features that 
are discussed by multiple reviews. Summarizing the similarities and differences of reviews is not the key 
focus. 

Opinion summarization has different aspects from the classic text summarization problem because the 
nature and structure of the data. While summarizing the opinion, usually the polarities of input opinions 
are crucial. Sometimes, those reviews are provided with additional information such as rating scores. The 
formats of the summary is proposed by the most of the researcher of the opinion summarization are more 
structured in nature with the segmentation by topics and polarities. However, techniques of text 
summarization still can be useful in opinion summarization when text selection and generation step. Once 
separating input data by its polarities and topics, classic text summarization techniques can be used to 
find/generate the most representative text snippet from each category. 
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In health-review summarization, generally health consumer is more interested to know the expertise of a 
particular doctor in a specific field. To understand the expertise of a doctor, we must look what opinion 
the expert receives for a specific feature from the reliable/trusted sources. Hence it is necessary to 
understand the important features of doctor and the corresponding opinion. Thus, feature-based 
summarization is used in health-review summarization. The feature-based summarization will focus on 
the doctor features on which the patients or public have expressed their opinions. In addition to doctor 
features, the summarization should include opinion information about the doctor or concerned hospitals; 
therefore, doctor features and opinion words are both important in feature-based summarization. As a 
result, doctor’s features and opinion-word Identification are essential in feature-based summarization. 

In case of feature-based summarization we are very much interested to find out the aspects and these 
salient aspects is given as an input, which is also called as features and subtopics, and generates 
summaries of each feature. For example, for the summary of ‘doctor’, there can be aspects such as 
‘punctuality’, ‘knowledge’, ‘care’, ‘cost’, etc. By further splitting the input texts into smaller units, aspect-
based summarization can show more details in a structured way. Further splitting of feature can be even 
more useful when overall opinions are different from opinions of each aspect because aspect-based 
summary distribute the opinion of each aspect separately. The feature-based approaches are very popular 
and have been heavily explored over the last few years [44]. 

2.4 Summary Generation 
Using the results of feature discovery and sentiment prediction, it is then critical to generate and present 
the final opinion summaries in an effective and easy to understand format. This typically involves 
aggregating the results of the first two steps and generating a concise summary. The following techniques 
describe various generation methods for opinion summarization. Each technique has its own advantages 
and disadvantages and some techniques can be combined with others. For example, we may add a 
timeline to text selection methods. 

Statistical Summary. The most popular format and commonly adopted is a summary showing statistics 
introduced in [44].Statistical summary directly uses the processed results from the previous two steps - a 
list of aspects and results of sentiment prediction. All positive and negative opinions for each aspect can 
be displayed, so that the readers can easily understand the overall sentiments of users at large. Along 
with the positive and negative occurrences, all sentences with sentiment prediction in each aspect is 
shown (Figure 1). 

The author has showed statistics in a graph format [49]. With the graph based representation, they collect 
people’s overall opinions about the target more intuitively. Opinion observer is software developed by Liu 
et al. in 2005 clearly shows the statistics of opinion orientation in each aspect and it allows the users to 
compare opinion statistics of several products. An example result is shown in Figure 2, which gives the 
summary of different doctor.This format of summary has been widely adopted even in the commercial 
world.  

Text Selection.  While statistical summaries help users understand the overall idea of people’s opinion, 
sometimes reading actual text is necessary to understand specifics. Due to the large volume of opinions 
on one topic, showing a complete list of sentences is not very useful. 



Mozibur Raheman Khan , Rajkumar Kannan; Extracting Sentiments and Summarizing Health Reviews from Social 
Media Using Machine Learning Techniques, Transactions on Machine Learning and Artificial Intelligence, Volume 6 
No 1 February (2018); pp: 24-41 

 

URL: http://dx.doi.org/10.14738/tmlai.61.3595   32 
 

Aggregated Ratings. Proposed the advanced summary is reported in [50], aggregated ratings, which 
combine statistical summary and text selection. Based on the discovered aspects using clustering and 
topic modeling, they average the sentiment prediction results of phrases for each aspect as the final 
sentiment rating for that aspect. Aspect ratings are shown with representative phrases.  

Summary with a Timeline. Opinion trends over a timeline reflected in [51, 52]. General opinion 
summarization focuses on finding statistics of the ‘current’ data. In reality, opinions change as time goes 
by. Opinion summary with a timeline helps us to see the trend of opinions on the  target easily, and it also 
tells ideas to further analysis. To figure out what changes people’s opinions, we can analyze the events 
that happened at the drastic opinion change.  

2.5 Terminology Finding 
In terminology finding, there are basically two techniques for is discovering terms in corpora: symbolic 
approaches that rely on syntactic description of terms, namely noun phrases, and statistical approaches 
that exploit the fact that the words composing a term tend to be found close to each other and reoccurring 
[19-22]. However, using noun phrases tends to produce too many non-terms (low precision), while using 
reoccurring phrases misses many low frequency terms, terms with variations, and terms with only one 
word. 

3 Feature Based Reviews Summarization 
Figure3 provides the architectural overview of our health reviews summarization system. The inputs for 
the system are, a doctor’s name and the salient features from the corresponding reviews. The output is 
the summary of the reviews as the one shown in the introduction section. The system performs the 
summarization in three main steps (as discussed before), the first step is  Mining health features features 
that have been commented on by health consumers; the second is identifying opinion sentences in each 
review and deciding whether each opinion sentence is positive or negative, and finally Summarizing the 

results. These steps are performed in multiple sub-steps.  

 
Figure 3: Architecture of Feature-based Reviews Summarization System 
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3.1 Data Collection and Preprocessing 
We have collected a corpus of reviews from www.ratemds.com websites and these downloaded reviews 
were placed in the review database. As a preprocessing step the portions containing the reviews were 
extracted from html pages and these reviews were tokenized and separated into individual sentences. 
We then find those frequent features that many health consumers have expressed their opinions on. In 
the last two steps, the orientation of each opinion sentence is identified and a final summary is produced. 
Note that POS tagging is the part-of-speech tagging [28] from natural language processing, which helps us 
to find features and opinion. Below, we discuss each of the sub-steps in turn. Here is the review from the 
ratemds.com 

3.2 Part-of-Speech Tagging (POS) 
Identifying the interesting features from the health review are usually nouns or noun phrases. Thus the 
part-of-speech tagging is crucial. The process also identifies simple noun and verb groups (syntactic 
chunking). The following figure shows a sentence with POS tags shown in fIgure4. 

 
 
 
 

 
Figure 4: POS tagging 

3.3 Frequent Features Identification 
Before identification of an individuals persons features on which many people and   patients have 
expressed their opinions, lets us explain what patients like to provide their opinion for respective features 
before discussing frequent feature identifications. Here is an example of a medical review written by the 
patients 

 

 
Figure 5: An example of review authored by health consumer 

 

This sentence expresses the satisfaction of user with the standard service which is provided by a medical 
consultant. Here the patient’s talks about the doctor attribute such as listening and solving the patient’s 
problems. Sometime some features are implicit and hard to find. For example i like this office because I 
ve got good service and great Dr. 

Here, the health consumer is talking about the staff of the hospital and other feature, but the word staff 
does not appear in the sentence. In this work, we focus on finding features that appear explicitly as nouns 
or noun phrases in the reviews. Here, we find the frequent features, i.e., those features that are talked by 
many health consumers. In our context, an item set is simply a set of words or a phrase that occurs 
together in some sentences. 

The main reason for them to use association mining is because of the following observation. It is common 
that a customer review contains many things that are not directly related to product features. Different 
customers usually have different stories. Thus using association mining to find frequent item sets, is 

<S> <NG><W C='PRP' L='SS' T='w' S='Y'> I </W> </NG> 
<VG> <W C='VBP'> am </W><W C='RB'> absolutely 
</W></VG> <W C='IN'> in </W> <NG> <W C='NN'> awe 
</W> </NG> <W C='IN'> of </W> <NG> <W C='DT'> this 

 

Great Doctor! For the one of the few times ever, I can say I felt like a doctor was genuinely interested in listening to me and 
trying to solve my problems! 
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appropriate because those frequent item sets are likely to be the product features. When no one talks for 
a product or product feature, those noun/noun phrases are said to be infrequent are likely to be non-
product features. 

3.4 Opinion Words Extraction 
We now identify opinion words and these words are primarily used to express subjective opinions. Clearly, 
this is related to existing work on distinguishing sentences used to express subjective opinions from 
sentences used to objectively describe some factual information [36]. Subjective and objective categories 
are potentially important for many text processing applications and Work on subjective opinion [37, 38] 
has established a positive significance correlation with the presence of adjectives. Thus the presence of 
adjectives is useful for predicting whether a sentence is subjective, i.e., expressing an opinion. This paper 
uses adjectives as opinion words. Opinion words extraction for those sentences that contain one or more 
health features, as we are only interested in health consumer’s opinions on these health providers. Let us 
first define an opinion sentence. 
 

Definition: opinion sentence 
If a sentence contains one or more product features and one or more opinion words, then the 
sentence is called an opinion sentence. We extract opinion words in the following manner (Figure 6) 
 

for each sentence in the review database 
      if (it contains a frequent feature, extract all the adjective Words as opinion words) 
                 nearby adjective is recorded as its effective opinion for each feature in the sentence . 
                     for each feature in the sentence  

   the nearby adjective is recorded as its effective opinion. 
   /* A nearby adjective refers to the adjacent adjective that modifies the noun/noun phrase that is a 
frequent feature. */ 

 

Figure 6: Opinion word extraction 
 

3.5 Infrequent Feature Identification 
Finding Frequent features are very easy that people normally exchange their comment for given entity. 
However, there are some features that only a small number of people talked about. These features can 
also be interesting to some patients/persons willing to derive health benefits and also to the service 
providers. The question is how to extract these infrequent features (association mining is unable to 

identify such features)? Considering the following sentences: 
“The facility of the hospital is good.” 

“The location of the hospital is good.” 
 

for each sentence in the review database 
if (it has  no frequent feature but one or more opinion words) 

{ 
Find the nearest noun/noun phrase around the opinion word. These nearest 
Noun/noun phrases is said to be infrequent feature. 
} 

Figure 7: Infrequent feature extraction 
 

Most of the time the nearest noun/noun phrase modifies opinion word. This simple heuristic seems to 
work well in practice. A simple problem exit with the infrequent feature identification using opinion words 

http://dx.doi.org/10.14738/tmlai.61.3595


Transact ions on  Machine  Learn ing and  Art i f i c ia l  Inte l l igence Vol  6 ,  No 1 ,  Feb 2018 
 

Copyr ight © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 35 
 

is that it could find some feature that are irrelevant. There is the reason to use common adjectives to 
describe a lot of objects, including both interesting features that we want and irrelevant ones. This is not 
a serious problem because the number of infrequent features, compared with the number of frequent 
features, is small. They account for around 15-20% of the total number of features as obtained in our 
experimental results. Infrequent features are generated for completeness. Frequent features are more 
important than infrequent ones because we need to display the summary of the frequent feature first 
and then low ranked feature and thus will not affect most of the users. 

3.6 Sentiment Classification 
Sentiment classification is similar to traditional binary-classification problem. There are many 
classification techniques are exit for different domains. We used three classification techniques namely 
Logistic Regression (LR), Support Vector Machine (SVM) and Gaussian Naive Bayes (GNV). Logistic 
Regression widely used in disciplines ranging from credit and finance to medicine to criminology and 
other social sciences. Logistic regression is considered to be very effective.  

The second one is SVM is a supervised machine learning algorithm which works well with exiting text 
categorization[46].The goal of this machine learning algorithm is to find a decision boundary between two 
classes that is maximally far from any point in the training data. There is one interesting property of SVM 
is that their ability to learn can be independent of the dimensionality of the feature space. The third one 
we have used is Gaussian Naive Bayes classifiers. All these techniques are not involved in finding the 
features that is commented by different user. 

 
                              Figure 8: Summarization screen shot     Figure 9:  Screen shots with reviews 

Figure 8 shows the empty screen receives an input that is a doctor name and the corresponding features 
then rating is calculated and Figure 9 explains rating and summarizing the particular doctor reviews and 
we can read all the reviews. 

It is easier to some type of probability models that naive Bayes classifiers can be trained very efficiently in 
a supervised learning setting. In many practical applications, parameter estimation for naive Bayes models 
uses the method of maximum likelihood; in other words, one can work with the naive Bayes model 
without accepting Bayesian probability or using any Bayesian methods. With small number of training 
data we can estimate the parameters necessary for classification. 
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3.7 Summary Generation 
Now we are ready to generate the final feature-based review summary, which is straightforward and 
consists of the following steps:  

• For each discovered feature, related opinion sentences are put into positive and negative categories 
according to the opinion sentences’ orientations.  

• Ranking of all features is done according to the frequency of their appearances in the reviews. Feature 
phrases appear before single word features as phrases normally are more interesting to users. Different 
types of rankings are also possible. For an example, we can choose the rank of features based on the 
number of reviews that express positive or negative opinions.  

The following shows an example summary for the feature “Recommend” of a doctor. It is not necessary 
that the individual opinion sentences (and their corresponding reviews, which are not shown here) can 
be hidden using a hyperlink to enable the user to have a quick look of global view of the summary. 

Dr. Gretchen 
Feature    Recommend 
Rating    * 
 

Positive:  
<We highly recommend him> 
<Dr. Liddell is wonderful and I recommend him highly to my friends and family> 
<She even remembers past conservations we've had! Appointments are readily available but am sure once word gets out 
how good she is, it will get harder! Highly recommend Dr. Bortolotti.> 
<I finally found my Doctor! Took 20 years!!!!She never rushes you out of her office, and if you call to speak to her, SHE calls 
you back. (instead of a nurse) I would highly recommend!!I highly recommend her. I highly recommend her to everyone.> 
…. 
Negative :  
 

<The only complain is long wait to see her.> 
<With that said I highly recommend her...She doesn't just go "by the book.> 
<" I highly recommend her!I really like him and his staff, but have had some trouble with getting prescriptions filled in a 
timely manner, which I found frustrating, but was only an issue because I was in and out of town (and may have been> 
 ... 

Figure 10: Review summarization of a health service provider 

4 Experiments and results 

4.1 Data Sets 
We have collected health reviews of one fifty doctor from ratemds.com and these collected reviews have 
been placed in reviews database. This site provides hundreds of reviews for thousands of doctor from 
across the globe. Each of the reviews includes a text review and other numeric ratings are available for 
various other features. We have received all these from family doctor/GP. The site provides numerical 
rating of four aspects namely staff, punctuality, helpfulness and knowledge. Textual comments are written 
by the health consumers with an average of three sentences. For each doctor, we first downloaded the 
first available reviews. Looking at the sites nearly we can understand that there are ten important 
specialty available. They are Internist, Gynecologist,Family/general, peddiatrist ,Dentist,Psychiatrist, 
Orthopedist,Cardiologist, Gastroenterologist, Dermatologist and so on. For each specialty there are top 
reputed doctors are available and each doctor is receiving hundreds of reviews. For hundred and fifty 
doctor, we have collected 1745 reviews and these reviews are summarized. 
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Figure 11: Screen shot of health review for a doctor Mitch Freeman 

This proposed technique has been implemented in python and we now evaluate our sentiment’s 
extraction and health reviews summarization system from the classification perspectives. We have a 
corpus of 1745 reviews and these review documents were then cleaned to remove HTML tags. After that, 
NLP preprocessing techniques is used to generate part of-speech tags. Our system is then applied to 
perform summarization. 

We must identify the orientation of the opinion, is positive or negative. If the user gives no opinion in a 
sentence, the sentence is not tagged as we are only interested in sentences with opinions in this work. 
There is a small complication in feature tagging is that features can be explicit or implicit in a sentence. 
Most features appear explicitly in opinion sentences, e.g., punctuality in “The wait is a little long but well 
worth the time spent”. Some features may not appear in sentences. We call such features implicit features, 
e.g., punctuality in “The doctor manages his appointment time properly”. Both explicit and implicit 
features are easy to identify by the human tagger.  

Another issue is that judging for evaluation, we manually read all the reviews. For each sentence in a 
review, if it shows user’s opinions, all the features on which the reviewer has expressed his/her opinion 
are tagged and the opinions in reviews can be somewhat subjective. It is not difficult to judge the  opinion 
is whether it is  positive or negative, even in a  sentence which expresses its opinion clearly. However, 
deciding whether a sentence offers an opinion or not can be debatable. For some extreme cases, we 
reached a consensus between the primary human tagger (the first author of the paper) and the secondary 
tagger (the second author of the paper). 

4.2 Results and Discussion 
Bar chart provides the precision and recall results of the feature generation function of Feature Based 
Summarization. We evaluated the results at each step of our algorithm. The figure10, 11 and 12 gives the 
recall and precision of frequent feature generation for each doctor using three different classifier. The 
results indicate that the frequent features contain a lot of errors especially in Gaussian Naïve Bayes, i.e., 
low precision and moderate recall. 

The results can be improved by applying SVM which shows better results than previous one. We can see 
that the precision is improved marginally and recall is improved drastically. There is another dramatic 
improvement in the precision by applying logistic regression techniques. The recall level almost does not 
change comparing to the previous step.  
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                                                 Sentiments 

Figure 12: Precision and Recall using LR for Medical reviews data sets 

 

Sentiments 

 

                            Sentiments 

Figure 13: Precision and Recall using SVM for 
medical reviews data sets 

Figure 14: Precision and Recall using GNV for Medical 
Reviews data sets 

 

5 Conclusion 
In this paper, we proposed a set of techniques for extracting sentiments and summarizing the health 
reviews based on data mining and natural language processing methods. The objective is to provide a 
feature-based summary of a large number of health reviews of various doctors available online. Our 
experimental results indicate that the proposed techniques are very promising in performing these tasks. 
We sincerely believe that this problem will become increasingly important as more people are expressed 
their opinions on the Web. Summarizing of all will be useful to health consumers and also crucial to health 
service providers.  
 

In future, we can extend this work to provide the aggregated summary of the information provided with 
large number of reviews available for given, respective provider. We plan to further improve and refine 
our techniques, and to deal with the outstanding problems such as the intensity of opinions, opinion 
changes over a period and investigating opinions expressed with adverbs, verbs and nouns. 
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