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  ABSTRACT 

In this paper, an efficient approach for automatic and accurate sky region detection from fisheye images 

is proposed. The proposed approach starts by segmenting the acquired image into regions using Statistical 

Region Merging method. After that, the segmented regions are characterized using local RGB color 

descriptor using image quantization. The next step consists of classifying the characterized regions into 

sky and non­sky regions by using maximal similarity based region classification through Hellinger kernel­

based distance. In order to improve the obtained region classification results, a segment analysis based 

technique using Line Segment Detector is proposed. Experimental results prove the robustness and 

performance of the proposed procedure. 

Region classification, RGB color descriptor, Segment analysis, LSD, Hellinger kernel­based distance. 

1 Introduction	

Sky region detection is necessary for many applications and it is one of the most significant subject matter 

commonly seen in outdoorimages. In the application of autonomous ground robot navigation, a robot 

should understand its surrounding environment by visual sensors; A precise sky detection can improve 

efficiency of road detection for independent ground robot. Sky detection can improve accuracy of GNSS 

based localization [3, 5, 9], can be used for scene classification, and is often employed to achieve more 

effective content­based image retrieval [6]. Most existing sky region detection algorithms are mainly 

based on color priors [1, 2, 11]. In the method proposed in [1], both image simplification and classification 

are employed. First, the acquired image is simplified using a geodesic reconstruction [10] with an optimal 

contrast parameter. Second, the two classes (sky and not­sky) are classified from the simplified image. For 

that, a set of supervised (Bayes, KNN and SVM) and unsupervised (Fuzzy C­means, KMlocal,Statistical 

Region Merging and Fisher) clustering algorithms are compared with the purpose todefine the best 

classifier in terms of good classification rate. The method proposed by El merabet et al. [2] is constituted 

of four major steps: (I) A simplification step that consists in simplifying the image with an appropriate 
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couple of colorimetric invariant and exponential transform. (II) The second step segments the simplified 

image in different regions of interest using Statistical Region Merging segmentation method. (III) The third 

step, the segmented regions are represented with a number of local color image region descriptors. (IV) 

The fourth step applies a supervised MSRC (Maximal Similarity Based Region Classification) method by 

using Bhattacharyya coefficient­based distance to classify the characterized regions into sky and non­sky 

regions.  

Unfortunately, this color information based sky region detection approaches are often accompanied with 

false positives especially for some challenging cases like presence of buildings with the same color of sky 

(generally blue, white), or windows with mirrors or even mirrored buildings that reflect the color of sky. 

The purpose of this research is the development of an algorithm for sky detection from fisheye images 

with more accuracy, which should effectively deal with the above mentioned drawbacks. The method we 

propose is composed of two main phases: 1) an image­content classification method is used in order to 

classify the regions of the image into sky and non­sky and 2) an LSD [13] (Line Segment Detector) based 

segment analysis technique is performed in order to refine the obtained classification results.  

The paper is organized as follows: Section 2 presents the image­content classification method employed 

in this research. Section 3 presents the LSD based segment analysis technique introduced to refine the 

classification results obtained with the image­content classification method presented in Section 2. 

Experimental results are shown in Section 4. Conclusions and future works are derived in Section 5. 

2 Image-Content	Classification	Method	

In this work, in order to obtain the preliminary classification results of the acquired fisheye images into 

sky and non­sky regions, we use the method introduced in [4]. This method is composed of several steps 

(cf. Figure 1): 1/ image simplification, 2/ image segmentation, 3/ region features extraction and 4/ region 

classification. these steps will be detailed in next sections. 

 

Figure 1: Flowchart of the image-content classification method. 

2.1 Initial	segmentation	using	Statistical	Region	Merging	

As pointed out previously, the first step of the framework introduced in previous work of the authors [4] 

consists in partitioning acquired images into homogeneous regions with the same properties. Obviously, 

poor segmentation results could potentially impact the system reliability, i.e., the quality of classification 

results provided by the proposed procedure is strongly dependent on the segmentation results. In this 

work, in order to obtain a preliminary fisheye image segmentation, we have, like [4], used SRM (Statistical 

Region Merging) algorithm [8] that seems to be more adapted when considering the objectives of our 
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application. SRM algorithm presents several advantages: 1/ it allows defining a hierarchy of partitions; 2/ 

it runs in linear­time by using bucket sorting algorithm while traversing the region adjacency graph (RAG); 

3/ it dispenses dynamical maintenance of RAG; and 4/ it does not only consider spectral, shape and scale 

information, but also has the ability to cope with significant noise corruption and handle occlusions. Figure 

2 illustrates an example of segmentation result via SRM algorithm. 

 

Figure 2: Segmentation result using Statistical Region Merging (SRM) method. From left to right: initial 
image, its SRM segmentation result and corresponding region map. 

2.2 Region	representation		

The main goal of this research consists in identifying the regions corresponding to sky in fisheye images. 

For this purpose, we need first to characterize the segmented regions, obtained by using SRM algorithm, 

with a suitable descriptor. Œe extraction of this local image region descriptor, used as input to the region 

classification algorithm, permits to provide a global region representation with high level description than 

raw image pixels allowing thus, to discriminate robustly between the different regions in the treated 

images. In the present study, we have used RGB color histogram which is implemented as follows: each 

RGB color channel is first uniformly quantized into l levels, after that, the color histogram of each 

segmented region is produced in the feature space of z = l × l × l bins. Let I be an image containing N pixels 

quantized in z=16×16×16=4096 color bins, the RGB color histogram of a segmented region ℛ  is 

represented as. 

ℎ���(ℛ) = [ℎℛ
� ,ℎℛ

� ,… ,ℎℛ
� ] (1) 

Where 

�ℛ
� = �(

∑ ��|�
�
���

�
); j∈ ℛ  ���  0 ⩽  i ⩽  z. (2) 

�ℛ
�  is the ith normalized histogram bin and τ=card(ℛ) is the number of pixels in the region ℛ. ��|�is the 

conditional probability of the selected jth pixel belonging to the ith color bin. It is expressed as follows: 

��|� = �
1,�� �ℎ� ��ℎ ����� �� ��������� ���� �ℎ� ��ℎ ����� ���

0,��ℎ������
 (3) 

2.3 Region	classification	

In this stage of our method, we dispose of segmented regions ℳSRM obtained via the SRM algorithm and 

which are characterized using the RGB color histogram as local image region descriptor. the challenge 

herein is to classify these characterized regions into sky and non­sky regions. To this end, we use the 

supervised region classification method introduced in [4]. Since this algorithm is a supervised procedure, 

we have first created two learning databases ℬobjand ℬback  that are constructed respectively with m 

distinctive textures of sky regions and n distinctive textures of non­sky regions such as building, road, tree, 

etc. Figure 3 illustrates the two constructed learning databases ℬobjand ℬbackused in this work. Algorithm 
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1 consists first in calculating the similarity between the characterized regions (ℛ∈ℳSRM) and those of the 

two learning databases ℬobjand ℬbackthrough Hellinger kernel­based distance which represents the cosine 

of angle between the unit vectors representing the two regions to be compared: 

 (��ℛ
� ,........,��ℛ

� )�and(���
� ,........,���

�)�  

where �ℛ
� is the normalized histogram of the region ℛ, the superscript i represents its ith element. z = l×l×l 

= 4096 represents the feature space. Note that the higher the Hellinger distance ϱ(ℛ , �) (cf. Eq. 4) 

between regions ℛ and �  is, the higher the similarity between them is. That is to say that the angle 

between the two histogram vectors is very small involving that their histograms are very similar. 

�(ℛ,�) = � ��ℛ
� .��

�
�

���
 (4) 

After that, the algorithm assigns an unknown region ℛ to a class �n, if the average of the K first high 

similarity measures calculated between the region ℛ  and the regions of the learning database 

corresponding to the class �nis maximal, i.e, 

Algorithm 1 Region classification algorithm. 

Require: I ← The set �SRMof segmented regions.  

1: ℬobj← learning database of sky regions.  

2:ℬback← learning database of non­sky regions (building, road, tree, etc.).  

3:  

4: Calculate the local image region descriptor for all regions of �SRMand for those composing ℬobjand ℬback.  

5: for each candidate region ℛ∈�SRMdo  

6: Calculate Λ���
� = {�(ℛ,��); (��)���..� ∈ ℬobj}, the similarity vector between ℛ  and ℬobj . �(ℛ,��)  is the 

similarity between R and the region ��∈ℬobj. 

7: Calculate Λ����
� = {�(ℛ,��); (��)���..� ∈ ℬback}, , the similarity vector between ℛ and ℬback. �(ℛ,��) is the 

similarity between R and the region ��∈ℬback.  

8: Get the order of  Λ���
�  and  Λ����

�  by decreasing sorting;  

9: Calculate ����
ℛ =

� �(ℛ,��)
�
���

�
 , K ≤ m, the mean of the K first elements of Λ���

ℛ .  

10: Calculate �����
ℛ =

� �(ℛ,��)
�

���

�
 K , K ≤ n, the mean of the K first elements of Λ����

ℛ   .  

11: if (φ���
ℛ  ≥ φ����

ℛ ) then 

12: Thee region ℛ has the maximal similarity with ℬobj, it is then classified as a part of sky.  

13: else 

14: The region ℛ has the maximal similarity with ℬback, it is then classified as a part of background.  

15: end if 

16: end for 

return : The Final segmentation map. 

 

�∗(ℛ) = argmax
��∈�

1

�
� �(ℛ,��)

�

���

,�� ∈ ��,� = 1,2 (5) 
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where ℬ1and ℬ2are the learning databases corresponding to the classes �1and �2, ℛ is a query, and ϱ is 

the similarity measure. 

 

 

Figure 3: Example of learning databases used in this work. From top to bottom: learning database �backof 
background (vegetation, building, etc) and learning database �objof sky. 

3 Segment	Analysis	Technique	

The region classification method introduced previously allows achieving good classification results. 

Unfortunately, in some challenging cases like the presence of buildings with the same color as sky region 

(generally blue and white colors), windows with mirrors or even mirrored buildings that reflect the color 

of sky region, the method performs worse. Indeed, the method is failing to distinguish between building 

and sky regions with the same color using only color information in the region descriptor, it is then 

accompanied with false positives. Figure 4 illustrates some false detections generated by Algorithm 1 

described above. To deal with this shortcoming and therefore improve sky region detection results, we 

propose to couple Algorithm 1 with a segment analysis procedure. This strategy is based on a detection 

of segments on which we establish two hypotheses. The first one supposes that the confusion between 

the vegetation and sky regions is highly impossible via Algorithm 1. the second hypothesis postulates that 

buildings, referring to their constitution, contain a significant number of segments. The final sky detection 

strategy we have developed consists of four steps described below: 

(1) Detection of segments in the image.  

(2) Creation of an optimized mesh.  

(3) Conversion into a density map.  

Region classification via the whole proposed approach  

 

Figure 4: False detections generated by Algorithm 1. 
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3.1 Segments	detection	

This step constitutes the cornerstone of the proposed alternative to overcome the shortcoming of 

Algorithm 1 and thus will improve the system reliability in terms of classification of the content of fisheye 

images into two classes (sky, not sky). Many methods of segments detection exist in the literature like 

Hough transform, Dseg, LSD [13], etc., however many of them make their parameters optimized for a 

targeted application. According to one of our application constraints, related to the optical sensor used: 

a color camera with a fisheye lens providing a field of view of more than 180 degrees with significant 

distortions, we have opted to use the algorithm LSD which others the best results. The LSD (Line Segment 

Detector) method is a segment detection technique that focuses on the orientation of the gradient and a 

strict selection of the segments detected. Figure 5 illustrates an example of segments detection on both 

grayscale and geodisk reconstruction by dilation (GRD) images. Note that the detection results obtained 

with the LSD algorithm in the framework of our application are promising since we have a large number 

of segments detected in the building regions and little in the other regions (vegetation, trees, etc.) of the 

image. 

 
Figure 5: Detection of segments with LSD. From left to right: the original image, detected segments on grayscale and on GRD 

images. 

3.2 Creation	of	an	optimized	mesh	

As pointed out in the previous step, we have obtained a high density of segments detected in the buildings 

but also on their contours. The next step consists in connecting different segments to create shapes with 

closed contours which will be labeled to create a map of regions coinciding with building areas. Œe 

objective herein is to refine the classification results obtained by Algorithm 1, i.e., reclassify building 

regions which are classified as true positive (sky region). For that, the creation of the mesh concerns only 

the detected segments composed of non­sky pixels. That being said, the segments having one of their 

extremities present in sky area are removed to avoid unnecessary connections of segments in sky regions. 

During the segment connection step, only the segments where the corresponding extremities are very 

close to each other in a Euclidean distance sense are connected by a new segment. The tests we have 

carried out conclude that a value of 20 pixels (distance between extremities of two segments candidates 

to connection) gives good results. Figure 6 illustrates an example of mesh obtained from segments 

detected in an image. As can be seen from this figure, the mesh result shows a large concentration of 

small­sized regions in the building areas. 

 

Figure 6: Illustration of segment detection (left), and creation of a mesh (right). 
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3.3 Conversion	into	a	density	map	

The so called density map is obtained by filling all the holes in the mesh obtained in the previous step. 

Figure 7 illustrates the density map corresponding to the mesh of Figure 6. These results, which confirm 

the hypotheses previously mentioned, are therefore very satisfactory. 

 
Figure 7: Illustration of the creation of a mesh (left), density map (right). 

3.4 Region	classification	via	the	whole	proposed	approach	

It is a question herein to define the class to which each region ℛ belongs among the two possible classes: 

sky and non­sky, from the region map and the density map previously calculated (cf. Figure 8). The use of 

the density map allows each region to be assigned a density percentage, i.e., the ratio between the 

number of pixels belonging to the density map within the candidate region ℛ and the total number of 

pixels of the same region. In order to optimize and strengthen decision­making on classes to which image 

regions belong, we start by considering that each region ℛ, initially classified as sky region via Algorithm 

1, whose density percentage is less than 90% of the image, will be automatically classified as sky region. 

In contrary, if this percentage is greater than 90%, whatever the classification result of Algorithm 1 (sky 

or non­sky), the region will be classified as non­sky region. Let ℛ∈ region map and �R is the density 

percentage. The class to which the region ℛ belongs is determined using Eq 6. Algorithm 2 illustrates the 

steps of the whole proposed approach. 

� = {
��� �� �� < 90%  �� Ω(�) = ����

��� − ��� �� �� >= 90%
 (6) 

where Ω is the set of obtained sky/non­sky regions via Algorithm 1. 

 

Figure 8: Merge of density and region (cf. Figure 2) maps. From left to right: density map, region map and the 
obtained merging result. 

Algorithm 2 Proposed approach 

Require: I ← input image.  

�SRM← SRM Area Map.  

Ω ← obtained sky/non­sky regions via Algorithm 1.  

1: �GRD← Apply the GRD contrast to the gray level (I).  
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2: Detection of segments in �GRDimage with multiple resizing.  

3: Creation of an optimized mesh.  

4: CD ← Conversion of the mesh to a density map.  

5: for each candidate region ℛ∈�SRMdo 

6:Calculate the density percentage �ℛ = Number of CD 

pixels/number of pixels in ℛ 

7: if�R< 90% et Ω(R) = �skythen 

8:           The region ℛ is classified as a sky region.  

9:else 

10: The region ℛ is classified as a non­sky region.  

11: end if  

12: end for 

13: The classification process is complete.  

14: returnThe final map of detection 

 

4 Experimental	Results	

In this section, we are interesting in assessing the ability of the proposed approach to deal with the 

detection of sky zones from fisheye images. We begin by a qualitative evaluation of the proposed method 

using representative test images. Figure 9 illustrates an example of visual comparison of the region 

classification results. From top to bottom: classified image into two classes (sky and non­sky) obtained by 

Algorithm 1 and classification result obtained by the proposed approach. In Figure 9, the sky boundaries 

are drawn with green color and superimposed upon the initial images. Basing on visual evaluation of these 

results, one can see clearly that, due to radiometric similarity between some pixels belonging to building 

and sky regions, several non­sky parts are classified as true positive (sky region). In contrary, from the 

second row of Figure 9, it is clear that the proposed approach demonstrates excellent accuracy in terms 

of sky boundary extraction. This means that the majority of the sky zones present in the images are 

detected with good boundary delineation. Indeed, our method shows reliable results across complex 

environment composed of sky, building, road areas, vegetation, etc. 

As for quantitative evaluation, we use measures widely employed in evaluating effectiveness. They 

constitute a useful and accepted tool in object recognition field [12]. The 150 fisheye images of the tested 

dataset were first manually delineated. then, they are used as a ground truth image segmentation to 

assess the accuracy of automated sky regions extraction. The obtained results and reference ones are 

compared pixel­by­pixel. Each pixel in the images is categorized as one of the four possible outcomes: 

(1) True positive (TP): Both manual and automated methods label the pixel belonging to sky.  

(2) True negative (TN): Both manual and automated methods label the pixel belonging to background.  

(3) False positive (FP): The automated method incorrectly labels the pixel as belonging to sky.  
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Figure 9: Visual comparison of region classification results. From top to bottom: classified image into two classes (sky and 

non-sky) obtained by Algorithm 1 and classification result obtained by the proposed approach. 

 

(4) False negative (FN): The automated method does not correctly label the pixel truly belonging to sky.  
 

To examine detection performance, the number of pixels that fall into each of the four categories TP, TN, 

FP, FN are determined, and the following measures are computed: 

 

������ =
��

�
 × 100 (7) 

��������� =
��

�� + ��
 × 100 (8) 

�1 = 2 ×
 Precision ×  Recall

�� + ��
 (9) 

Accuracy =
�� + ��

�� + ��
 × 100 (10) 

  

������ =
(T P × T N) −  (FP ×  FN)

�(T P +  FP)  × (T P +  FN) ×  (T N +  FP) ×  (T N +  FN)
 (11) 

Table 1 summarizes the average (on the dataset) of the performance indicators recall, precision, F1 

measure, Accuracy and MCC according to Algorithm 1 used alone on the one hand and with the proposed 

segment analysis technique. It can be clearly seen that the proposed method maximizes the performance 

indicators compared to Algorithm 1 used alone. Indeed, the proposed approach demonstrates its 

effectiveness as it shows superior performances, which confirms hence the conclusion given from the 

analysis of Figure 9. 

Table 1: Evaluation results using Algorithm 1 and the proposed approach (Algorithm 2) 

Method Recall (%) Precision (%) F-measure (%) Accuracy (%) MMC (%) 

Algorithm 1 98.66 96.36 97.48 99.00 0.97 
Proposed approach (Algorithm 

2) 
98.90 97.48 98.18 99.10 0.98 
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5 Conclusion	

In this paper, an automatic sky region detection method is proposed. The procedure we proposed includes 

a region based classification method and a segment analysis based technique. The first method is used in 

order to classify segmented regions via Statistical Region Merging, characterized by RGB color descriptor, 

into two classes (sky and non­sky regions). Œe second method is introduced in order to refine the 

classification results, especially the regions belonging to building area which were mistakenly classified by 

the first method as true positive (sky region). As highlighted by the obtained results, the proposed 

approach is therefore able to distinguish perfectly the sky/non­sky areas in a fisheye image. For future 

works, we plan to improve the effectiveness of the proposed approach by proposing new color descriptors 

and evaluate the impact of other segment detection methods on the quality of the classification results. 
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