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ABSTRACT 

Hadoop, considered nowadays as the defacto platform for managing big data, has revolutionized the way 

customers manage their data. As an opensource implementation of mapreduce, it was designed to offer 

a high scalability and availability across clusters of thousands of machines. Through it two principals’ 

components, which is HDFS for a distributed storage and MapReduce as the distributed processing engine, 

companies and research studies are taking a big benefit from its capabilities.  

However, Hadoop was designed to handle large size files, so when it comes to a large number of small 

files, the performance can be heavily degraded. The small file problem has been well defined by 

researchers and Hadoop community, but most of the proposed approaches only deal with the pressure 

caused on the NameNode memory. Certainly, grouping small files in different possible formats, that are 

most of time supported by the actual Hadoop distribution, reduce the metadata entries and solve the 

memory limitation, but that remain only a part of the equation. Actually, the real impact that 

organizations need to solve when dealing with lot of small files, is the cluster performance when those 

files are processed in Hadoop clusters. In this paper, we proposed a new strategy to use efficiently some 

one of the common solution that group files in a MapFile format. 

The core idea, is to organize small files files based on specific attributes in MapFile output files, and use 

prefetching and caching mechanisms during read access. This would lead to less calls of metadata from 

the NameNode, and better I/O performance during MapReduce jobs. The experimental results show that 

this approach can help to obtain better access time when the cluster contain massive number of small 

files.  

Keywords  Cloud Hadoop, HDFS, Small Files, SequenceFile, MapFile 

1 Introduction		

 Apache Hadoop, an opensource framework initiated by Yahoo!, developed for storing and processing 

data at a large scale on clusters of thousands of commodity hardware. Meanwhile, it offers a reliable, 

scalable, and fault tolerant platform deployed by many big companies such as Facebook, Google, IBM, 

Twitter and others to manage Terabytes to Petabytes of data.  

Hadoop was designed to handle large files, especially when traditional systems are facing limitations to 

analyze this new data dimension caused by the present data explosion.  However, large files are not the 
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only kind of files that Hadoop deployments needs to manage, the diversity of all kind of data becomes a 

standard in most of big data platform. There are many fields that produce tremendous numbers of small 

files continuously such as analysis for multimedia data mining [6], astronomy [7], meteorology [8], signal 

recognition [9], climatology [10,11], energy, and Elearning [12] where numbers of small files are in the 

ranges of millions to billions. For instance, Facebook has stored more than 260billion images [13]. In 

biology, the human genome generates up to 30 million files averaging 190KB [14].  

1.1 HDFS	–	Storage	Layer		

HDFS, The Hadoop distributed file system provides high reliability, scalability and fault tolerance.  It's 

designed to be deployed on big clusters of commodity hardware. It’s based on a masterslave architecture, 

the NameNode as a master and the DataNodes as slaves. The NameNode is responsible for managing the 

file system namespace, it keeps tracks of files during creation, deletion, replication [3] and manages all 

the related metadata [4] in the server memory. The NameNode splits files into blocks and sends the writes 

requests to be performed locally by DataNodes. To ensure a faulttolerance system, blocks replicas are 

pipelined across a list of DataNodes. This architecture as shown in “Fig.1”, with only one single NameNode 

simplifies the HDFS model, but it can cause memory overhead and reduces file access efficiency when 

dealing with a high rate of small files. 

 
Figure. 1:    HDFS Architecture 

1.2  MapReduce	–	Processing	Engine	

In the current version of Hadoop, Google rearchitected the processing engine to be more suitable for 

most of big data applications needs. The major improvement of Hadoop was the introduction of a 

resource management module, called YARN, independently of the processing layer. This brought 

significant performance improvements, offered the ability to support additional processing models, and 

provided a more flexible execution engine. Because of its independency architecture, existing MapReduce 

applications can run on YARN infrastructure without any changes.  

The MapReduce program execution on YARN can be described as follows: 

i. A user defines an application by submitting its configuration to the application manager 

ii. The resource manager allocates a container for the application manager 

iii. Resource manager submits the request to the concerned node manager  

iv. The Node manager launches the application manager container 

v. The application manager gets updated continuously by the node manager nodes, it monitors the 

progress of tasks 

When all the tasks are done, the application manager unregisters from the resource manager, like so, the 

container can be allocated again, See “Fig. 2”. 
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Figure. 2:    YARN – Yet Another Resource Manager 

 

The rest of this paper is divided into the following, section 2 lists the existing solutions in the related 

literature. Section 3 present the proposed approach. Section 4 is allocated for our experimental works 

and results. Finally, Section 5 for conclusion and expectation.  

2 Related	Work	

To deal with the small file problem, numerous researchers have proposed different approaches. Some of 

those efforts have been adopted by Hadoop and are available for use natively, more precisely, Hadoop 

Archives (HAR Files) and SequenceFile. 

 

 
Figure. 3: HAR File Layout 

 
Figure 4: SequenceFile File Layout 

Hadoop Archive packs small files into a large file, so that we can access original files transparently, see 

“Fig. 3”. This technique allows more storage efficiency, as only metadata of the archive is recorded in the 

namespaceof the NameNode, but it doesn’t resolve other constraints in terms of reading 

performance.Also, the archive cannot be appended while adding more small files. The SequenceFile 

technique is to merge a group of small files in a flat file, as keyvalue pairs, while key is the related file 

metadata and value is the related content, see “Fig. 4”.  
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Unlike the HAR files, the SequenceFile supports compression, and they are more suitable for MapReduce 

tasks as they are splittable [15], so mappers can operate on chunks independently.However, converting 

into a SequenceFile can be a timeconsuming task, and it has a poor performance during random read 

access. 

To improve the metadata management, G. Mackey et al. [16] merged small files into a single larger file, 

using the HAR through a MapReduce task. The small files are referenced with an added index layer (Master 

index, Index) delivered with the archive, to retain the separation and to keep the original structure of files. 

C. Vorapongkitipunet al. [17] proposed an improved approach of the HAR technique, by introducing a 

single index instead of the twolevel indexes. Their new indexing mechanism aims to improve the 

metadata management as well as the performance during file access without changing the implemented 

HDFS architecture.  

Patel A et al. [18] proposed to combine files using the SequenceFile method. Their approach reduces 

memory consumption on the NameNode, but it didn’t show how much the read and write performances 

are impacted.  

Y. Zhang et al. [19] proposed merging related small files according to WebGIS application, which improved 

the storage effeciency and HDFS metadata management, however the results are limited by the scene. 

D. Dev et al. [20] proposed a modification of the existing HAR. They used a hashing concept based on the 

sha256 as a key. This can improve the reliability and the scalability of the metadata management, also the 

reading access time is greatly reduced, but it takes more time to create the NHAR archives compared to 

the HAR mechanism. 

P. Gohil et al. [21] proposed a scheme for combining small file, merging, prefetchingthe related small files 

which improves the storage and access efficiency of small files, but does not give an appropriate solution 

for independent small files.  

3 The	Proposed	Approach	for	Small	File	Management	
 

The core idea behind our approach is to combine different clients’ files that contain sets of small files, 

when relevant, and merge them through a merger process, to be stored in an optimal way before closing 

the current SFA connection. This implementation has been achieved in our previous work, See “Fig 5”, as 

the main task of the Small File Analyzer Server. In the current research, we improved the proposed SFA 

server, to handle other modules that offered us the possibility to consider other parameters during the 

merger process. 

We introduced a sorter process, that can operate as an independent module in the SFA server. The 

compressor module is another added module, that allowed us to compress merged files that are no longer 

used, or rarely called, such a way we can benefit from a considerable benefit of storage capacity. Also, we 

used a prefetching and caching technique to boost the performance while reading the same small files. 
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Figure. 5: SFA Architecture 

 
Figure. 6: SFA improved Architecture 

For simplicity, the clients’ files are stored in the archaically files system of the SFA server, connecting 

clients’ streams directly to the merger is not covered in the scope of the current study. However, its 

considered to maintain the same concept when extending that implementation. The clients’ files are 

scanned through the java "BasicFileAttributes" interface.  
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3.1 Merger	

This process group sets of files together based on the collected file system attributes, as for many 

application logic, this can make sense when files are consumedfor processing. For example, in some 

weather application, it may be interesting to combine files of the same period of each year. In Elearning, 

files are grouped by disciplines, and so on. The SFA can also combine files based on substring of the file 

name, which is in many production cases, a hidden attribute of other properties like location, gender, or 

simply a type of source (station, sensor, satellite…). “See. fig 7” 

 
Figure 7: AWS dataset example - continuous record of Earth’s land surface as seen from space. 

The predefined strategy of the merger is defined in the master configuration file. Common attributessuch 

as date, size, owner, type and name are assigned coefficients up to the administrator strategy.The 

coefficients are set by a group of combined files “See. Fig 8" 

  

 
 Figure 8: SFAcoefficient of attributes per combined queue 

To maintain a flexible implementation, one can define a new attribute in a specified section of the master 

configuration file (exp : sfa_cust1_att in "Fig 8"), then it’s possible to use it similarly as the common 

predefined attributes. The assigned priority is from 0 to 9 while 0 refer to an ignorable attribute. Finally, 

the list of files is identified in the corresponding queue of the SFA memory. Each file is assigned a value 

based on the priority of attributes strategy. 

3.2 Sorter	

This process is tightly coupled to the merger, as the list of files is ready to be consumed. the sorter use 

the assigned values by the merger to each file, and use a sorting algorithm based on quicksort to generate 

the ordered final list.  

Quicksortis a wellknown sorting algorithm[19], that performs the best among its competitors.  It’s based 

on divideandconquer logic, through the three principals’ phases described below, Quicksort is used to 

sort a random array of numbers, that refer in our case to the generated values for each file by the merger. 
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Consider an array S[1 .. k] 

Phase I: Divide 

The input array S[l .. k] is divided in two 

empty subarrays:  

S[l .. m1] and S[m+1 .. k]. The subarrays are 

constructed in a way that every left element 

of S[1 .. m1] should be smaller or equal to 

S[m], and every right element of S[m+1 .. k] 

should be bigger than S[m]. This phase is 

about choosing the index m, which is called 

the pivot element.  

Phase II: Conquer  

Its about sorting each subarray, S[l .. m1] 

and S[m+1 .. k] trough recursive calls of 

quicksort.  

Phase III: Combine  

One the subarrays are sorted, we combine 

them together to form the sorted array S[l .. 

k]. 

Sorter Algorithm:  

Consider a list of numbers S [1 .. k] 

quicksort(S)  

if |S| = 0 then S  

else let  

p = pick a pivot from S  

S1 = s ∈ S | s < p   

S2 = s ∈ S | s = p   

S3 = s ∈ S | s > p   

(S1 ,S3 ) = quicksort(S1 ) || quicksort(S3 )  
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in  

append(S1 ,append(S2 ,S3 ))  

end 

For our implementation, the values assigned by the merger, permit us to use a prioritybased selection 

technique. Where the pivot is not selected randomly in the beginning, then its selected with the highest 

value. This can help reducing time to choose better pivot.We should emphasize that the pivot elements 

selected in each subarray created are used only for dividing the elements in the two subarrays, their 

position is not part of a comparison, but it is a result of the last move of this comparison.  

 "See. Fig 9"  

 
  Figure 9: Run example of quicksort  

  

The sorted list of files generated in this phase is stored on the HDFS in MapFile format, which is one of the 

HDFS supported format, that was introduced to reduce entries in the NameNode memory while dealing 

with a lot of small files. Moreover, it consists of an indexed SequenceFile to reduce time access compare 

to sequential read in SequenceFiles.  See “Fig 10”. 

 
Figure. 10:    MapFile File Layout 

3.3 Compressor			

This process, is not by default activated. In fact, to analyze how the small files are affecting the Hadoop 

cluster, we import records from the FSimage of the NameNode, which contain a complete state of the 

HDFS state, then we aggregate data to store it in a reference handled by the database of the SFA, see “Fig. 

11”.     
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Figure. 11:    SFA reference steps 

This reference is completely independent of the functionality of our SFA sever, and can be built on a new 

server if the performance is impacted. Though, it allow us to get some very useful information and reports 

about the small files in our cluster, such as : 

 Files < 512 Kb ) 

 Files < 512 Kb (Grouped by Path)  

 Files < 512 Kb (Grouped by Owner) 

 Files < 512 Kb (Grouped by Date) 

 Number of blocks with a used space < 60% 

 Most called files per MapFile (hot small files) 

 Files being called in more than one month (per user, per path, per MapFile) 

 … 

The compressor process, is used to compress MapFiles values when relevant, scheduling this feature is 

not recommended but it remain possible in this implementation based on MapFiles age if needed.  

3.4 	File	Prefetching	and	Caching	:		

Prefetching and caching technique has been implemented in this study, to improve MapReduce jobs 

performance when small files are processed. In fact, prefetching can reduce the disk I/O overhead, and 

improve the access time as data can be brought to the cache before being requested.  When a small file 

is requested, the metadata for the MapFile are pulled from the NameNode and the DataNodes that holds 

the related blocks is identified. Though, if the metadata of that MapFile exist in the local memory of the 

SFA server, no request is sent to the NameNode. Therefore, it becomes efficient to read small files with 

less requests sent to the NameNode. Also, on the DataNode level, a small file request, is usually combined 

with the MapFile that contain it, that specific format provide an index to determine the location of each 

small file through its key and then its offset and length.  Once the small file is located, the MapFile index 

is cached in the SFA memory, and the specifics requested small files are cached in the DataNode memory. 

This can help accessing contained files directly in the next subsequent calls. To avoid memory overhead 

on the DataNodes, LRU algorithm was used to keep most called objects and manage future allocations 

efficiently [20]. Caching the specified objects in the DataNodes are achieved through mlock() and mmap(), 

because storing data offheap will not affect garbage collection when the amount of cached data is large.  

4 Experimental	Evaluation		

  
The experimental test platform is in this paper is achieved on an implemented cluster of one NameNode, 

4 Datanodes, and the SFA server. The NameNode is a server of 3.10 GHz clock speed, 16GB of RAM and a 

gigabit Ethernet NIC. Each DataNode offer a 500GB Hard Disk, and they are deployed on Ubuntu 14.04. 

The SFA server is built on 3.10 GHz clock speed, 16GB of RAM, and deployed on Ubuntu 14.04.The 

replication factor is kept as the default value 3, and the block size of HDFS is chosen as 64Mb.  The 

experimental datasets are basically standard autogenerated.We use Hadoop version 2.6.2 and java 

version 1.8.0_65. 
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To evaluate our approach, the same datasets are stored in three different ways. Initially, the datasets are 

uploaded directly on HDFS without grouping in any format. Then the datasets are uploaded into HDFS 

using Hadoop Archive (HAR format). 

Finally, we stored files through the SFA server to compare the result of the previous strategies with our 

approach. The evaluation was based on memory usage and timecost for writing and reading small files.In 

the HAR case, original files are deleted at the end of HAR merging. 

4.1 Comparison	of	the	NameNode	Memory	Usage		

 

 
Figure. 12: NameNode memory usage 

According to “Fig. 12”, when we store small files through SFA, or in HAR format, The NameNode 

memory consumption is too low due to the reduced entries of metadata, as each list of files in MapFile or 

HAR file require only the related metadata for the whole merged file.  

4.2 Comparison	ofthe	required	time	for	storage		

To compare the required time for storage, we uploaded a set of datasets, from 1000to 20 000 small files, 

in 3 ways as described for memory usage evaluation.  

 

 
Figure. 13 Comparison of the required time for storage 
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According to“Fig. 13”, the SFA greatly outperforms native HDFS and the HAR. This is because combing 

clients’ files and attributes aggregation allow better block allocations, and reduces the NameNode 

requests for each client’s writing request. 

4.3 Comparison	of	the	random	and	sequentialreading	time	of	small	files		

To evaluate the reading time, we selected randomly different number of small files from each previous 

upload case (HDFS, HAR and SFA). We downloaded randomly 200, 500, 1000, 1500, 2000, 4000, 6000 and 

8000 files from the total amount (20 000 files) in each case. Respectively we evaluate the required time 

for each download operation.  

 
Figure. 14 Comparison of the reading time of random small files   

 
 
 

 
Figure. 15 Comparison of the reading time of sequential small files    
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Figure. 16 Comparison of the reading time of random small files / 3 times    

According to“Fig. 14” and “Fig. 15”,when reading random selected files, SFA can reduce the access time 

by 24% and 13% compared to HDFS and HAR respectively. When reading sequential lists of files, SFA 

outperforms HDFS but it remains a bit slower than HAR. The reason is that the increase of the number of 

files can increase the number of seek operations on DataNodes through the index structure of MapFiles, 

which can result in the higher reading latency. For SFA, reading random files results in better access 

efficiency than reading sequential lists of files. Moreover, according to “Fig. 16”,the randomaccess time 

can be improved after the second and third call of the same sets of small files, which proves clearly the 

efficiency of prefetching and caching mechanism on the DataNodes and the SFA sever.   

5 Conclsion	and	Future	Works		
 

In this paper, we focus on improving the cluster performance while processing small files. The SFA server 

has been used to combine clients’ small files into MapFiles. This technique has been improved in the global 

approach, which consist of grouping elements in specific order. Sorting small files per categories, up to 

the application logic, is a promising concept that can improve the reading time access. In fact, the memory 

usage has been addressed as the main problem in many researches, while in this study, we consider it as 

only one part of the small files problem equation. Our approach addresses the aspect of how the 

distribution of small files in a specific format can influence the cluster performance. Different strategies 

are now adopted in Hadoop to solve the small files problem, but there is a lack of standardization, as most 

of the solutions remain useful in specific environmentsbut not in others. Offering a system to analyze 

different aspects of the small files problem can help organizations to understand better the real factors 

that control the impact of their datasets. 
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