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 ABSTRACT 

 The demand for wireless sensor network technology has been increasingly needed in recent years for 

several major applications, including environmental monitoring, where nodes deployed in nature detect, 

process and transfer the environmental data in an autonomous way. However, the performance of early 

detection of the fire event after data fusion processed by this WSN’s system will be less reliable since the 

majority of the other nodes do not detect the fire yet (at the beginning of event). That is why the present 

work is conducted. It proposes an intelligent strategy of data fusion of temperature and humidity sensors 

hybridized with an intelligent scanning technique. This model will allow the early detection of alarm from 

the beginning of fire event and guarantee a good monitoring of area state with an ongoing localization of 

fire zone. The result proves a very good performance in terms of reliability of the early detection and 

tracking fire propagation.  

Keywords— Wireless sensor networks (WSN); early detection; data fusion; scanning technique; fire event; 

monitoring. 

1 Introduction		

As the exploitation of the wireless sensor networks [1] is strongly demanded in several fields, such as the 

environment (as discussed in [2][3][5][12]), the army and medicine...etc, some scientific researchers 

still lay their focus on the same direction in order to find promising resolutions to improve the 

performance of these sensors in terms of energy consumption, routing protocols, compression and 

transmission of distributed data, and collaborative signal processing which shapes our main interest, 

particularly, the processing of the multisensor data fusion. 

Regarding the studies on the reliability of alerts, it is affirmed in several related works that the fusion of 

information multisensors plays a primordial role for a good reliability of alert. However, several fusion 

models (as in [4]  [5]) treat the alert issue based on the acquisition of data provided from the nodes 

deployed in the surveillance field, in the case of a fire event and at the very beginning, minorities of the 

nodes immediately detect the fire, while, the other nodes that are still far from the event, have not 

detected the fire yet. The system, then, starts the calculation based on all the collected data. Such 

reasoning requires sufficient propagation of the fire before it is detected by the system, which 
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systematically generates an alert delay that can cause burns of large areas of the monitored 

environmental zone. 

In addition, many of these proposed approaches of researchers (as in [4] and [5]), have not discussed the 

information filtering processing, which is an interesting operation that allows to avoid the impact of 

erroneous data on the processing of information fusion. 

It is in this regard, the present work proposes an intelligent architecture of data fusion related with a 

scanning technique in order to reliably detect and locate the fire zone at the beginning of its propagation 

in the area. Such a model also takes into account the intelligent elimination of erroneous collected 

information. 

2 Proposed	Work	

2.1 Global	Model	Architecture		

For the discussion of the proposed model, let’s consider that n nodes are dispersed in the monitored 

environment; these microsensors are capable to detect, collect and transfer the collected environmental 

data in an autonomous way (physical quantity of temperature and humidity) to the Sink point through a 

specific routing of the data. This Sink processes these data and transfers them to the control center where 

the central computer performs processing, fusing and decisionmaking operations. 

This part intends to present a global fusion plan. This model reacts intelligently from the beginning of the 

fire with a minimum possible of propagation. Generally speaking, this model discusses a two data fusion 

modes hybridized with a scanning algorithm applied to the matrix of collected measurements. This 

proposed model contains global hierarchical steps (Fig. 1), each of which will be discussed separately in 

the present work. 

 

Figure 1 Global model process. 

2.2 Description	of	The	Steps		

2.2.1 Primary Fire Detection 
This part discusses a fusion approach that guarantees detection of fire from its first beginning by using at 

first the KNN classifier [6][7] for making a local decision in single node (first mode of data fusion), also, 

allowing to make a final reasoning of fire event based on collected samples of the neighboring nodes by 
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using the Equal Gain Combiner (EGC) fusion rule [8] chained to the KNN classifier (second mode of data 

fusion). 

a) First Mode of Data Fusion 

This part focuses on the application of KNearestNeighbors algorithm (KNN) [6][7] for evaluation of the 

combined data resulting from temperature and humidity measurements (see Fig.3) of single node. And 

to define the KNN algorithm, the latter is among the most common methods for classification of the 

objects, applied since 1970's as a statistical estimation technique, this classification is based on a voting 

system of its K nearest neighbors which are measured by the similarity function (or distance) relative to 

the target data [6]. This distance is usually measured by applying the Minkowski distance [9][10], 

described as following: 

               MD  = (∑ (|�� − ��|)��
��� )

�

�                                                                                     (1) 

Where �� and �� are the coordinates of the two points X and Y, while the parameters: u and p are selected 

by user (u=2, p=2 in our approach). 

Let n = 100 nodes geographically dispersed in a surveillance zone with a surface of  90x90 m2 where each 

known location node is distanced by 10m from its nearest neighbors. These nodes are capable to measure 

the physical quantities of temperature and humidity.          
 

 

 

Figure 2 Local fusion and decision process inside node (First mode of data fusion). 

Therefore, to apply this local data fusion operation by using KNN (as shown in Fig.2), we have in the same 

node Cx (x is an index, x  [1; 100]), a case of collection of two physical quantities samples of temperature 

type denoted Tsx, and of humidity type denoted Hsx. Given that DLocalx(Hsx,Tsx) represents a result point 

based on these two coordinate samples where each combined DLocalx(Hsx ,Tsx) must be processed and 

assigned to one of  two clusters : Fire Cluster and None Fire Cluster as described in Fig.3.  
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Figure 3 Definition of clusters regions according to temperature and humidity ranges. 

As you can see, the previous clusters which are defined on two axes (Humidity and Temperature), express 

opposite hypotheses, their intervals in both axes, are carefully chosen by the user, taking into account the 

favorable conditions that generate the fire and also the climate of this geographical area being monitored. 

Note that these clusters are stored on the database and used as basic information on which KNN classifier 

can refer to decide. 

According to Fig.3, the DLocalx point expresses the danger state if it’s assigned to {Fire Cluster. Until now, 

as mentioned, it is information considered independent and specific to a single node. And to avoid any 

errors or malfunction or false testimony from a failing node, as a node detects such an alarm, the system 

reacts and begins to seek confirmation of the information by the occurrence of the nearest neighboring 

node (Fig. 4). At this stage, an analysis of fusion operation of these samples including the sample of the 

first sensor is initiated in order to confirm the presence or none of the fire, this new operation of data 

fusion called a second mode of data fusion that will be discussed in the next section. 

 

 

 

 

 

Figure 4 Example of the first node with its four neighboring nodes detecting the fire (N=5) 
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b) Second Mode of Data Fusion 

Let MD (2), a matrix of the local estimation samples denoted Dpi (i =1, 2...n) provided by n = 100 nodes, 

where Dp=1 represents a ‘fire state’ while Dp =0 represents a ‘none fire state’, those decisions are 

collected for each t=. 

                   MD= �
��� ⋯ ����

⋮ ⋱ ⋮
 ���� ⋯ �����

�                                                                      (2) 

We take the case of detection of the first node Cx located inside the matrix, which means that Dpx=1 as 

already mentioned. In this respect, the data fusion based on this sensor and the four surrounding 

neighbors is established to testify about the existence of fire or none. The proposed processing of the 

second mode of data fusion has been broken into phases which have been illustrated in the following 

Fig.5  
 

 

Figure 5 The proposed process of the second mode of data fusion over five nodes. 

The first stage processes the combination of measures shipped from sensors of the same category by 

applying the EGC fusion rule [8], the latter is among the most common algorithms of data fusion, it has 

thus shown its effectiveness in terms of speed in processing and its reliability of output with a minimum 

amount of information required, more than that, compared to some algorithms as mentioned in [8], it is 

considered robust and stable for a wide range of SNR. 

At the output of the EGC blocks, we find ourselves with two fused samples of temperature and humidity 

denoted Tfx and Hfx, the latter are subsequently the coordinates of a combined sample denoted DFusx(Hfx, 

Tfx), which is acted as a target data to the KNN algorithm, this one, classifies the new data given the same 

reasoning previously discussed in the local fusion with a slight change in the boundaries of the intervals 

of the two clusters, this change in limits is taken into account in this mode of fusion in order to guarantee 

the correct decision based on a majority of the nodes among N (Nmax=5) which provides measurements 

belonging in the same hypothesis. The output of the processing translates the final decision noted FDx, 

which estimates the state of the area covered by these nodes.  
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Parallel processing begins on the matrix zone (Fig.6) after detecting the fire by the first node Cx, as already 

mentioned, the system takes the state of solidification of the information by application of data fusion 

with the neighboring nodes, this algorithm takes into account the location of the first node detecting the 

alarm with their neighbors situated in this matrix zone, consequently, the number N of the nodes varies 

automatically between 3 and 5 as described in Fig.6. 

According to Fig. 6, the primary analysis fusion can be established on the basis of a number N of nodes 

that are located in one of the 3 mentioned regions.  The first region, which is presented inside the matrix, 

processes the data fusion of the first node with its four neighbors. The second region comprises the four 

matrix edges (without corners) where the data fusion of four nodes is initiated. The third region includes 

the four corners of the area with an established data fusion of three nodes. 

 

Figure 6 Definition of three different regions of data fusion in the matrix zone. 

2.2.2 Scanning of The Matrix Data 
After confirming a beginning of a fire start by the proposed technique above, it becomes essential to 

disclose continually the areas affected during the propagation of the fire. The scanning operation of the 

matrix zone is performed from the first affected area by a reasoning of data fusion of N nodes, the same 

operation is conducted again after incrementing or decrementing the scanning process in the matrix. 

The scan, in this case, divides the matrix from the first detection point into two zones namely: A and B as 

shown in Fig. 7 (it may be just a single zone of the entire matrix if the fire starts from one of the four 

regions corners). Thus, this scan starts from the same detecting point and scans these two zones to the 

end points taking into account that each new data fusion is processed based on a number N (3, 4, or 5 

nodes) depending on the location of the fusion operation on the matrix during scanning. 

 

Figure 7 Scanning of the data matrix in two zones A and B (case of first detection inside the matrix zone). 
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On the one hand, this operation contributes to identifying the sensors that detect the fire and to avoiding 

sensors providing incorrect data or sensors that are located in an area that is still intact. On the other 

hand, it allows determining the direction and the extent of the propagation of the fire and also monitoring 

the surface of the burned zone. This reasoning will be described in the next section. 

2.2.3 Detection, Location and Monitoring of The Affected Area. 
 

At the end of the scan, a new matrix of final binary decisions denoted Mext (3) is extracted. Through this 

matrix, we can actually illustrate the state of each part of the zone. Obviously, this illustration comes after 

having decided (fire or nonefire) based on each point of Mext, where each point translates the state of 

the local zone under the surveillance field of N neighboring nodes after data fusion. Knowing that the 

system already notes the location of each sensor node, it is easy to identify in this case the zones affected 

by the fire.      

                    Mext = �
F� � ⋯ F� ��

⋮ ⋱ ⋮
 F� �� ⋯ F� ���

�                                                                     (3) 

In order to trace the direction of propagation of the fire, the centroid that is based on the nodes 

responsible for the positive decisions (fire event), is calculated at each new iteration of the scan. This 

centroid is updated at each scanning operation, as shown in Fig.7, noting that each calculated centroid 

becomes the starting point for the new scan processing.  

2.3 Simulation	Results	

Here is an example of a simulation of fire propagation in a square matrix surface monitored by 100 nodes, 

after detecting the first fire event. The system begins scanning iterations and makes a continuous update 

of the affected area with tracing fire propagation path, as illustrated in Fig.8. 

 

Figure 8 Monitoring of the affected area with propagation path tracing. (Example of area burning under 62 
nodes detecting fire, while the area monitored by other 38 nodes is still intact). 
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 And, to evaluate the alarm response time, let’s consider another case where the fire propagates on a 

surface of a circle the center of which is located by the first detector node and has a radius that increases 

by 1 m/s. The response of alarm detection will be illustrated in Fig.9.    

 

 

Figure 9 Responses comparison of alarm detection between the proposed model of data fusion and the raw 
data fusion of the entire matrix samples. 

 

Fig.9 shows the positive response of the proposed method (in red line), where the alarm is triggered after 

a period of 10s, which coincides with a radius of 10m. The latter is reasoned by the distance fixed between 

the first detector and its neighbors. On the other hand, the alarm of a data fusion response of the matrix 

of the raw samples (in blue line) is triggered after a delay time of 67s which coincides with 67m of the 

radius of the burned zone circle; therefore, it can really causes great environmental damage. On the 

premise of this reasoning, the proposed method shows its efficiency in terms of vigilance and rapidity of 

alert response. 

3 Conclusion	

In this work, we have presented a new approach of multisensor data fusion with two types of physical 

quantities (temperature and humidity) integrated in nodes deployed in a surveillance environmental area. 

It has also presented an intelligent strategy of hybridization between a data fusion operation and a 

scanning technique. In brief, this approach aims at making the early detection of fire event more reliable, 

with a minimum possible of fire damage while maintaining monitoring of the area state and defining a 

continuous tracing the fire propagation path. 

 The simulation results of the proposed approach show a very effective performance of early detection 

and prove efficient monitoring and accurate localization of the affected area.  

We have considered using fast response algorithms (such as the KNN classifier and the EGC fusion rule), 

which are based on a simple arithmetic calculation that allowed for a flexible processing with a low energy 

consumption in WSN’s system. 
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