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ABSTRACT 

This paper presents a study on automatic speech recognition (ASR) systems applied to home automation. 

So a detailed study of the architecture of speech recognition systems was carried out. The objective is to 

select a speech recognition software that must operate in remote speech conditions and in a noisy 

environment. The proposed system is using an ASR toolkit called Kaldi, which must communicate as an 

open platform communication (OPC) client developed in C++, with any home automation system. The 

latter behaves like an OPC server. 
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1 Introduction		

Speech is the most natural mode of communication. Through it, we can give voice to our thoughts. We 

can use it to express opinions, ideas, feelings, desires or to exchange, transmit, request information. And 

today we do not just use it to communicate with other humans, but also with machines. 

Speech recognition is the technique that allows the analysis of sounds picked up by a microphone to 

transcribe them into a series of words that can be used by machines. Since its appearance in the 1950, 

automatic speech recognition has been constantly improved. Today the applications of speech 

recognition are very diverse and each system has its own architecture and mode of operation. The wider 

the field of application, the greater the recognition models must be (in order to understand spontaneous 

discourses and the diversity of the speakers)[1]. 

In our study, we will be interested in the automatic recognition of speech applied to home automation. 

Indeed, it is the goal pursued by the smart home which is a residence equipped with computer technology 

to assist its inhabitants in the various situations of the domestic life as well in terms of comfort as that of 

security. Automatic Speech Recognition could be an essential contribution to the detection of abnormal 

situations, which is an essential part of a home surveillance system [2]. 

The paper is organized as follows: we start by describing the components of a speech recognition system. 

This is followed by describing components of many speech recognition software and testing their 
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performance in order to choose the one, which will subsequently be integrated into a home automation 

system. 

2 Automatic	Speech	Recognition	

2.1 Overview	

A speech recognition system is intended to associate a sequence of words with a sequence of acoustic 

observations. Thus, from the sequence of acoustic observations X, this system searches for the sequence 

of words Ŵ which maximizes the probability P (W | X) 

 

Figure. 1 Schematics of the operation of a speech recognition system 

which is the probability of emission of W knowing X[3]. The sequence of words Ŵ must then maximize 

equation: 

Ŵ = ������� �
�

�
�                                                                            (1) 

Applying the Bayes rule, we obtain the formula 

Ŵ  = ������
�(� \� )�(� )

�(� )
                                                                   (2)   

Since P(X)	is constant, then: 

Ŵ  = �������(�\� )�(� )                                                                 (3) 

Two types of probabilistic models are used to search for the most probable sequence of words: an acoustic 

model that provides the value of P (X | W), and a language model that provides the value of P (W). Fig. 1 

shows a general schematic diagram of the operation of an automatic speech recognition system[4]. 

2.2 Feature	Extraction	

As can be seen in Fig. 1, the speech signal cannot be directly transformed into hypotheses of word 

sequences. The extraction of its parameters is an important step since it must determine the relevant 

characteristics of the signal. This extraction can be done using multiple techniques, the most wellknown 

ones being parametric analysis, using the LPC (Linear Predictive Coding) method, the cepstral analysis, 

with for example the MFCC (Melscale Frequency Cepstral Coefficients), or the PLP (Perceptual Linear 

Prediction) technique. These different methods make it possible to extract characteristic coefficients for 

each frame. This extraction then makes it possible to obtain the sequence of acoustic observations X [5]. 
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2.3 Acoustic	Model	

The acoustic model is a statistical model that estimates the probability that a phoneme has generated a 

certain sequence of acoustic parameters. A wide variety of acoustic parameter sequences are observed 

for each phoneme due to all variations related to speaker diversity, age, gender, dialect, state of health, 

emotional state. The most widely used methods for acoustic modeling are models based on hidden 

Markov models (HMM) or deep neuron networks (DNN)[6]. 

2.4 Language	Model	

Language models are processes that estimate the probabilities of the different word sequences P (W). 

These models are used to memorize sequences of words from a textual corpus of learning. In the context 

of speech recognition, language models serve to guide and constrain research among alternative word 

hypotheses[7]. The most commonly used language models are ngram models 

2.5 Evaluation	of	speech	recognition	systems	

In order to evaluate several speech recognition systems, they should be compared on the same test data. 

Conventionally, these systems are evaluated in terms of worderror rates[8]. The WER takes into account 

the errors of: 

 Substitution: recognized word in place of a word of manual transcription. 

 Insertion: Recognized word inserted in relation to the reference transcription. 

 Deletion: word of forgotten reference in the hypothesis provided by the speech recognition 

system. 

The WER is expressed by the formula: 

��� =
 ������������� ������������������������

������ �� ����� �� ��� ���������
                                             (4) 

3 Automatic	speech	recognition	tool	

There are several opensource software for automatic speech recognition (ASR). Notable among these are 

HTK, Julius (both written in C), Sphinx4 (written in Java), RWTH ASR toolkit and Kaldi (both written in 

C++)[9]. 

In the first phase, we selected an ASR software with the characteristics adapted to the construction of our 

system, or the least satisfactory to the best of all these needs. After we will describe the features of 

automatic speech recognition supported by this software. 

3.1 ASR	Software:	Kaldi	

To advance our study we choose the voice recognition software called Kaldi. It is an opensource toolkit 

for speech recognition written in C++ and licensed under the Apache License v2.0.[10]. This choice is 

motivated by: 

• Kaldi have modern and flexible code written in C++ that is easy to understand, modify and 

extend. 

• Open license: The code is licensed under Apache v2.0, which is one of the least restrictive 

licenses available. 
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• Extensible design: The algorithms are developed in the most generic form possible. This 

will allow us to easily integrate our home automation. 

• Extensive linear algebra Support: it include a matrixlibrary that wraps standard routines. 

• Complete recipes: it make available complete recipes for building speech recognition 

systems that work from widely available databases. 

• Performance: Kaldi outperforms all the other recognition toolkits[11]. 

3.2 Overview	of	Kaldi	

Kaldi is a speech recognition toolkit consisting of a library, command lineprograms and scripts for acoustic 

modelling [12].The architecture of Kaldi, as described in Figure 2, consists of the following modules: 

• External Libraries: Kaldi depends on two external libraries that are also freely available. 

One is OpenFst for the finitestate framework (FST), and the other is numerical algebra 

libraries such as BLAS “Basic Linear Algebra Subroutines” and LAPACK “Linear Algebra 

PACKage”[13]. 

• Kaldi C++ Library: It contains all the functionalities and different modes of a speech 

recognition system developed by C ++, which are then called from a scripting language for 

building and running a speech recognizer. 

• Kaldi C++ Executables Scripts 

 

Figure. 2 – Kaldi architecture 

As described in the second part of this document, a speech recognition system consists of three modules: 

Parameter extraction, acoustic model, language model. The Kaldi library integrates these three elements 

and proposes the following codes:  

• For the extraction of parameters: the Kaldi code aims at creating standard functions of 

MFCC and PLP, setting reasonable default values, but leaving people the opportunity to 

change the values. 

• For the acoustic model: Kaldi supports conventional acoustic models such as GMM, 

SGMM, HMM and DNN, it is also extensible to new types of models. 
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• For the language models: Kaldi allows to use any language model that can be represented 

as a FST. Therefore,it supports the most used ngram model[14]. 

4 Kaldi	for	Domotics	

 The aim of our work is to integrate our chosen speech recognition software Kaldi, to a home 

automation system. For this, we will first propose an architecture of integration, which will be the object 

of several tests in order to qualify the performances of our model. 

4.1 Integration	Architecture	

In a first step, we propose a communication architecture between Kaldi and a home automation system. 

Our proposal was based on an architecture based on the OPC client / server technique (Figure 3)[15]. This 

choice is motivated by: 

 The C ++ language supports OPC. Thus, Kaldi can be configured as an OPC client [16]. 

 The client / server communication can be integrated with the most home automation systems[17]. 

 

 

 

Figure. 3 – Integration architecture 

4.2 OPC	Routines	for	kaldi	

We will detail in this section the steps developed on Kaldi for the implementation of the client / server 

OPC communication between our ASR software (called client) and home automation system through its 

OPC server.The first step is to connect to OPC Server;the following code will allow this connection: 

The second step is to Create OPC Group Object and Add Tags 

The last step is to configure read and write to and from an OPC server. In our case, we will only 

configure the write: 

 

 

HRESULT hr; 

hr = CLSIDFromProgID(lpwSeverName, &clsid); 

hr = CoCreateInstance(clsid, NULL, CLSCTX_ALL, IID_IUnknown, (LPVOID *)&pUnkn); 

// Get connectionpointer 

hr = pUnkn>QueryInterface(IID_IOPCServer, (LPVOID*)&m_pOpcServer); 

// Write by IOPCSyncIO. 

hr = m_pOPCGroup>QueryInterface(IID_IOPCSyncIO, (LPVOID*)&pOPCSync); 
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5 Conclusion	

After the presentation of the state of the art of automatic speech recognition systems,we described the 

design of Kaldi, a free and opensource speech recognition toolkit. It supports a wide range of methods 

for extracting parameters, acoustic models and language models. We were also able to configure Kaldi as 

an OPC client in order to be able to integrate it into a home automation system through its OPC 

server.Future work will concentrate on implementing this integration in order to test the robustness of 

our system. 
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