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ABSTRACT 

In the current scenario of biometric-based identity verification, a face is still being proved to be an 

essential physiological evidence for successful person identification without letting know the target. 

Nevertheless, repeated attacks of intruders can cause the face recognition system insecure because of 

easy availability of face images or pictures of a person in social networks or in other networked resources. 

Spoofing facial identity in a biometric system is not a difficult task for intruders. When an intruder presents 

a photograph or a video containing a face of a person in front of a networked camera which is integrated 

with a face biometric system, spoofing is referred to as presentation attack. Without anti-spoofing 

mechanisms, biometric systems are at high risk in case of susceptible attacks. Thus, detecting face spoof 

in a face biometric system is a challenging research field. The aim of this paper is to summarize some of 

the most popular face spoof detection techniques which are proved to be beneficial for the researchers 

to make it an indispensable aspect in biometrics. 

Keywords:  Biometrics, Face biometric, Face spoofing, Face anti-spoofing, Printed photo attack, Replay 

video attack, 3D mask attack, Plastic surgery attack, Texture analysis, Motion analysis, Liveness detection, 

Image quality analysis. 

1 Introduction 

In the area of person identification, biometric-enabled applications are increasing day by day because it 

is found much more secure than any other security means such as password, token, PIN or key, as each 

person have their unique characteristics to be identified themselves correctly. The face is an important 

physiological evidence which is very popular in biometrics because of its non-intrusiveness and simplicity 

in use. Despite several advantages of a biometric system, it may get worse day by day because of spoofing 

face evidence done by some unauthorized attackers and intruders. Attackers find various ways to spoof 

the face data from a biometric system. Easy availability of face images or face videos of a person in social 

networks may take in intruders to take advantage of face spoofing in a biometric system. They present 

the face images or face videos at the face of the camera and try to spoof the system. Due to advancements 

in medical science, plastic surgery of a face could be a possible threat to a biometric system. The 3D face 

mask as well helps the attackers to spoof the face data in this area. Thus, consolidation of a powerful face 
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spoof detection technique with existing biometric system can be achieved and this requires to be 

addressed urgently. 

Currently, biometric researchers are working towards this specialized area to integrate such novel ideas 

together to make robust anti-spoofing systems. TABULA RASA (Trusted Biometrics under Spoofing 

Attacks) [49] is a European Commission funded project working under the Seventh Framework Program. 

This project addresses some of the issues of spoofing attacks to trusted biometric systems. 

Different techniques for spoof detection [1-8], [10], [14], [50] are introduced by different researchers in 

this area. The authors in [1] proposed a liveness detection technique using motion estimation which is 

able to detect 2D spoof attacks. Motion estimation is done using optical flow. Experiments on a private 

database showed that 6% false-alarm against about 14% false-acceptance. An optical flow based method 

to capture and track the delicate movements of different facial parts is presented in [2] assuming that 

facial parts in real faces can move differently than in photographs. The method suggested in [14] 

differentiates the 2D images of face prints and 3D live faces by considering the Lambertian reflectance. 

Latent reflectance features are extracted in this method using a variational retinex-based method and 

Difference-of-Gaussians (DoG) based approach. The latent reflectance features are then applied for 

classification. Geometric invariants are used to detect replay attacks, proposed in [4] using two video 

databases. A score level fusion approach using LBP, the histogram of oriented gradients and Gabor 

wavelets computed from the local blocks of a face image is given in [5]. The histogram computed from all 

the blocks are concatenated later for three different feature descriptors and further, it generates three 

feature vectors. Kernel approximations of each of the three feature vectors are computed, and a linear 

support vector machine (SVM) is used for classification. In the end, the match scores of all three SVMs are 

fused to produce the final results. The authors report in [6] that HTER on the Print Attack dataset is 0%. 

LBP from three orthogonal planes (LBP-TOP) is applied to detect spoofing in the Replay Attack database. 

LBP-TOP exploits the temporal information by computing LBP histograms in the XT and YT planes along 

with spatial data in the XY plane. This approach achieved best HTER of 7.6%on the Replay Attack dataset. 

However, LBP-TOP is found computationally expensive and may not scale to real-time applications. In a 

recent work discussed in [7] is an extended work of the technique proposed in [3] to an image-based 

spoofing detection based on the fact that the brightness of the LCD screen affects the recaptured image, 

which makes the image edges more susceptible to a blurring effect. This approach brings in one new 

intermediate step. Adaptive histogram equalization is done to the image before extracting latent 

reflectance features. The reported results in the publicly available NUAA database and Yale face database 

show that the proposed extension reduced the classification error in more than 50% for high-quality 

printing spoofs in the NUAA database and 65% for images recaptured from an LCD monitor for the Yale 

face database. Faces are described by a combination of several feature descriptors such as shape, color, 

and texture in the work explained in [8]. This work provides improved results, but the combination of 

these descriptors generated high dimensional feature spaces that may not be suitable for standard 

classification methods. An eye blinking based work is proposed in [50]. It is believed that a person blinks 

about once every 2 to 4 seconds and it is averred in the work proposed in [39]. This study uses an 

undirected conditional random field framework to represent eye blinking from Hidden Markov Models 

that relax the independence assumption of generative modeling, with the advantage that the method 

allows to relax the assumption of conditional independence of the observed data. In [10], the contributors 
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are extended the study introduced in [50]. This work introduced a scene context matching in stationary 

face recognition systems. For this, the authors analyze inside face cues such as eye blinking and outside 

face cues, since the background scene is known by the recognition system. The authors reported that their 

method works well to photo-based, video-based and 3D-based spoofing techniques. To detect photo-

based spoofing and 3D models, spontaneous eye blinking inside-face clues can be employed and to detect 

video-based spoofing, outside-face clues of scene context are used. Nevertheless, since a video or image 

background can be easily altered, their method may fail and a 3D model can incorporate the natural 

process of blinking similar to a real eye blinking. A private dataset, in which they obtained almost perfect 

results, is created but not released to the public. Though a bit of face spoof detection techniques has been 

aimed, still their generalization skill has not been adequately addressed. 

In spite of several advancements, researchers are even facing some problems due to the lack of publicly 

available face spoofing databases which hold different types of spoofing attack examples. However, NUAA 

[14] and Print-Attack [22] both are publicly available face spoofing databases which contain only printed 

attacks. CASIA-FASD [9] database contains printed photo, printed photo with perforates eyes regions and 

replay video attacks. These databases are not found very useful because, lack of precise database protocol 

which describes train, development and test set clearly. Therefore, very limited number of studies on 

face-anti spoofing methods are available. 

The paper is organized as follows. Section 2 describes some useful terminologies related to biometrics 

and face spoof detection techniques. Research challenges are introduced in Section 3. Section 4 explains 

the taxonomy of face spoof detection techniques where categorizations of face spoof are given. Existing 

face spoof detection algorithms, and their pros and cons are discussed in Section 5. Section 6 reports the 

competitions held and their results on face spoof detection. Section 7 presents different databases which 

are available on face spoof detection. Comparison of different face spoof detection algorithms is 

presented in Section 8. Concluding remarks are made in the last section. 

2 Some Useful Terminologies 

2.1 Biometrics Traits 

Biometrics refers to machine vision technology designed for distinguishing a person based on one or more 

physical or behavioral features and it is widely used in access control and security systems. A biometric 

system can use face, voice, fingerprint, gait, retina and iris of a person for identity verification. Biometric 

systems can be categorized into two groups, such as unimodal and multimodal biometric systems. 

 

Figure 1. Different types of biometrics. 
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A unimodal system uses single evidence (physiological or behavioral) of a person for identification. It is 

easy to delude. A multimodal system uses more than one biometric evidences of a person for establishing 

the individuality of that individual. It is more secure than the unimodal system. Two types of biometric 

evidence are shown in Figure 1. 

Amongst biometric modalities, face biometric systems are deployed in large number for various security 

applications such as access control, surveillance, and criminal identification. Face biometric is natural, 

intuitive, easy to use and less human – invasive. 

2.2 Face Spoofing Sources 

Face spoofing is a grave threat to identity stealing in face recognition. Face spoofing is a means by which 

an illegitimate person tries to spoof a face biometric system by presenting a face image, video or a face 

mask of a legitimate user at the face of a camera to gain access to the secured resources. One can also 

use make-up or plastic surgery as a means of face spoofing, but the most common sources of face spoofing 

are photographs and videos. As the popularity of using social network websites (Facebook, Flicker, 

YouTube, LinkedIn and others) are increasing among a big number of the world population, therefore, 

photographs and videos of individuals are easily usable with these networks. Face spoofing can be 

categorized into two groups as well. 2D face spoofing and 3D face spoofing. 2D face spoofing could be 

printed photo attack and replay video attack. On the other hand, 3D face spoofing could be 3D mask attack 

and plastic surgery attack. 2D face spoofing is performed with the help of photographs (2D images) and 

videos. This case of spoofing is simple to use and less costly. 3D face spoofing is performed with the help 

of the 3D mask, plastic surgery, and make-up. This case of spoofing needs more cost if plastic surgery is 

employed as a way of spoofing. 

2.3 Face Anti Spoofing 

Face anti spoofing is the countermeasure of face spoofing. In face recognition system, a face is accepted 

at sensor level and then it is passed to the face spoof detection module. If the input face is found to be a 

real face, then it goes to the next phase of the system or it exits if it is found to be a fake face. The objective 

of face anti-spoofing system is to protect the face biometric system from illicit access. In the last decade, 

researchers of this field introduced several face anti-spoofing systems, but it is hard to pick out one 

technique over the others because their operation is extremely dependent on different cases of attacks 

and the events they considered. A block diagram of face anti-spoofing mechanism is shown in Figure 2.  

 

 

 

Figure 2. Anti-spoofing mechanism enabled face biometric system. 
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secured system, which uses face modality for access control, by displaying printed/digital photographs or 

replaying recorded videos on mobile/tablet or presenting themselves after wearing a 3D mask on the face 

or going through a plastic surgery in front of the sensors. So, face spoof attacks can be grouped into four 

categories, such as (a) printed photo attack or digital photo attack, (b) replay video attack, (c) 3D mask 

attack and (d) plastic surgery attack. 

2.4.1 Printed Photo Attack/Digital Photo Attack 

When an attacker attempt to spoof a face biometric system with the help of a printed photograph of an 

authorized person (presenting the photograph in front of the sensor) then it is called printed photo attack. 

Attackers may display the photo of an authorized person on the screen of a digital device such as a tablet 

or mobile phone in front of the camera face, it is then called digital photo attack. Printed photo or digital 

photo is the most usual source of spoofing attack because anybody can download and capture the facial 

image of a person from social networks very well. It represents a sleazy and efficient means to do an 

attack. 

2.4.2 Replay Video Attack 

The replay video attack is performed by presenting the video of an authorized user in a digital device (i.e., 

laptop, mobile phone or tablet) in front of the sensor/camera of face biometric system. The video replay 

attack provides dynamic biometric (i.e., the motion of a user) traits. This type of onslaught is also possible 

because of easy accessibility of videos of a person in social sites. 

2.4.3 3D Mask Attack 

A mask is an object that can be made of different materials normally worn on the faces for different 

purposes. In 3D mask attack, attackers make a mask or clay face to spoof the system. The mask has very 

similar 3D face shape characteristics of the target face. The self - manufacturing of this type of mask is not 

an easy task. Photographic masks can be utilized for this type of approach. High resolution printed 

photographs, in which the eyes and the mouth portion have been cut out are used as a photographic 

mask. 3D face spoofing attack cost is high. 

2.4.4 Plastic Surgery Attack 

In our modern society due to the progress of the medical science and affordability, popularity of plastic 

surgery is increasing day by day. Facial plastic surgery is a component of Otolaryngology that can be split 

into two categories – reconstructive and cosmetic. Reconstructive facial plastic surgery corrects facial 

feature anomalies that may be present from birth, such as birthmarks on the face, cleft lip and palate, 

protruding ears, and a crooked grin. The cosmetic facial plastic surgical procedure improves the visual 

aspect of the facial structures and characteristics. Thus, the original facial information is altered to a great 

extent by this type of surgery and it is a threat to a face biometric system. After going through this type 

of surgery, a person can try to spoof a face biometric system and this is called plastic surgery attack. 

3 Research Challenges 

Identity verification using facial information is a challenging research area in computer vision. Researchers 

of this field face several challenges. This section enlists some of them as follows. 

 Aging of subjects and complex outdoor lighting are common challenges in this area. 
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 It is very much difficult to detect face spoof in liveness detection based technique and motion 

analysis based technique by prompting the user to do some random action or challenge (such as 

a smiling and moving the head in a particular direction). This user’s response (smiling and head 

movement) will provide evidence for liveness detection. The drawback of such approach is that it 

requires user cooperation, which makes the authentication process a time consuming. Thus 

making this type of approach faster is one another challenge in this field. 

 The problem of recognizing a person after undergoing plastic surgery operation is still an open 

challenge for the automatic face authentication system. 

 The face-based biometric systems may be obstructed by wearing regular makeup. Makeup may 

be successfully used to perform direct attacks. 

 A very specific weakness is the potential for identical twins to be authorized interchangeably by a 

face biometric system. 

 In blinking and movement of eyes based liveness detection technique, eyes glasses which causes 

reflection is a challenge for a face spoof detection technique. 

4 Taxonomy of Face Spoof Detection Technique 

In other way, the existing face spoof detection techniques [4-8[, [11], [56], [57], [60] can be divided into 

four groups: (a) Texture analysis based technique [5], [11], (b) Motion analysis based technique [60], (c) 

Liveness detection (active and passive) based technique [57] and (d) Image quality analysis based 

technique [60]. Figure 3 shows the categorization of face spoof detection techniques. Further, their 

advantages and disadvantages are given in Table 1. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Taxonomy of Face Spoof Detection Technique 
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4.1 Texture analysis based Technique 

Texture analysis techniques [5], [11] mainly compare the texture pattern of the face which is captured by 

the sensor in the system with the texture pattern of the real face which is present in the database. These 

techniques take the advantage of detectable texture patterns such as print failures, and overall image blur 

to detect attacks. This approach fights against the printed photo attack. In printed photo attack fake faces 

are printed on paper and presented in front of the camera for verification or identification, the printed 

process and the paper structure that produces texture features can differentiate those printed images 

from real face images. In this situation, texture analysis is useful to identify real faces because printing 

procedure and paper usually contain high texture characteristics. Texture analysis based approach is easy 

to implement and it does not need user collaboration. Textures generated by printed photographs are 

very diverse. Therefore, texture analysis based systems must be robust to differentiate texture patterns 

which require the existence of a very diverse feature set. If the presented printed photo generates low 

texture information, texture analysis based system does not give a good result.  

4.2 Motion analysis based Technique 

Motion analysis based approaches [60] mainly differentiate the motion pattern between 3D and 2D faces.  

Planar objects (2D faces) move significantly different from real human faces (3D objects). Motion analysis 

mainly depends on optical flow calculated from video sequences. Motion analysis is very hard to spoof by 

2D face images. It is independent of texture and user collaboration is not needed. Motion analysis needs 

video, but video having low motion activity does not give good result in motion analysis. This approach 

can be spoofed by 3D sculptures and it needs high quality images. But Real faces display a different motion 

behavior compared to a spoof attempt. 

4.3 Liveness detection based technique 

Detecting physiological signs of life in faces those are captured by the sensor of the face biometric system 

is the goal of Liveness detection approach [57]. Spoofing artifacts that are used for attacks at the sensor 

level of a face biometric system are photographs, videos and 3D masks. Video attacks can be prevented 

by liveness detection. Liveness information can be gathered by user interaction with the biometric system 

that is captured and assessed in real time. Further, liveness detection based techniques can be categorized 

into two sub-groups – (a) active liveness detection and (b) passive liveness detection techniques.  

Active participation of the user is needed in active liveness detection technique. User participation or even 

user awareness does not require in passive approach, but spontaneous eye blinks, facial expressions are 

used. Therefore passive anti-spoofing techniques are usually based on the detection of signs of life.  

4.4   Image quality analysis based technique 

The aim of this type of technique [56] is to check the different qualities of the fake faces (presented by a 

printed photo or digital photo) like specular reflection features, blurriness features, color diversity 

features, chromatic moment features, edge information  and compare these qualities with the real faces. 

Image quality properties of real accesses and fraudulent attacks would be different. Blurriness is 

measured based on the difference between the original input image and its blurred version.  Spoof faces 

are often defocused in mobile phone cameras because spoofing medium usually have limited size, and 

attackers have to place them close to the camera in order to conceal the boundaries of the attack medium. 

Due to this reason, spoof faces tend to be defocused and the image blur due to defocus can be used as a 



Rinku Datta Rakshit and Dakshina Ranjan Kisku; Face Spoofing and Counter-Spoofing: A Survey of State-of-the-

art Algorithms. Transactions on Machine Learning and Artificial Intelligence, Volume 5 No 2 April (2017);  

pp:31-73 
 

URL:http://dx.doi.org/10.14738/tmlai.52.3130                     38 
 

feature for anti-spoofing. Recaptured face images tend to show a different color distribution compared 

to colors in the genuine face images.  Abnormal chromaticity in spoof faces is used as a feature to 

differentiate the real faces with it. The specular reflection component of a face image can be used as a 

feature to differentiate the fake face and real face. The color diversity tends to fade out in the spoof face 

due to the color reproduction loss during image recapture. Therefore color diversity is another parameter 

for image quality analysis based technique. Different features of the image qualities are used in this 

technique. 

Table 1. A brief summary of different face spoof detection technique. 

Name of the 
technique 

Advantages Disadvantages Cost 

Texture analysis 
based Technique 

 Very simple to 
implement 

 No user collaboration 
needed 

 Good feature vectors are 
needed to identify the spoof 

 Low quality image or video 
does not give good result 

Low 

Motion analysis based 
Technique 

 Difficult to spoof 

 Low user collaboration 
needed 

 

 Several video sequences are 
needed 

 Low motion activity in a video 
does not give good result 

 Low response 

 High computational complexity 

 Low robustness(can be 
circumvented by fake motion) 

Medium 

Active Liveness 
detection technique 

 Very difficult to spoof 

 Cover maximum type 
of attacks 

 High user collaboration is 
needed 

 More time consuming 

 Extra devices are needed 

High 

Passive Liveness 
detection technique 

 Difficult to spoof 

 Independent from user 
collaboration 

 Video sequences are needed 
 

High 

Image quality analysis 
based technique 

 Very difficult to spoof 

 No user collaboration 
needed 

 Good generalization 
ability 

 Low computational 
complexity 

 Fast response 

 High quality images are needed 

 Different classifiers needed for 
different spoof attacks. 

 

Medium 

5 Existing Face Spoof Detection Techniques 

This section summarizes various approaches that are successfully used in face spoof detection. This 

section mainly deals with various analysis based techniques as face spoof detections and discuss their 

merits and demerits in addition to the basic framework of each approach.  

5.1 Face Spoofing Detection using Micro-Texture Analysis 

The work exploited in [11] is able to detect the face print attack with the help of a powerful feature 

extraction technique Multi-Scale LBP [12]. Multi-Scale LBP analyzes the texture of the facial images and 
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encodes the micro texture patterns into an enhanced feature histogram [13]. After computing the 

enhanced histograms, they use a nonlinear SVM classifier with Radial Basis Function (RBF) kernel [15] to 

discriminate between the fake faces and real faces to prevent unauthorized access in a face biometric 

system. Authors use publicly available NUAA Photograph Imposter Database [14] which contains images 

of both real client and photo attack for their experiments. This approach uses a combination of Multi-

Scale LBP operators (LBP8,1
u2 , LBP8,2

u2 , LBP16,2
u2) which gives the fine details of the facial surface those are 

important for discriminating real human face images from fake ones. The following algorithm describes 

the whole work presented in [11] where LBP is used as pattern representation technique and SVM with 

RBF kernel is used as pattern classifier. Block diagram of the Micro-Texture analysis approach is shown in 

Figure 4 and various steps are described in Algorithm 1. 

 

Figure 4. Block Diagram of the proposed approach [11] 

Algorithm 1 

Step 1: The face is first detected, then cropped and normalized into a 64×64 pixel image. 

Step 2: Then LBP8,1
u2 operator  is applied on the normalized face image and divide the resulting LBP face image 

into 3×3 overlapping regions 

Step 3: The local 59-bin histograms are computed and collected into a single 531-bin histogram from each 

region. 

Step 4: Two other histograms from the whole face image using LBP8,2
u2 and LBP16,2

u2operators   are computed, 

yielding 59-bin and 243-bin histograms. 

Step 5: 59-bin and 243-bin histograms computed in step 4 are added to the 531-bin histogram computed in 

step 3. Hence, the length of the final enhanced feature histogram is 833 (i.e. 531+59+243). 

Step 6: A nonlinear SVM classifier with RBF kernel is used to classify between live face and fake face using the 

derived feature vector. 

In this experiment, the authors apply three texture operators, namely, local binary pattern (LBP), local 

phase quantization (LPQ) [18] and Gabor wavelets [16] to the whole facial area (without block division) 

separately and computed features from these operators are fed to SVM classifiers for getting the result. 

Equal error rate (EER) of LBP, LPQ and Gabor wavelet texture operators in discriminating live face images 

from fake ones are 2.9%, 4.6%, and 9.5% respectively. LibSVM Library [17] is used for SVM implementation 

in all experiments. Authors compare their approach with the approach proposed by Tan et. al. [14] on the 

same database and using the same protocol. The comparison using area under curve (AUC) method shows 
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that this proposed approach [11] is found superior (AUC=0.99) than the approach proposed by Tan et al. 

(AUC=0.94). This approach is also able to achieve 98% classification accuracy, 0.6% false accept rate (FAR) 

and 4.4% false reject rate (FRR). 

The simulation of spoofing detection takes about 16.5 ms time (in average) to process an image on a 2.4 

GHz Intel Core 2 Duo CPU with 3 GB of RAM using non-optimized C++ code.  This approach is robust, 

computationally fast and does not require user-cooperation. 

5.2 Video-Based Face Spoofing Detection 

This approach discussed in [20] is able to detect the video-based face spoofing attack with the help of 

noise signatures generated by the recaptured videos. Fourier spectrum followed by the computation of 

the visual rhythm [21] is used to obtain a compact representation of the captured noise and gray level co-

occurrence matrices (GLCM) [24] are used as feature descriptor, since this descriptor provides spatial 

distribution and brightness variations of the image regions [25].  After computing the noise signature, the 

visual rhythm (vertical and horizontal) of each video is extracted. Extracted horizontal and vertical visual 

rhythms generate different texture maps. This visual rhythm is then used to classify spoof attempts in 

videos. They are used Support Vector Machine (SVM) classifier with two different kernels: linear and radial 

basis function using the LibSVM [17] and Partial Least Squares regression [23] (PLS) to discriminate the 

fake faces to prevent unauthorized access in a face biometric system. Authors use publicly available NUAA 

Photograph Imposter database [14] and Print Attack database [22] which consists of 200 videos of valid 

accesses of 50 different users and 200 videos of spoof attacks using printed photographs in 320×240 pixels 

resolutions. This approach is described in various steps in Algorithm 2. The block diagram of video-based 

spoof detection is shown in Figure 5. 

Algorithm 2 

Step 1: Extract a noise signature of every input video. 

Step 2: Calculate the Fourier Spectrum on logarithmic Scale for each video. 

Step 3: Extract vertical and horizontal visual rhythms for each video. 

Step 4: Gray Level Co-occurrence matrices is used to extract textural information from visual rhythms. 

Step 5: Extract 12 measures which summarize the textural information from each matrix: angular second 

moment, contrast, correlation, sum of squares, inverse difference moment, sum average, sum variance, sum 

entropy, entropy, difference variance, difference entropy and directionality. 

Step 6: SVM or PLS regression method to classify the patterns that are extracted from the visual rhythms and 

GLCM. 
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Figure 5. Block Diagram of the proposed approach [20]. 

 
In this experiment, authors use four sub-sets of their dataset: (1) Valid #1, comprising 50 valid access 

videos; (2) Valid #2, comprising 50 valid access videos; (3) Attack #1, with 300 attack videos created by 

using the monitors 1, 2 and 3; (4) Attack #2, comprising 300 attack videos created by using the monitors 

4, 5 and 6. In the protocol they devised, a classifier is trained with images from a set of monitors and 

tested with images of monitors it never accessed to. They design two configurations for the experiments.  

The first configuration uses Valid #1 and Attack #1 groups to train the classifiers and Valid #2 and Attack 

#2 groups to evaluate the model found by the classifiers. The second configuration uses Valid #2 and 

Attack #2 groups to train the classifiers and Valid #1 and Attack #1 to test. The monitor characteristics are 

shown in Table 2. 

The results show that visual rhythms calculated on a logarithmic scale Fourier spectrum represents an 

effective alternative to summarize videos and an important forensic signature for detecting video-based 

spoofs. Combining the horizontal and vertical visual rhythms produce 100% AUC in this approach. All 

experiments were performed on an Intel Xeon 5160, 3 GHz dual-core processor with 8GB of RAM running 

on Windows 7 operating system. 

Table 2. Characteristics of the monitors considered in the experiments for creating the video spoofing samples. 

ID Manufacturer Technology used in an image information Screen type 

Monitor1 Itautec LCD Glossy 

Monitor2 LG LCD Matte 

Monitor3 Samsung LCD Matte 

Monitor4 LG LCD Matte 

Monitor5 AOC LED Matte 

Monitor6 LG LCD Matte 
 

5.3 Face Spoofing Detection with Motion Magnification 

This algorithm [26] is used to detect the face print attack and replay attack with the help of the powerful 

feature extraction techniques – Multi-scale LBP [12] and HOOF [27 ], and they are applied after Eulerian 

motion magnification approach is used to enhance the facial expression in captured video. Experiments 

are performed on two publicly available databases namely Print Attack Database [22] and Replay Attack 

Database [28]. For classification, SVM with Radial Basis Function (RBF) kernel [15] is used. The proposed 

approach outperforms existing approaches in terms of accuracy as well as in terms of computational time. 

In this approach, at first, motion magnification is performed using Eulerian motion magnification approach 

[29]. Temporal intensity changes at a given position are directly amplified without the need for explicit 
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estimation using Eulerian motion magnification approach. After performing the motion magnification on 

input video, face spoof detection is performed in two ways, such as (a) texture based spoof detection 

approach with motion magnification and (b) motion based spoof detection approach with motion 

magnification. 

Micro and macro facial motion demonstrated by a subject are enhanced by motion magnification. This 

magnified motion improves the performance of spoofing detection techniques, especially texture based 

approaches. The motion magnification approach with LBP is presented in Figure 6 and various steps of the 

approach are given in Algorithm 3. Further, motion magnification with HOOF is shown in Figure 7 and 

various steps of the approach are given in Algorithm 4. 

 

Figure 6. Block Diagram of the proposed approach [26] with motion magnification. 

Algorithm 3 

Step1: Eye location of face in input video is normalized.  

Step 2: Eulerian Motion Magnification approach is used to enhance facial movements in the video.  

Step 3: Three LBP operators (LBP8,1
u2, LBP8,2

u2 , LBP16,2
u2) with different scales are applied and three global 

histograms are computed. 

Step 4: Concatenate three global histogram those are computed in step 3 and generate a feature descriptor of 

size 361(i.e. 59+59+243) 

Step 5: SVM with Radial Basis Function (RBF) kernel is used to classify between real face and fake face using the 

feature vector which is computed in step 4. 

 
Texture based features are widely used in different research works than motion based features. Global 

LBP features are efficient for spoofing detection. It is more explained in Algorithm 4. 

 

 
 

Figure 7. Block Diagram of the proposed approach [26] with motion magnification and HOOF descriptor 
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Algorithm 4 

Step 1: Eye location of face in input video is normalized. 

Step 2: Eulerian Motion Magnification approach is used to enhance facial movements in the video. 

Step 3: Optical flow from the face region is computed between frames at a fixed interval. 

Step 4: Histogram of the optical flow orientation angle, weighted by the magnitude is computed over local 

blocks and concatenated to form a single vector. This vector is called Histogram of Oriented Optical Flows 

(HOOF) [27]. 

Step 5: PCA is used to reduce the dimensionality of the feature vector. 

Step 6: LDA is applied to obtain a uni-dimensional projection of the reduced feature vector and Classification is 

performed using thresholding and nearest neighbor approach. 

 

The anti-spoofing feature is boosted by motion estimation using optical flow. Identification of facial micro-

expressions in videos [30] is used optical flow. In this approach motion of each pixel is estimated using 

optical flow by solving the optimization problem [26]. Due to low computational complexity Conjugate 

gradient approach [31] is used to solve the optimization problem in this work. 

For performance evaluation both texture and motion-based feature extraction approaches are computed 

with and without motion magnified videos. Experiments show that motion magnification improves the 

performance of LBP texture features. The HOOF descriptors obtained from motion magnified videos 

provide better accuracy and computational efficiency on the Print Attack and Replay Attack datasets. 

The results show that only using the texture-based multiscale LBP with SVM classification yields 5.6% HTER 

on the Print Attack database and 11.75% on the Replay Attack database. The proposed motion 

magnification technique using LBP operator and SVM classification, the HTER improves to 1.25% and 

6.62% on the Print Attack database and the Replay Attack database respectively. These results are better 

than the result produced by LBP-TOP [32] which shows 7.6% HTER on the Replay Attack database. Motion 

magnification approach enhances the changes in intensity values in the video, which enrich the texture of 

the magnified video. 

The MATLAB implementations of the proposed techniques are found to be computationally efficient and 

time taken in execution of various stages for one video (375 frames) are – registration takes 293.8 

seconds, motion magnification takes 28.4 seconds, HOOF feature extraction takes 15.2 seconds time 

andLBP8,1
u2 +LBP8,2

u2 + LBP16,2
u2  feature extraction takes 14.3 seconds. The execution time of the proposed 

approach using HOOF feature extraction takes less time than LBP-TOP features extraction alone. It shows 

that the proposed approach is better than existing approaches in terms of accuracy as well as 

computational time.  

5.4 Face Spoof Detection with Image Distortion Analysis (IDA) 

A work is reported in [33] is able to detect the printed photo attack and replay video attack with the help 

of an Image Distortion Analysis based algorithm. This algorithm extracts four different features (specular 

reflection feature, blurriness feature, chromatic moment feature, and color diversity feature) from input 

printed photo or replay video to form the IDA feature vector. This work uses IDIAP Replay Attack Database 

[28], CASIA-FASD [9], and MSU MFSD for their experiment and present the result for both intra-database 



Rinku Datta Rakshit and Dakshina Ranjan Kisku; Face Spoofing and Counter-Spoofing: A Survey of State-of-the-

art Algorithms. Transactions on Machine Learning and Artificial Intelligence, Volume 5 No 2 April (2017);  

pp:31-73 
 

URL:http://dx.doi.org/10.14738/tmlai.52.3130                     44 
 

and cross-database scenarios. The MSU MFSD database is collected by authors using two mobile devices 

Google Nexus 5 and MacBook Air which contain printed photo and replayed video. For classification 

between a real face and a fake face, this approach uses an ensemble classifier, consisting of multiple SVM 

classifiers trained for printed photo and replayed video attack. The block diagram of IDA based system is 

shown in Figure 8 and various steps are shown in Algorithm 5.  

 

Figure 8. Block Diagram of the proposed approach [33]. 

Algorithm 5 

Step 1: Face image is aligned based on two eye locations, and then detected face is normalized to 144×120 

pixels with inter pupillary distance (IPD) of 60 pixels. 

Step 2: Four different features – Specular reflection feature, Blurriness feature, Chromatic moment feature and 

color diversity features are extracted from normalized face forms 121-dimansional feature vector. 

Step 3: Four features, extracted in step 3 are concatenated and form 121-dimensional feature vector. 

Step 4: Ensemble classifier (multiple SVM) is used to classify between real face and fake face using the feature 

vector. 

 

This algorithm uses the intrinsic distortions of spoof face images with respect to the genuine face images 

to detect the attack. For eye localization and face detection, PittPatt 5.2.2 SDK [34] is used. PittPatt 5.2.2 

SDK works successfully for about 99% of the faces in the IDIAP, CASIA, and MSU face spoof databases. 

Face alignment and cropped face size reduces the influences of facial and background variations that are 

not needed to spoof detection. Finally, multiple SVM classifiers are fed by the feature vector and each 

classifier trained on a different group of spoof training samples, this classifier produces the final result – 

face input is real or fake. 

5.4.1 Feature Extraction 

a) Specular reflection feature: In this work, an iterative method proposed in [35] is used to separate 

the specular reflection component from an input face image or video frame. After calculating the 

specular reflection component image, specularity intensity distribution is represented by three-

dimensional features: (i) specular pixel percentage r, (ii) mean intensity of specular pixel µ and iii) 

variance of specular pixel intensities ϭ. The method in [35] often incorrectly classifies the mono-

chromatic regions as specular components, therefore, then high-intensity mono-chromatic pixels 



Transact ions on Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume 5,  Issue 2,  Apr i l  2017 
 

Copyright © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 45 
 

are excluded from specular reflection component image. Pixels belonging to the intensity range 

(1.5µ, 4µ) are considered as specular pixels. 

b) Blurriness Features: Spoof faces are often defocused due to the limited size of the spoofing 

medium and attackers try to cover up the boundaries of the attack medium. This cause the image 

blurs. Two types of blurriness features are extracted using approaches proposed in [36] and [37]. 

Blurriness is measured based on the difference between the original input image and its blurred 

version in [36]. The larger difference indicates the lower blurriness in the original image. In [37], 

blurriness is measured based on the average edge width in the input image. Non-reference 

blurriness score of these two methods is between 0~1. 

c) Chromatic Moment Features: For getting Chromatic moment features, first the normalized facial 

image from the RGB space is converted into HSV (Hue, Saturation, and Value) space. Then mean, 

deviation and skewness of each channel is computed and these are considered as a chromatic 

feature. These three features are equivalent to three statistical moments in each channel, 

therefore also referred to as chromatic moment features. The percentages of pixels in the minimal 

and maximal histogram bins of each channel are used as two additional features. 

d) Color Diversity Features:  To measure the image color diversity this paper uses the method used 

in [38]. First, color quantization (with 32 steps in the red, green and blue channels, respectively) 

is performed on the normalized face image. The histogram bin counts of the top 100 most 

frequently appearing colors and the number of distinct colors appearing in the normalized face 

image are used as color diversity feature. 

This work uses two testing protocols – (i) the intra-database testing protocol and (ii) cross-database 

testing protocol. Intra-database testing protocol uses same training set and testing set. Cross database 

testing protocol uses one database for training and another database for testing. This protocol provides 

the better generalization of the proposed approach. In CASIA spoof database, the low-quality subset (L) 

and normal quality subset (N) contain only long distance spoof attack samples; only the high-quality 

subset (H) contains short distance spoof attack samples. 

a) Intra-database Spoof Detection: In this  experiment, the approach is compared with LBP-TOP 

method proposed in [32], the DoG baseline method proposed in [ 40] and two baseline methods 

LBP+SVM [11] and DoG-LBP+SVM [42] using IDIAP, CASIA (H protocol), and the MSU database. 

The experiment shows that proposed IDA+SVM method outperforms the other methods in most 

intra-database scenarios. This approach shows better (per frame) HTER and ROC than LBP-TOP on 

IDIAP. The performance of the proposed approach is close to the two best methods LBP-TOP and 

LBP+SVM on CASIA (H protocol). The proposed approach achieves 94.7% TPR @ 0.1 FAR and 

82.9% TPR @0.01 FAR which is much better than those baseline methods when 35 subjects from 

MSU database are used for training. This experiment shows that proposed IDA feature have the 

similar discriminative ability for intra-database testing like LBP and LBP-TOP which have an 

excellent discriminative ability to distinguish a fake face from a real face. One another baseline 

method image quality analysis (IQA) [43] shows 15.2% HTER on IDIAP replay attack database, but 

the proposed method achieve 7.4% HTER on the same database. 
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b) Cross-database Spoof Detection: In this experiment, two groups of cross-database performance 

were evaluated: (i) IDIAP versus MSU and vice versa, and (ii) CASIA (H) versus MSU and vice versa. 

IDA features outperform LBP and DoG-LBP features in cross-database testing. IDA features are 

more robust, for both replay attack samples and printed attack samples, in almost every cross 

database testing scenario. For the replay attack samples, the IDA features achieve average 90.5% 

TPR @ 0.01 FAR and for the printed attack samples, the IDA features achieve an average 31.2% 

TPR @ 0.01 FAR when trained on IDIAP and tested on MSU, which is still much better than the 

LBP and DoG+LBP features. IDA features show better cross-database performance in the replay 

attack samples compared to the printed attack samples. IDA features show better cross-database 

performance between similar cameras.  

The total time consumption for face normalization, feature extraction, and classification (including the 

two constituent classifiers) is about 0.26s per frame on a testing platform with Intel(R) Core(TM) i7-

4700MQ CPU @ 2.40 GHz and 8GB RAM, the time needed for face detection is not considered here. 

5.5 Live Face Video vs. Spoof Face Video 

Another novel approach presented in [44] is able to detect the spoof face video with the help of moiré 

pattern which is appear when a video is recaptured or photo replays on a screen. The characteristics of 

moiré pattern are represented with the help of Multi-scale LBP and DSIFT features. IDIAP replay-attack 

database, CASIA database [9] and a database collected in their own laboratory (RAFS), which is based on 

the MSU-MFSD database are used for their experiments. The proposed approach is very effective in face 

spoof detection for both cross-database and intra-database testing scenarios. The domain of interest of 

this research lies in mobile phone unlock. Figure 9 shows the block diagram of the approach exploited in 

[44] and various steps are shown in Algorithm 6. 

 

Figure 9. Block Diagram of the proposed approach. 

Undesired aliasing of images are known as moiré pattern, those are produced during various image display 

and image acquisition processes [45]. When reconstructed signal does not well represent the original 

signal, this effect called aliasing. When two or more patterns are overlaid on top of each other and 

generate a third new pattern this is called moiré pattern. Moiré patterns are inexorable in color printing 

with CMYK half-toning model and also observed in the screen shooting photography. Real world scenes 

are not accurately represented by images with moiré patterns. Spatial frequency differences between the 

display and acquisition devices are the main reason to produce the moiré pattern in screen shooting 

photography. 
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In experiment after analyzing the 310 replay attack videos from three different databases, different moiré 

patterns are generated across the replay attack video frames. MLBP [12] and SIFT [41] texture descriptors 

are used to capture moiré pattern in this proposed approach. 

 

Algorithm 6 

Step 1: Each video is decoded into individual frames. (Using the FFmpeg library) 

Step 2:  Face or Face region is detected from input frame. (This step is optional) 

Step 3: Input frame is first divided into 32 X 32 patches with an overlap of 16 pixels between every two 

successive patches. 

Step 4:  For each image patch Multi-scale LBP is applied to capture moiré pattern. 

Step 5: Densely sampled SIFT (DSIFT) features from each image patch are calculated using 8 Orientation bins 

and 16 segments  

Step 6: SVM classifier with a RBF kernel is used for classification between real face and fake face using histogram 

bins of Multi-scale LBP, DSIFT, and concatenation of Multi-scale LBP and DSIFT. 

Authors use Multi-scale LBP to capture the characteristics of moiré patterns for each image patch. This 

proposed approach also uses densely sampled SIFT (DSIFT) for feature extraction.  Without performing 

the face detection operation, spoof face detection is possible in this approach because moiré patterns 

exist in the whole video frame, not only in faces.  The robustness of this approach is evaluated by (i) whole 

video frame, (ii) detected face image, and (iii) bottom part of the face image. In classification stage one 

voting scheme is used which based on multiple frames. In a video if more than 50% frames are fake, then 

it indicates that the video is fake otherwise the video is live. 

Two testing protocols – (i) cross-database testing and (ii) intra-database testing are applied on IDIAP, 

CASIA and RAFS databases to evaluate the performance of the proposed approach. In cross-database 

testing, classification accuracy on IDIAP database is 88.0%, on CASIA database is 67.0% and on RAFS 

database is 85.5%. In cross-database testing HTER of the proposed method is 18.0% on the IDIAP, 49.0% 

on CASIA, and 11.4% on RAFS database which better than [3], which show 47.1% HTER and 48.9% HTER 

on the IDIAP and CASIA database respectively under cross-database testing. In this approach, MLBP 

feature extraction takes 0.09 seconds per frame, and classification takes 0.02 seconds per frame with an 

MATLAB implementation on a Windows 7 platform with Intel Core 2 quad3.0 GHz CPU and 8 GB RAM. 

In intra-database testing, the proposed approach achieves 3.3%, 0.0% and 11.3% HTER on the IDIAP, 

CASIA, and RAFS database respectively. HTER achieved on CASIA database in this approach, is smaller than 

the HTER (11.8%) achieved by [19]. 

5.6 Face spoofing detection from single images using texture and local shape 

analysis  

Face images captured from printed photos may visually look very akin to the images captured from live 

faces. The proposed approach [5] design a powerful feature space which has the eptitude to differentiate 

between images of real face and face prints. This approach explores two texture based (LBP [12] and 

Gabor wavelet [16]) and one gradient based (HOG [47]) feature extraction technique to detect whether 
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there is a live person or fake face in front of the camera. LBP operator and Gabor filters are used to extract 

textural features (micro-texture pattern and macroscopic information) from face images. Histogram of 

oriented gradients (HOG) is a gradient based local shape descriptor which provides additional information 

to the face description. Using three different face descriptors (LBP, Gabor Wavelet and HOG), three face 

representations are generated and to transform the data into compact linear representation, a 

homogeneous kernel map [48] is applied on each resulting feature vector. The fast linear Support Vector 

Machine (SVM) [15] is then applied on each transformed feature space and the score level fusion of the 

individual SVM outputs are used for final decision, whether the input face is real or fake. NUAA 

Photograph Imposter Database [14], Yale Recaptured Database [50] and Print-Attack Database [22] are 

used to evaluate the performance of the proposed technique. When experiments are conducted on NUAA 

Imposter face database, block size of 21×21 pixels was used for extracting HOG features. When 

experiments are conducted on Yale Recaptured face database, block size of 8×8 pixels was used for 

extracting HOG features. 

 

Figure 10. Block Diagram of the proposed approach [5]. 

Algorithm 7 

Step 1: The face is detected, cropped and normalized into an M×M pixel image. 

Step 2: Facial images are spatially partitioned into several regions. 

Step 3: LBP, Gabor wavelet and HOG face representations are computed separately using different block divisions. 

       3a: LBP8,1
u2 is applied on 3×3 overlapping regions (with an overlapping size of 14 pixels) of face images to                              

              extract the spatial feature and generate the concatenated histogram. LBP8,2
u2 and LBP16,2

u2 are also  

              applied on whole face image and compute two global LBP histograms. 

       3b: Gabor filter is applied on 4×4 equally spaced non-overlapping regions and extract 40 Gabor wavelets of 5  

              different scales and 8 orientations.  

       3c: HOG feature are extracted from 8 orientations. 

Step 4: A homogeneous kernel map is applied on each face description and generate their corresponding linear 

approximation of a X2 kernel. 

Step 5: Feature representation produced by step4 is fed to a fast linear Support Vector Machine (SVM) classifier to generate 

the score. 

Step 6: Z-score normalization technique and weighted score level fusion are applied to combine the outputs of individual 

SVM for decision (input image is a live face or not). 
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The block diagram of the approach discussed in Section 5.6 is given in Figure 11. Various steps are 

described in Algorithm 7. The combination of all three features (LBP, Gabor wavelet and HOG) leads to 

excellent results. At first experiments are conducted on the NUAA Photograph Imposter Database and 

compare the result of proposed technique with the best results in [14, 50, 11] using the same protocol. 

The comparative results reveals that the proposed approach gives an improvement in Equal Error Rate 

(EER) from 2.8% to 1.1% and in area under curve (AUC) from 0.995 to 0.999. Authors validate the use of 

homogeneous kernel map by comparing it to non-linear SVM used in [11]. Then experiments are 

conducted on Yale Recaptured Database and Print-Attack Database and compare the performance of 

proposed approach to previously published results using these two databases. All experiments on Yale 

Recaptured Database have been performed using ten fold cross validation like in [50]. Result of the 

proposed approach on Yale Recaptured Database compared with the results of [50, 11] and the proposed 

approach gives excellent result (100% accuracy, 100% positive rate and 0.0% False Positive Rate). Finally 

experiments are conducted on Print Attack Database. OpenCV library implementation of the Viola-Jones 

algorithm [51] was used for face detection and 2D cascaded AdaBoost [52] is used to retrieved eye 

locations. The face images are geometrically normalized according to the detected eye coordinates and 

cropped into grayscale images of 80×80 pixels. The overlapping size of LBP blocks of 17 pixels and block 

size of 10×10 pixels was used for extracting HOG features while experiments are conducted on Print-

Attack Database. The performance of proposed approach compared to the approaches presented by the 

teams who participated in IJCB 2011 competition on counter measures to 2D facial spoofing Attacks [53]. 

The proposed approach gives 1.67% FAR, 1.67% FRR on Development set and 0% FAR, 0% FRR and 0% 

HTER on test set. The Linear SVM implementation of LIBLINEAR [54] and a three-dimensional 

approximated feature map computed with VLFeat [55] are used in all experiments. 

The proposed approach is robust, computationally fast and does not require user cooperation. The texture 

features that are used for face spoof detection can also be used for face recognition. This provides a 

unique feature space for coupling spoof detection and face recognition. The block diagram of this 

approach is shown in Figure 10.  

5.7 Face Anti-Spoofing Based on General Image Quality Assessment 

The image quality of human faces and face prints shows different characteristics because a human face is 

a complex non-rigid 3D object where as a photograph is a planar rigid object. This work introduced in [56], 

is an Image Quality Analysis based approach used to discriminate between legitimate and imposter access 

in a face biometric system. This approach is able to detect replay video attack and photo attack. 14 image 

quality features are banished from one image to distinguish between legitimate and imposter samples. 

Figure 11 shows the block diagram of the GIQA based approach and various steps are described in 

Algorithm 8. 

 

Figure 11. Block Diagram of the proposed approach [56]. 
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Algorithm 8 

Step 1: Generate a distorted version Î of the input gray-scale image I with a low-pass Gaussian filter (σ =0.5 and 

size 3 × 3). 

Step 2: 14 image quality measures (MSE, PSNR, SNR, SC, MD, AD, NAE, RAMD, LMSE, NXC, MAS, MAMS,TED and 

TCD ) are computed from both images I and Î and derive Quantitative scores of each image quality measure. The 

feature vector is derived from Quantitative scores of each image quality measure. 

Step 3: Simple Linear Discriminant Analysis (LDA) is used to classify real/fake faces. 
 

This algorithm employs 9 pixels wise difference measures – Mean Squared Error (MSE), Peak Signal to 

Noise Ratio (PSNR), Signal to Noise Ratio (SNR), Structural Content (SC), Maximum Difference (MD), 

Average Difference (AD), Normalized Absolute Error (NAE), R-Averaged Maximum Difference (RAMD) and 

Laplacian Mean Squared Error (LMSE); 3 correlation based measures - Normalized Cross-Correlation 

(NXC), Mean Angle Similarity(MAS) and Mean Angle Magnitude Similarity (MAMS); and 2 edge related 

quality measures – Total Edge Difference (TED) and Total Corner Difference (TCD). The Sobel operator is 

used to build the binary edge maps IE and ÎE. The Harris Corner detector is used to compute the number 

of corners found in I and Î. Different image quality measures are enlisted in Table 3. 

Table 3. Image quality measures [56] are shown. 

# Name of the IQMs and Reference Description 
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R-Averaged MD (RAMD) [74] 
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Laplacian MSE (LMSE) [25] 
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Normalized Cross-Correlation (NXC) [25] 
NXC(I, Î ) =
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Mean Angle Similarity (MAS) [74] 
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Mean Angle Magnitude Similarity (MAMS) [74] 
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Total Edge Difference (TED) [32] 

TED(I, Î ) = 
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Total Corner Difference (TCD) [32] 

TCD(Ncr-N^cr) =
)^,max(

^
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NN 
 

 

In the RAMD entry in Table 3, maxr is the r-highest pixel difference between two images. For the present 

implementation, R = 10. In the LMSE entry in Table h(Ii,j) = Ii+1,j + Ii-1,j + Ii,j+1 + Ii,j-1 - 4 Ii,j . In the MAMS entry 

in the Table αi,j = 

ji,ji,

ji,ji,
1

ÎI

Î, I
cos

2 


 . In the TCD entry in the table Ncr and N^

cr are the number of corners 

found in I and Î. 

The approach is tested on publicly available Replay Attack DB [28] and CASIA-FAS DB [9], which contain 

both photo and video attacks. The proposed image quality analysis based method is a single image 

technique (it needs one input image and not a sequence of them) and each frame of the videos in the 

REPLAY-ATTACK database has been considered as an independent sample. Therefore, classification (real 

face or fake) is done on a frame-by-frame basis and not per video. The hand-based mobile photos give 

2.6% HTER, hand-based print photos give 9.3% HTER and hand-based highdef photos give 13.1% HTER on 

Replay-Attack database. The fixed-support mobile photos give 3.5% HTER, fixed-support print photos give 

8.4% HTER and fixed-support highdef photos give 9.1% HTER on Replay-Attack database. The low- 

resolution warped photos give 25.0% HTER, low-resolution cut photos give 23.3% HTER and low-resolution 

videos give 21.7% HTER on CASIA-FAS DB. The normal-resolution warped photos give 23.3% HTER, normal-

resolution cut photos give16.7% HTER and normal-resolution videos give 23.3% HTER on CASIA-FAS DB. 
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The high-resolution warped photos give10.0% HTER, high-resolution cut photos give 11.7% HTER and high-

resolution videos give 6.7% HTER on CASIA-FAS DB. 

5.8 Face Liveness Detection for Combating the Spoofing Attack in Face 

Recognition 

Typical counter measure against spoofing is liveness detection and this aims in detecting physiological 

signs of life such as eye blinking, facial expression changes, mouth movements and so on. To increase the 

security of the face recognition system, face liveness detection is very important to distinguish the images 

captured from a live face from a forged face. The technique proposed in [57] is a face liveness detection 

method used Dynamic High Frequency Descriptor (DHFD) based on the High Frequency Descriptor (HFD) 

[58] to combat the spoofing attack. The proposed approach requires a flash as the additional illumination. 

Two consecutive images, including one with and another without flashlight, are captured from the subject. 

The High Frequency Descriptor (HFD) values of both images are used to detect the face liveness. The 

additional illumination increase the details of the skin and hair of a real person, but it causes a strong 

glisten and lower the High Frequency Descriptor (HFD) of a spoofing screen. Hence the High Frequency 

Descriptor (HFD) values of a real and fake images are different. The proposed HFD based liveness 

detection method confront the high resolution planar media applied in the attack. The proposed approach 

not only calculate the HFD value, it also calculate DHFD value which is capable of counterbalancing the 

effect of high resolution attack by evaluating the difference of the high frequency components between 

two images. Authors create their own database and used that in the experiment because the proposed 

technique require an additional flash as an auxiliary tool, but publicly available databases for face liveness 

detection, e.g. Print-Attack database [22], Replay-Attack database [28], cannot be used. Figure 12 shows 

the block diagram of the system and Algorithm 9 shows the various steps of the system. 

 

Figure 12. Block Diagram of the proposed approach 

Algorithm 9 

Step 1: Two consecutive images are taken for each user in a very short interval. The former image is taken without 

Flashing while the latter one with flash. 

Step 2: The Dynamic High Frequency Descriptor (DHFD) of these two images is calculated as  

               

f

l

HFD

HFDHFD
DHFD

f 
          where 

              

)0,0(|),(|

|),(|
}|),(|.|),{( max

22

FdudvvuF

dudvvuF
HFD

fTvuFandfrvuvu






   

Step 3: Take decision based on DHFD value.  

              If DHFD value is positive, face image is fake. 

              If DHFD value is negative, face image is real. 
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In above mentioned algorithm F(u, v) is the Fourier transform of the facial image. fmax is the highest radius 

frequency of F(u, v). r defines the range of high frequency and Tf is the threshold for frequency magnitude. 

This method is evaluated on authors own database under spoofing attack with a high resolution screen. 

Authors collect 42 facial samples in their dataset, 21 samples from live faces and other 21 samples are 

from fake faces. Each sample consists of two consecutively taken images, one with flash and other one 

without flash. The fake samples are simulated by first displaying the flash-free live face images on a 24-

inch full HD LCD display and then recapturing these images. All the images are taken using a Canon EOS 

600D DSLR camera with the parameters fixed on 1/3 sec exposure, f/5.6, ISO 200, and 55mm focal length. 

The entire dataset is preprocessed before being applied Fourier transform. All the images are converted 

from RGB image to gray scale intensity image. Then face region is detected using Local SMQT features and 

split up Snow classifier [59] [11]. Finally, the entire dataset is duplicated twice and normalized to 

1000×1000, 500×500, and 250×250 pixels respectively to imitate attacks under different capture 

resolution. r is set to 0.2, 0.2, 0.3, Tf  is set to 5000, 10000, 30000 and Thfd is set to 110, 35, 5 respectively 

for experiments. The experimental results shows that the proposed approach retains high viability even 

when the capture resolution is high. The proposed approach gives 95% precision (is the fraction of 

retrieved positive samples that are relevant) when the resolution is 500×500 and 250×250 and 85.71% 

precision when the resolution is 1000×1000. The proposed technique performs outstanding compared to 

HFD. 

5.9 Motion Based Counter-Measure to Photo Attacks in Face Recognition 

The movement of planar objects (video display and photographs) differs significantly from real human 

faces which are complex 3D objects. When real faces move, the background motion is not present there, 

but in case of video display or photograph, both facial motion and background motion is found to be same. 

The technique presented in [60] is based on foreground/background motion correlation using optical flow. 

It tries to detect motion correlations between the head of the user trying to authenticate and the 

background of the scene. This technique uses a video as input and converts the input video to gray scale, 

and then optical flow is computed. For experiments, authors used the Liu’s [61] implementation for 

estimating dense optical flow, as it is developed in C++, it executes in much faster pace and could be easily 

ported into their unified framework. The core of the algorithm in this implementation is based on [62], 

[63]. All experiments are conducted on Photo-Attack Database [22]. It outperforms all other algorithms 

achieving nearly perfect scoring with an equal error rate (EER) of 1.52% on the available test data. The 

block diagram of the system is shown in Figure 13 and the Algorithm 10 describes the various steps used 

in designing the system.    

 

Figure 13. Block Diagram of the proposed approach [60] 
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Algorithm 10 

Step 1: Take a video as input 

Step 2: Convert the input video to gray scale 

Step 3: Extract features  

       3a: Compute the direction ϴ of motion for every pixel using the horizontal and vertical orientations according  

              to a simple Cartesian to polar coordinate transformation. (Discard the magnitude and preserve only the  

              movement direction of every point) 

                              ϴi,j := atan2(Vij,Uij) 

       3b: Calculates the normalized histograms for face and background regions based on the quantized angle for  

              every flow field frame.  

       3c: Calculate the X2 distance between the angle histogram of face and background regions of each frame. 

       3d: Average the X2 scores over a window size of N frames. 

Step 4: Scores generated in 3d is fed to the binary classifier to take the decision. 

             If scores close to 0, attacks are expected 

             Else face is real 

The input consists of the horizontal and vertical velocity estimates and it also uses the face bounding 

boxes available in the database to separate the features from face and background regions. First the 

direction (θ) of motion for every pixel using the horizontal and vertical orientations are computed 

according to a simple Cartesian to polar coordinate transformation. The movement of direction of every 

pixel is considered and the magnitude components are discarded. The histogram computation unit 

calculates the normalized histograms for face and background regions. The normalized histograms are 

based on the quantized angle for every flow field frame. The face locations for every frame are supplied 

as input to this unit. The number of bins (Q) at the angle histogram is a hyper-parameter of this algorithm 

and the offset used for the first bin starting angle. In the same way, this algorithm can be tuned to capture 

different kinds of movements. 

 

Figure 14. Offsetting for the proposed approach [60], if considering a different number of bins (Q) for the 
histogramming block. 

After histogram normalization, X2 distance between the angle histograms of face and background regions 

are calculated per frame. If Fi is a bin value at angle histogram of a face region, Bi is the corresponding bin 
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value in the angle histogram of the background region and i is the bin number, then X2 distance between 

the angle histograms of face and background region is as follows: 
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The windowing unit averages the X2 scores over a window size of N frames. The scores computed from 

the windowing unit are fed to the binary classifier, which detects the spoof attacks based on a threshold 

on the equal error rate (EER) tuned at the development set. If the scores are close to 0 then attacks are 

expected because the motions of the face and the background area are same in the case of attack. Scores 

of real accesses should be greater than 0 due to the fact that the face region moves independently from 

the background region. To deploy the proposed algorithm, tuning of three hyper-parameters are needed. 

Q = 2 up to Q = 8 are used at the histogramming quantization unit (Figure 14). Authors fixed the offset 

used so bin 0 starts parallel to the vector (x, y) = (1, 0). N is set to 220 frames with an overlap of 219 (N - 

1) frames for windowing unit. The experimental result gives EER of 0.36% and HTER of 1.52% with an 

Overlap of 219 frames while full background size is considered, if background size is reduced to 50% then 

this motion-based approach gives EER of 0.06% and HTER of 1.76%. 

6 Competitions Results on Face Spoof Detection 

Now a days, the face recognition systems are widely used in such environments where security is 

uncompromised, nevertheless face spoofing attack is one of the serious problems which decrease the 

reliability of face recognition system. Thus, to protect the authentication process, face recognition 

systems must be able to reject the use of photograph or video face image instead of using the live face. 

However, the number of anti-spoofing systems is still limited in use. Different researchers of this field 

presented different state-of-the-art algorithms, using different databases and different evaluation 

protocols. Therefore, a direct comparison between these approaches is not possible. To overcome this 

problem, in year the 2011 IJCB [53] organized one competition with a goal to compare and evaluate anti-

spoofing algorithms using a common database (Print-Attack database [22]) with a unique protocol. This 

competition only addresses the photo attack. Day by day, more and more advanced face spoofing attacks 

are introduced by the intruders. In year the 2013 Tabula Rasa organized 2nd competition [49] for the 

comparison of the performance of spoofing countermeasures on Replay-Attack database [28] using a 

unique evaluation protocol to detect printed photo attacks, replay photo attacks and replay video attacks. 

6.1 Competition on Counter Measure to 2-D Facial Spoofing Attacks 

Facial recognition techniques are currently deployed in a wide range of applications for access control, 

security, law-enforcement and database indexing, etc. Facial recognition has the advantage of non-

intrusiveness over the other biometrics system such as irises and fingerprints. As in any other field of 

Biometrics such as speaker or fingerprint verification, 2-D facial recognition systems are subject to attacks. 

Spoofing identities using photographs are one of the most usual techniques to attack 2-D face recognition. 

Before 2011 there was no comparative study of different techniques of face anti-spoofing which use the 

same protocols and data. International Joint Conference on Biometrics 2011 (11th -13th October’2011, 

Washington DC, USA) organized a competition [53] on Counter Measure to 2-D Facial Spoofing Attacks. 

The motivation behind this competition was to compare the operation and performance of different face 

anti-spoofing algorithms on the same database using a unique evaluation method. Six different teams 
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from universities around the world have participated in the contest. In this competition, a common trend 

was to use multiple anti-spoofing measures combining motion, liveness and texture and the participants 

were able to achieve impressive results. The results suggest the investigation of more complex attacks. 

Performance comparison between the teams has been summarized in Table 4. 

Teams: Six teams those had participated in the competition are: 

i) Ambient Intelligence Laboratory (AMILAB), Italy 

ii) Center for Biometrics and Security Research, Institute of Automation, Chinese Academy of 

Sciences (CASIA), China 

iii) Idiap Research Institute (IDIAP), Switzerland 

iv) Universidad de Las Palmas de Gran Canaria, (SIANI), Spain 

v) Institute of Computing (UNICAMP), Brazil 

vi) Machine Vision Group (UOULU), University of Oulu, Finland.  

Database and Protocol used: 

Publicly available PRINT-ATTACK database [22] was used to evaluate the performance of the 

algorithms presented by six participating teams. In competition, initially training and development 

data sets were given to contestants. Training set contains 60 real accesses and development set also 

contains 60 attack attempts. All the teams were given a couple of months to train and develop their 

classification system. The test data set contains 80 real access and 80 attack videos. All videos in the 

test set contained 230 frames. To evaluate the performance of the algorithms properly, files of the 

test data set are anonymized to conceal the type of the video (real/attack). Organizers had asked all 

the teams to provide scores of the development set and test set. Organizers of this competition were 

not interested about speed, latency and complexity of the contestant’s methods, they only interested 

about the performance of the algorithms in terms of spoof-detection. To compute the performance 

measure of the spoofing detection systems, at first a threshold at Equal Error Rate (EER) on the 

development set scores is computed. Then, on the test set scores using the same threshold, they 

computed Half Total Error Rate (HTER), which combines the False Rejection Ratio (FRR) and the False 

Acceptance Ratio (FAR) with 0.5 weight. Spoof detection accuracy is good if FAR/FRR/HTER value is 

close to 0%. 

Methods: 

1) AMILAB –  

This team extracts color features, edges and texture features from printed photos and real scenes, 

and used a set of Support Vector Machines (SVMs) to compute a frame level confidence score of 

being a real session or not. To obtain a high separation between scores distributions, this team 

combined similarity scores by means of the Dynamic Score Combination methodology [64]. 

2) CASIA –  
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The method presented by this team is based on three observations – 

i) Real access videos tend to have non-rigid motions, especially in the eye and mouth regions, 

while printed photos only have rigid transformations like translation, scaling and rotation. 

ii) Real access videos tend to have less noise than those spoofing videos. 

iii) Real access videos only have local motions in the face region while spoofing videos usually 

have global motions spread-out the whole support. 

The first observation is tested using a batch image alignment technique proposed in [65], called 

“RASL”. Observation 2 is tested using noise variance [66] and [67]. Observation 3 is tested using 

ratio of motion between face region and background. 

3) UNICAMP – 

This team integrates feature descriptors based on histogram of oriented gradients (HOG) [47], grey 

level Co-occurrence matrix (GLCM) [24], and histograms of shearlet coefficients (HSC) [68] with a 

weighting scheme based on partial least sequence regression [69]. 

4) IDIAP –  

This scheme processes each video by accumulating a single Local Binary Pattern (LBP) code 

histogram [12] with data from every single image in the stream. The histogram is matched against 

a pre-calculated model, using the X2 method as proposed on the same reference to generate a final 

score. 

5) SIANI – 

This team used Chow and Liu algorithm [70]. The classification of videos between real and attacks 

is done with the Bayesian Network approach [71] included in the Weka open source software [72]. 

6) UOULU – 

This team used Sobel horizontal edge emphasizing filter to highlight the image defects and produce 

a gradient image from which a single Local Binary Pattern (LBP) feature histogram is computed 

[12]. The 59 bin histogram is fed to an SVM classifier which determines whether or not the window 

contains a real face. 
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Table 4. Techniques used by the teams and performance comparison between the teams who participated in the 
IJCB 2011 competition on counter measure to 2D facial spoofing attacks. 

Method Techniques used 

Development set Test set 

FAR FRR FAR FRR HTER 

AMILAB 
Motion Analysis, Texture Analysis, 

Liveness Detection 
0.00 0.00 0.00 1.25 0.63 

CASIA Motion Analysis, Texture Analysis 1.67 1.67 0.00 0.00 0.00 

IDIAP Texture Analysis 0.00 0.00 0.00 0.00 0.00 

SIANI Motion Analysis 1.67 1.67 0.00 21.25 10.63 

UNICAMP 
Motion Analysis, Texture Analysis, 

Liveness Detection 
0.00 0.00 1.25 0.00 0.00 

UOULU Texture Analysis 1.67 1.67 0.00 0.00 0.00 

 

6.2 The Second Competition on Counter Measures to 2D Face Spoofing Attacks  

Spoofing attacks are a big threat to biometric systems when high security is required. There is multiple 

ways (photo print of valid user, video playback or 3D mask) to attack a face biometric system. The number 

of baseline anti-spoofing systems whose source code are publicly available for comparison and 

reproducible research is even more limited. Following the 1st competition on countermeasures to 2D 

spoofing attacks consisting of printed photographs, Tabula Rasa organized the 2nd competition [49] for 

comparison of the performance of spoofing countermeasures for a more diverse set of attacks. This 

competition was the part of the 6th International Conference of Biometrics (ICB 2013, 4th - 7th June, 2013, 

Madrid, Spain). In the field of face recognition, a large number of spoofing attacks are emerging. Simply, 

the number of anti-spoofing systems is however limited.  The aim of the 2nd competition on 

countermeasures to 2D face spoofing attacks is to challenge researchers to create spoofing 

countermeasures effectively detecting a variety of face spoofing attacks. In first competition, face anti-

spoofing algorithms were evaluated on Print-Attack database. After Print-Attack database [22], Replay-

Attack database [28] is introduced with two additional types of attacks (photo attacks and video 

playbacks). In 2nd competition, face anti-spoofing algorithms were evaluated on Replay Attack database. 

Eight different teams from the universities around the world participated in the contest. Performance 

comparison between the teams has been presented in Table 5. 

Teams: Eight teams those had participated in competition are – 

i) Center for Biometrics and Security Research & National Laboratory of Pattern Recognition, 

Institute of Automation, Chinese Academy of Sciences (CASIA) 

ii) Fraunhofer Institute for Computer Graphics Research (IGD) 

iii) Joint team from Idiap Research Institute, University of Uoulu and University of Campinas 

(MaskDown) 
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iv) The LNM Institute Of Information Technology, Jaipur (LNMIIT) 

v) Tampere University of Technology (MUVIS) 

vi) University of Cagliari (PRA Lab) 

vii) Universidad Autonoma de Madrid (ATVS) 

viii) Joint team from University of Campinas and Universidad Federal de Minas Gerais (Unicamp) 

Database and Protocol used: 

Publicly available REPLAY-ATTACK database [28] was used to evaluate the performance of the algorithms 

presented by eight participating teams in 2nd competition on the face spoofing attack. In competition, 

initially, training and development data sets were given to contestants. The training set contains 60 real 

accesses, 60 printed attacks, 120 photo attacks and 120 video attacks. Development set also contains 60 

real accesses, 60 printed attacks, 120 photo attacks and 120 video attacks. All the teams were given a 

couple of months to train and develop their classification system. The test data set contains 80 real access, 

80 printed attacks, 160 photo attacks and 160 video attacks. All videos in the test set contained 100 frames 

with a random starting frame. To evaluate the performance of the algorithms properly, files of the test 

data set are anonymized to conceal the type of the video (real/attack). Organizers had asked all the teams 

to provide scores of the development set and test set by the specified deadline (March 15th, 2013). To 

compute the performance measure of the spoofing detection systems, at first a threshold at equal error 

rate (EER) on the development set scores is computed. Then, on the test set scores using the same 

threshold, they computed half total error rate (HTER), which combines the false rejection ratio (FRR) and 

the false acceptance ratio (FAR) with 0.5 weight. Spoof detection accuracy is good if anyone in FAR, FRR 

and HTER is close to 0%. 

Methods: 

1) CASIA 

This team proposes a feature-level fusion of motion and texture characteristics. The motion 

feature was implemented using Gunnar Farneback’s algorithm [73] to extract dense optical flows 

between two frames, with an interval of five frames and the texture features were extracted using 

multi-scale Local Binary Patterns (LBP) as in [11] to analyze the quality degradation of the attack 

samples. The extracted motion and texture features are concatenated into the final feature vector 

and finally, the features are fed into a linear Support Vector Machine (SVM). 

2) IGD 

This team implemented an algorithm based on Eulerian magnification [74] to magnify the small 

changes of color and movement which appear on the face due to the blood flow. Eulerian 

magnification uses two main approaches for spatial decomposition: Laplacian and Gaussian 

pyramids. The outputs obtained from Gaussian and Laplacian filters were processed with PCA for 

dimensionality reduction and produce two final feature vectors. The two feature vectors are then 

fed into separate AdaBoost classifiers. The obtained scores for the two approaches are then 

normalized and combined using weighted sum fusion rule. 
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3) MaskDown  

This team introduced a composite system by joining 4 different categories of counter-measures 

together, each of which may be effective against a single type of attack. First two approaches 

based on Uniform Local Binary Pattern (LBP) [12] and Grey-Level Co-occurrence Matrix (GLCM) 

[24] was used to extract textural features. These features are classified using Linear Discriminant 

Analysis (LDA). The next approach used LBP-TOP [75] to extract textural patterns in a dynamic 

way. The fourth counter-measure is motion based and exploits the high correlation between the 

background and the face region movements in the case of spoofing attacks. The textural features 

are computed for each frame separately on normalized face bounding box. The score for the full 

videos is obtained by averaging the scores for each frame. Finally, the scores for each video are 

fused using Linear Logistic Regression (LLR). 

4) LNMIIT 

This team utilizes three types of intuitive visual features for their algorithm. Firstly, LBP was used 

to capture textural information. Secondly, as a complementary non-rigid motion analysis 

approach, the team extracts face background consistency feature [76]. Gaussian Mixture Model 

(GMM) [77] is used for background modeling. The third type of features combine motion and 

texture analysis and consists of 2D FFT on the GMM modeled background. These three types of 

feature vectors are computed on a per-frame basis and then averaged over the full video. The 

three features vectors are ten combined together into a single feature vector. At the end, the 

Hidden Markov Support Vector Machines (SVMhmm) [78]. 

5) MUVIS 

This team used two types of texture features: LBP and Gabor. For the LBP features, rotation-

invariant uniform LBP histogram [12] is computed individually for every frame of the video V, 

where, the number of neighboring pixels P = 16 and the radius R = 2. The Gabor features require 

computation of Gabor wavelet transform in 4 scales and 6 orientations. The feature vector on 

per-frame basis is constructed using mean and standard deviation of the magnitude of the 

transform coefficients [79]. The result of the concatenation of the two feature vector is fed in 

Partial Least Square regression [80] for final classification. 

6) PRA Lab 

This team explored several different types of visual features, e.g. color features, edges, textures 

etc. in their algorithm [53]. The features are extracted from each frame and they are used to train 

several SVMs for each feature separately. 

7) ATVS 

This team used 25 Image Quality Measures (IQM) which provide a quantitative score that 

describes the level of distortion of the input image. They are classified using LDA classifier. The 

system works on a frame – by – frame basis, and the final video score is produced as the average 

of all the frame scores in the sequence. 
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8) Unicamp  

This team used visual rhythm technique [21]. This team extracts a set of features using the Gray 

Level Co-occurrence Matrices (GLCM) [24] from the image representing the visual rhythm. For 

classification stage SVM with radial basis function kernel was used. 

Table 5. Techniques used by the teams and performance comparison between the teams who participated in the 
ICB 2013 competition on counter measure to 2D facial spoofing attacks. 

Method Techniques used 

Development set Test set 

FAR FRR HTER FAR FRR HTER 

CASIA Motion Analysis, Texture Analysis 0.00 0.00 0.00 0.00 0.00 0.00 

IGD Liveness Detection 5.00 8.33 6.67 17.00 1.25 9.13 

MaskDown Motion Analysis, Texture Analysis 1.00 0.00 0.50 0.00 5.00 2.50 

LNMIIT Motion Analysis, Texture Analysis 0.00 0.00 0.00 0.00 0.00 0.00 

MUVIS Texture Analysis 0.00 0.00 0.00 0.00 2.50 1.25 

PRA Lab Texture Analysis 0.00 0.00 0.00 0.00 2.50 1.25 

ATVS Texture Analysis 1.67 0.00 0.83 2.75 21.25 12.00 

Unicamp Texture Analysis 13.00 6.67 9.83 12.50 18.75 15.62 

7 Different Face Spoofing Databases 

Currently, there are several face spoofing databases are available. They are IDIAP Replay-Attack database 

[28], IDIAP Print-Attack database [22], CASIA Face Anti-Spoofing database [9], NUAA Photograph Imposter 

database [14], 3D Mask Attack database [46] and MSU MFSD [46]. 

7.1 Replay-Attack database 

Replay-Attack database [28] (Figure 15) is a face spoofing database, introduced by IDIAP Research 

Institute, Switzerland. This database contains 1300 video clips of photo and video attack attempts to 50 

clients. Replay video attack and real access attempt videos are captured for at least 9 seconds at the frame 

rate of 25 Hz by webcam of a Macbook laptop, which produces colour videos with a resolution of 320×240 

pixels, using the QuickTime framework and saved as “.mov” files. Real access and replay attack videos are 

captured under controlled and adverse lighting condition. Attacks were performed by high resolution 

photos and videos of each client, which were taken under the same conditions as in their authentication 

sessions. A Canon PowerShot S×150 IS camera is used for this purpose, which records 12.1 Mpixel 

photographs and 720p high-definition video clips. There are two subsets of attacks. The first sets of videos 

are generated by a stand, holding the client’s biometry and the second set of videos are generated by 

holding the device with their own hand. 
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Figure 15. Typical examples of real and fake (mobile, print and highdef) face images of Replay-Attack 
database. Images were extracted from videos acquired in the two considered scenarios: controlled and adverse 

[56]. 

7.2 Print-Attack database 

Print-Attack database [22] is a face spoofing database, introduced by IDIAP Research Institute, 

Switzerland. This database contains 200 video clips of printed photo attack and 200 real-access attempt 

videos of 50 clients. Printed photo attack and real access attempt videos are captured for at least 9 

seconds at the frame rate of 25 Hz by webcam of a Macbook laptop, which produces colour videos with a 

resolution of 320×240 pixels using the QuickTime framework and saved as “.mov” files. Real access and 

print attack data are collected under both controlled and adverse lighting conditions. Attacks are 

performed by high resolution printed photographs of the clients which are taken under the same 

conditions as in their authentication sessions. There are two subsets of attacks. The first set of videos is 

generated by a stand, holding the client’s printed photo and the second set of videos are generated by 

holding the picture with their own hand. Sample face images taken in adverse and controlled 

environments from Print Attack database are shown in Figure 16. 

 

Figure 16. Sample images from Print Attack database [22] are shown. 

7.3 CASIA Face Anti-Spoofing Database 

CASIA Face Anti-Spoofing Database [9] is introduced by Center for Biometric and Security Research. This 

database contains 600 video clips (3 genuine and 9 fake videos of each person) of 50 persons. Fake faces 

are produced by high quality records of the genuine faces. Three imaging qualities (low, normal, and high) 

are considered here. Three fake face attacks (warped photo attack, cut photo attack and video attack) are 



Transact ions on Machine  Learn ing and  Art i f i c ia l  Inte l l igence Volume 5,  Issue 2,  Apr i l  2017 
 

Copyright © Socie ty  for  Sc ience  and Educat ion Uni ted  Kingdom 63 
 

implemented in this database. One complete video set for an individual from the CASIA Face Anti-Spoofing 

database is shown in Figure 17. 

 

Figure 17. One complete video set for an individual subject in CASIA-FAS DB. 

7.4 NUAA PI Database 

NUAA PI database [14] contains real faces and photographs of corresponding 15 persons. The database is 

collected in a different place and in different illumination conditions having three sessions with about two 

weeks interval between any two sessions, using several unspecified webcams. 500 images of each subject 

are captured with frontal view, neutral expression and no apparent movements by webcam with the 

frame rate of 20 fps. To collect the samples, at first, high definition photos captured using a usual Canon 

camera where face area occupies 2/3 of the whole face area. Then photos are developed in two ways – 

(a) traditional print method is used on a photographic paper with size 6.8 cm×10.2 cm and 8.9 cm×12.7 

cm and (b) print each photo on a 70g A4 paper using a color HP printer. The real faces and the 

corresponding photographs from NUAA PI database are shown in Figure 18 and Figure 19. 

 
 

Figure 18. Illustration of the samples from the database [14]. In each column (from top to bottom) samples 
are respectively from session 1, session 2 and session 3. In each row, the left pair are from a live human and the 

right from a photo. Note that it contains various appearance changes commonly encountered by a face 
recognition system (e.g., sex, illumination, with/without glasses). All original images in the database are color 

pictures with the same definition of 640 x 480 pixels. 

 

Figure 19. Illustration of different photo-attacks (from left to right) [14]: (1) move the photo horizontally, 
vertically, back and front; (2) rotate the photo in depth along the vertical axis; (3) the same as (2) but along the 
horizontal axis; (4) bend the photo inward and outward along the vertical axis; (5) the same as (4) but along the 

horizontal axis. 
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7.5 3D Mask Attack Database 

3D Mask Attack Database (3DMAD) [46] is a face spoofing database, introduced by IDIAP Research 

institute, Switzerland. This database contains total 76500 frames of 17 persons for both real access and 

spoof attacks, which are recorded by Kinect in controlled lighting condition with neutral facial expression 

and frontal view. Samples are collected in three sessions – first two sessions capture real access samples 

and third session capture 3D mask attacks. A number of videos per subject is 5 and number of frames per 

video of a subject is 300. Description of each frame is given as follows. 

 A depth image (640 X 480 pixels -1 X 11 bits) 

 The corresponding RGB image (640 X480 pixels – 3 X8 bits) 

 Manually annotated eye positions (with respect to the RGB image) 
 

In each video, the eye positions are manually labeled in every 1st, 61st, 121st, 181st, 241st and 300th linearly 

interpolated for the rest. 

7.6 MSU MFSD Database 

MSU MFSD [40] is a face spoofing database of Pattern Recognition and Image Processing (PRIP) Lab at the 

Michigan State University, US. The database contains 280 video clips of photo and video attempts of 35 

clients. Built-in camera in MacBook Air 13” (640×480) laptop and front facing the camera in the Google 

Nexus5 Android phone (720×480) are used to collect this database. All videos are generated by real access 

or printed photo or a video recording (at least for 9 seconds) of the client. Printed photo for attacks is 

generated with state of the art color printer on larger sized paper. The printed photos in this database 

have much better quality than the printed photos in the IDIAP and CASIA databases. Videos captured by 

Macbook Air 13” laptop are “.mov” files and videos captured by Google Nexus Android phone are “.mp4” 

files. Example faces from MSU MFSD database are shown in Figure 20. 

 

(a)                          (b)                        (c)                        (d) 

Figure 20. Example images of genuine and spoof faces of one of the subjects in the MSU MFSD database [40] 
captured using Google Nexus 5 smart phone camera (top row) and MacBook Air 13" laptop camera (bottom 

row). (a) Genuine faces; (b) Spoof faces generated by iPad for video replay attack; (c) Spoof faces generated by 
iPhone for video replay attack; (d) Spoof faces generated for printed photo attack. 

8 Comparisons between Different Face Spoof Detection Techniques 

This section presents a comparative study of some well-studied face spoof detection techniques discussed 

in Section 5.1. The objective of this comparative study is to show the most relevant characteristics of these 
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techniques in order to get an inside into by looking at a glance at the table and it also shows an overall 

aspects of the different approaches studied so far in the field of face spoof detection. Table 6 

demonstrates the comparisons among different face spoof detection techniques with some common 

attributes. Their performances are given in the table in terms of false reject rate (FRR), false accept rate 

(FAR), equal error rate (EER), half total error rate (HTER) and area under curve (AUC), and they are self-

explanatory.  

Table 6. Comparisons between different face spoof detection techniques. 

Name of 

Method 
Objective Used Technique Classifier Database Performance 

Micro-

Texture 

Analysis [11] 

Detect 

face print 

attack 

Multi-scale LBP 

SVM classifier 

with RBF 

kernel 

NUAA PI 

database 

AUC=0.99% 

Classification accuracy=98.0%  

FAR  =0.6% and FRR =4.4% 

Video-Based 
Face 

Spoofing 
Detection 
through 
Visual 

Rhythm 
Analysis [20] 

 
 

Detect 

video 

based 

face 

spoofing 

attack 

Visual Rhythm + 

Gray Level Co-

occurrence 

Matrices (GLCM) 

SVM classifier 

with Linear 

and RBF 

kernel + 

Partial Least 

Squares(PLS) 

Regression 

method 

NUAA PI 

database 

and Print 

Attack 

database 

AUC=100% 

Motion 

Magnificatio

n [26] 

Detect 

face print 

attack 

and 

replay  

attack 

i) Motion 

Magnification 

with  Multi- scale 

LBP and 

ii) Motion 

Magnification 

with HOOF 

i) SVM 

classifier with 

RBF kernel 

ii) LDA 

Print Attack 

database 

and Replay 

Attack 

database 

HTER=1.25% (for print attack) 

and HTER=6.62%(for replay 

attack) 

HTER=0% (for print attack) and 

HTER=1.25%(for replay attack) 

Image 

Distortion 

Analysis [33] 

Detect 

print 

photo 

attack 

and 

replay 

video 

attack 

Image Distortion 

Analysis based 

algorithm using 

four 

features(specula

r reflection 

feature, 

blurriness 

feature, 

chromatic 

moment feature, 

and color 

diversity feature) 

Ensemble 

classifier 

(multiple 

SVM) 

Replay 

Attack 

database, 

CASIA-

FASD and 

MSU MFSD 

Intra-database  Testing scenario 

– HTER=7.41% ,TPR=92.2% @ 

FAR=0.1, and TPR=87.9% @ 

FAR=0.01( for Replay Attack 

database ), 

EER = 5.82%,TPR=94.7% @ 

FAR=0.1 and TPR =82.9% @ 

FAR=0.01 (for MSU MFSD 

database using 55 subjects) 

EER=8.58%,TPR=92.8% @ 

FAR=0.1 and TPR =64.0% @ 

FAR=0.01 (for MSU MFSD 

database using 35 subjects) 

EER=13.3%(30frms),TPR=86.7% 

@ FAR=0.1 and TPR =50% @ 
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FAR=0.01 (for CASIA database –H 

protocol)  

EER=12.9%(75frms),TPR=86.7% 

@ FAR=0.1 and TPR =59.7% @ 

FAR=0.01 (for CASIA database –H 

protocol) 

Cross-database  Testing scenario 

–For replay attack – TPR=90.5% 

@  FAR=0.01 (MSU vs. Idiap 

database) 

For printed attack – TPR=31.2% 

@ FAR=0.01 (MSU vs. Idiap 

database) 

Live Face 
Video vs. 

Spoof Face 
Video: Use of 

Moire 
Patterns to 

Detect 
Replay Video 

Attacks 
[44] 

Detect 

Spoof 

face video 

attack 

Multi-scale LBP 

+Densely 

Sampled SIFT 

(DSIFT) 

SVM classifier 

with a RBF 

kernel 

Replay 

Attack 

database, 

CASIA FASD 

database, 

and RAFS 

based on 

the MSU-

FSD 

database 

Intra-database  Testing scenario 

–HTER = 18.0% (on Idiap), 49.0% 

(on CASIA), and 11.4% (on RAFS) 

Cross-database  Testing scenario 

–    

3.3% (on Idiap database), 0.0% 

(on CASIA FASD), and 11.3% (on 

RAFS) 

 

Classification Accuracy – 88.0% 

(on Idiap database), 67.3% (on 

CASIA FASD), and 85.5% (on RAFS 

database) 

Texture and 
Local Shape 
Analysis [5] 

Detect  

photo 

attack 

LBP + Gabor 

Wavelet + HOG 
Linear SVM 

NUAA 

Photograp

h Imposter 

Database, 

Yale 

Recaptured 

Database, 

Print-

Attack 

Database 

EER= 1.1% and AUC=0.999 on 

NUAA PI DB 

Accuracy=100%, Positive rate= 

100% and False Positive Rate = 

0.0% on Yale Recaptured DB 

FAR= 1.67, FRR=1.67 on 

development set of Print-Attack 

DB 

FAR=FRR=HTER=0.0% on test set 

of Print-Attack DB 

General 
Image 

Quality 
Assessment 

[56] 

Detect 

photo 

attack 

14 Image Quality 

Measure(9 Pixel 

Difference 

measure, 3 

correlation 

based measure, 1 

Linear 

Discriminant 

Analysis (LDA) 

Replay-

Attack DB, 

CASIA FAS-

DB 

HTER=2.8 for hand-based mobile 

photo, HTER=9.3 for hand-based 

print photo and HTER=13.1 for 

hand-based highdef photo  on 

Replay-Attack DB 
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edge based and 1 

corner based 

measure ) 

HTER=3.5 for fixed-support 

mobile photo, HTER=8.4 for 

fixed-support print photo and 

HTER=9.1 for fixed-support 

highdef photo  on Replay-Attack 

DB 

HTER= 25.0 for low-resolution 

warped photo, HTER =23.3 for 

low-resolution cut photo and 

HTER=21.7 for low-resolution 

video on CASIA-FAS DB. 

HTER= 23.3 for normal-

resolution warped photo, HTER 

=16.7 for normal-resolution cut 

photo and HTER=23.3 for 

normal-resolution video on 

CASIA-FAS DB. 

HTER= 10.0 for high-resolution 

warped photo, HTER =11.7 for 

high-resolution cut photo and 

HTER=6.7 for normal-resolution 

video on CASIA-FAS DB. 

Face Liveness 
Detection for 

Combating 
the Spoofing 

Attack in 
Face 

Recognition 
[57] 

Detect 

photo 

attack 

and 

replay 

video 

attack 

Dynamic High 

Frequency 

Descriptor 

(DHFD) 

Binary 

Classifier 

Author’s 

private 

database 

Precision=95% when resolution 

is 500×500 and 250×250 

Precision = 85.71% when the 

resolution is 1000×1000 

(precision is the fraction of 

retrieved positive samples that 

are relevant) 

Motion 
Based 

Counter-
Measure to 

Photo 
Attacks in 

Face 
Recognition 

[60] 

Detect 

Photo 

Attack 

Optical Flow 

Correlation (OFC) 

Binary 

Classifier 

Photo-

Attack 

Database 

EER=0.36% and HTER=1.52% on 

development set when Full 

Background is considered 

EER=0.06% and HTER=1.76% on 

test set when the background 

size is reduced to 50%. 

 

The techniques which are listed in Table 6 have some merits and also have some demerits. The method 

which is discussed in [11] is a texture analysis based face spoof detection technique. This approach uses 

the texture patterns that provide detectable information between the texture of real and fake faces. This 

technique is very simple to implement, implementation cost is low, no user collaboration is needed here 

and it produces a good result in known scenarios. But this technique needs data that covers all possible 

attacks. As different type of attacks generates different texture patterns, feature space used for face spoof 
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detection should be large. Low-quality video or bad quality image does not give good result in this case. 

The method exploited in [20] is also a texture analysis based method. This method uses the visual rhythms 

that can be interpreted as texture maps and it can be summarized using simple texture descriptors, such 

as the gray level co-occurrence matrices. This method responds to input fast in small and medium 

computational systems. The reduced dimensionality of the method allows the use of this method in large 

video databases. But the low quality video is a big issue for this method. The work presented in [26] 

introduces two different algorithms for face spoof detection, among these two algorithms, one is based 

on texture analysis (using Multi-scale LBP) and another is based on motion estimation (using HOOF). 

Before applying the texture analysis or motion estimation technique, Eulerian motion magnification 

approach is used to enhance the facial expressions of a subject in a captured video. This motion 

magnification improves the performance of Multi-scale LBP texture features and HOOF descriptor. The 

approach outperforms existing approaches in terms of accuracy as well as computational time. But this 

approach faces some problems when a short duration video of a person is displayed or simply shaking the 

photograph in front of the camera. The work discussed in [33] is an image distortion (image quality) 

analysis based approach. This is an efficient and robust algorithm. This algorithm has good generalization 

capability and low computational complexity. But an ensemble classifier (different classifiers needed for 

different spoof attack) needed for this technique. The algorithm reported in [44] is used to detect the 

spoof face video with the help of moiré pattern which appears when a video is recaptured or photo replays 

on a screen. In this technique without face detection operation spoof face detection is possible, because 

moiré patterns exist in the whole video frame containing the face. Due to this reason, this approach is 

useful in a challenging environment where non-frontal faces present in front of the camera. The 

characteristics of moiré patterns are represented using Multi-scale LBP and DSIFT in this technique. This 

technique is very simple to implement, the computational cost is low and no user collaboration is needed. 

But low-quality video does not give a good result. The approach proposed in [5] is robust, computationally 

fast and does not require user cooperations. The texture features that are used for face spoof detection 

can also be used for face recognition. This provides a unique feature space for coupling spoof detection 

and face recognition.  In this case, the feature space used for face spoof detection should be large, because 

face images captured from printed photographs may visually look very similar to the face images captured 

from live faces and all these images are found largely overlapping in the original input space. The approach 

reported in [56] is very simple, non-intrusive and user-friendly. The speed of this approach is high and 

complexity is low, which is very desirable in a practical protection system. This anti-spoofing approach 

does not require any preprocessing steps and relies only on general image quality measures, therefore, it 

may be used for different biometrics modalities (e.g., iris, fingerprint or palmprint). The proposed 

approach degrades when the quality of the spoofing attempts increases. The face-spoofing method 

introduced in [57] is a liveness detection based method. This method is non-intrusive and easy to 

implement. The performance of this approach degrades when high resolution screens are used to attack 

the system. The approach discussed in [60] is a motion based countermeasure to face spoofing. This 

method requires the estimation of Optical Flow (OF) fields, which can dramatically improve the accuracy 

of spoofing detectors. The performance of this approach is dependent on the background size.  
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9 Conclusion 

At present face biometric systems are not adequately protected to spoof attacks and the most common 

sources of spoof identity attacks are photographs and videos. Different researchers proposed different 

techniques to protect the face biometric system from spoofing attacks. The face spoof detection 

techniques which are discussed in this paper are using texture pattern analysis, motion analysis, life sign 

analysis and image quality analysis. However, none of them are not free from sensitive constraints and 

limitations. Hence, advancement is needed in this field to provide a robust and computationally efficient 

solution to improve the use of face biometric. In this paper, we present a detail survey of different face 

spoof detection techniques, their implementation details, performance and limitations which are 

beneficial for researchers in this field. We also summarize some publicly available face spoofing databases 

and conclude our discussion by comparing some well-studied techniques. 
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