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ABSTRACT 

Extraction of useful information from biomedical literature is one of the thrust for the world nowadays 

due to availability of almost articles on the web in electronic form. Information retrieval (IR) from 

biomedical literature is finding useful patterns from the unstructured text corpus that satisfies 

information. In this paper intelligent text analysis is carried out on PubMed articles related to influenza 

virus. In this context, various algorithms are discussed to reveal the information from PubMed articles, 

like year wise count of articles containing influenza virus related terms (viz. H1N1, H5N1, and H7N1 etc.), 

countries with their publication count, which tells about the outbreaks of the diseases in these countries. 

The articles may be grouped by searching the keyword “influenza virus strain” pattern with the help of 

regular expressions. Automatic text categorization is another challenging issue for text mining. We applied 

k-means, fuzzy C-means, and fuzzy C-shell algorithm for automatic categorization of text articles. The 

association between words based on their cooccurrence is computed which further helps to categorize 

the documents based on their cooccurrences. The basic k-means clustering algorithm is first applied to 

cluster the documents, and then to handle the fuzzy nature of words which may belong to more than one 

cluster, fuzzy c-means clustering is applied to form more accurate clusters. As Fuzzy c-means method 

clusters the documents which are in linear spaces but not in the circle, spherical, or ellipsoidal spaces. A 

new method is proposed here, which considers the clusters of documents in the radius of the circle. 

Keywords: Information Retrieval, Text Mining, Fuzzy Clustering, Influenza Virus, PubMed. 

1 Introduction 

It is not news that science produces an enormous literature, presently more than 23 million citations in 

MEDLINE alone and that needs computational means such as text mining (TM) to extract meaningful 

knowledge from it. The biological literature largely focused on describing relationships between entities 

(e.g. Genes, proteins and complexes), including how such entities interact and affect each other [10]. The 

increasing number of electronically available publications stored in databases such as PubMed, which 

increases interest in text mining and information extraction strategies applied to the biomedical and 

molecular biology literature. PubMed is a free search engine accessing primarily the MEDLINE database 

of references and abstracts on life sciences and biomedical topics. The United States National Library of 

Medicine (NLM) at the National Institutes of Health maintains the database as part of the Entrez system 
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of information retrieval [11]. Thus, biological TM research has focused extensively on the automatic 

recognition, categorization [2] andnormalization of variant forms [3, 4] and mapping of these entities to 

unique identifiers in databases. This can facilitate entity-based searching of documents, which can be far 

more effective than simple keyword-based searches. 

PubMed database is a large collection of bio-medical research papers available on the web and provides 

free access to these articles for further research and study. In this study, we applied text mining 

techniques for Influenza Virus related articles. As per World Health Organization (WHO) Influenza Fact 

Sheet November, 2014 report, Influenza Virus is spreading around the world in a yearly outbreak, resulting 

in about three to five million cases of severe illness and about 250,000 to 500,000 deaths. The death 

occurs mostly in the young, the old and those with other health problems. In this paper a novel algorithm 

is proposed which automatically extracts the PubMed articles along with its PubMed id, title, authors, 

country, year, issn, journal, publisher and some other important features of concerned articles. All these 

information are in the form of XML tags. Extraction of information from XML tags is also a big challenge 

which requires a method to parse these XML tags. After XML parsing all useful information is stored in 

Mysql5.6 relational database management system (see Fig. (1)). 

 

Figure-1 illustrates the results of search query "influenza virus" from NCBI web page for PubMed articles 

Automatic term recognition (ATR) refers to the automatic extraction of technical terms from domain-

specific texts. It additionally encompasses the assignment of semantic categories of the extracted terms 

and mapping of them to concepts contained within terminological or ontological resources [1]. The Need 

for Term Recognition is due to an overwhelming number of textual resources becoming available in 

biomedicine, there is an increased interest in text mining techniques that can identify, extract, manage, 

and exploit biomedical knowledge hidden in the literature [1-2]. 

In systems biology, the terms are the backbone of such knowledge, since they constitute the linguistic 

realization of specialized concepts in the biology domain. As the main purpose of terms is to classify 

scientific knowledge, they are used as a means of scientific communication to convey biological concepts 
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[2]. Term disambiguation is the process of determining the sense of a term in a particular context and 

constitutes an important part of the process of automatic term recognition. It is often the case that a 

particular term can have different meanings in different contexts. For example, in systems biology texts, 

acronyms are very frequent: the acronym ER has about 80 possible definitions (expansions), including 

estrogen receptor, emergency room, enhancement ration, etc. Only by examining the context of the 

acronym in a text its correct meaning can be determined. A further example relevant to systems biology 

concerns species. Terms that are concerned with a number of different species are commonly referred to 

using the same name. This can cause problems for text mining applications that aim to link terms to a 

particular species [6]. Document clustering involves the use of descriptors and descriptor extraction. The 

Descriptors are sets of words that describe the contents within the cluster. Document clustering is 

generally considered to be a centralized process. Examples of document clustering include web document 

clustering for search users. The application of document clustering can be categorized into two types, 

online and offline. Online applications are usually constrained by efficiency problems when compared 

with offline applications. 

The rest of the paper is organized as follows; second section gives the brief introduction about literature 

review related to this paper. The research problem discussed in the third section, research methodology 

used to solve the defined research problem is explained in the fourth section. Finally, the paper concludes 

with various research findings and their needs and how it may be helpful to the research society. 

2 Literature Review 

The main developments in this area have been related to the identification of biological entities (named 

entity recognition), such as protein and gene names [18] as well as chemical compounds and drugs in free 

text, the association of gene clusters obtained by microarray experiments with the biological context 

provided by the corresponding literature, automatic extraction of protein interactions and associations of 

proteins to functional concepts (e.g. Gene ontology terms). Even the extraction of kinetic parameters from 

the text or the sub cellular location of proteins has been addressed by information extraction and text 

mining technology. Information extraction and text mining methods have been explored to extract 

information related to biological processes and diseases [1, 2, 6, 8, 9, 10, 12, 21, 22, 23, 24, 25]. 

In the recent years, the edification of automated methods to recognize relationships between entities in 

biomedical texts has increased considerably, moving from the calculation of simple co-occurrence to the 

detection of pairwise semantic relations between interacting protein and to the extraction of 

sophisticated entities and event structures, involving multiple and categorized participants[12]. Fuzzy 

clustering approaches have been reviewed since 1993[17]. Goswami et. al. proposed a fuzzy based 

approach to Text Mining and document clustering. Rajesh N. Dave et al. proposed Adaptive Fuzzy c-Shells 

Clustering and Detection of Ellipses which is one of the main inspired works of this paper [7]. There are 

various useful biomedical text mining based articles published in Plos One Journal at [21, 22, 23, 24, 25] 

which may be helpful to start working in the field of biomedical text mining. 

2.1 Research Problem 

PubMed articles database published by various journals related with influenza virus is used as corpus in 

this paper. This database contains various information about the articles like unique PubMed id, article 

id, title, authors, country, abstract, year of publication, publication date, issn, page number, source or 

journal name of the published articles, publisher etc. The information is available in the form of xml tags. 
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So for automatic information retrieval from these PubMed articles, there is a need to parse these xml 

tags. These articles contain various words which may occur in almost all the documents so there is a need 

to normalize the weight of these words so that we can put them in same level with the words occurred 

less frequently. The documents may belong to more than one cluster due to the fuzzy nature of words for 

appearing in more than one document, so there is a need to group these documents on a fuzzy basis with 

membership value in the interval of 0-1. If the clusters of documents is formed in linear space, then no 

problem, but in case of text documents the more fuzzy nature of inside words may form the cluster in a 

nonlinear space like a circle, ellipse, and spherical curves. So there is a need of a method which is able to 

manage the clusters in a nonlinear space as well as linear space. 

3 Research Methodology 

By taking care of the points raised in the research problem section we define the steps and prepare the 

model, which may be helpful to solve the issues in the field of text mining. In this paper following steps 

are applied to carry out the research- (a).Data Collection, (b).Pre-processing, (c).Normalization, (d) 

Document Clustering Methods, (e).Experimental study, (f).Results and Discussions. The research 

methodology of this paper is shown in Fig. (3) 

 

Figure 2- illustrates the extraction of PubMed articles using E-utilities. 

 

Figure 3- illustrates Research Methodology of the paper. 
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3.1 Data Collection 

The Entrez Programming Utilities are used in this paper to automatically extract the influenza virus related 

PubMed articles. The Entrez Programming Utilities (E-utilities) consists of a set of nine server-side 

programs. It provides a stable interface into the Entrez query and database system at the National Centre 

for Biotechnology Information (NCBI). The E-utilities use a fixed URL syntax that translates a standard set 

of input parameters into the values necessary for various NCBI software components to search for and 

retrieve the requested data. The E-utilities are therefore the structured interface to the Entrez system, 

which currently includes 38 databases covering a variety of biomedical data, including nucleotide and 

protein sequences, gene records, three-dimensional molecular structures, and the biomedical literature. 

The E-utilities, access the core search and retrieval engine of the Entrez system and, therefore, it is only 

capable of retrieving data that are already in Entrez. Although the majority of data at NCBI is in Entrez but 

there are several datasets that exist outside of the Entrez system. Before beginning a project with the E-

utilities, check that the desired data can be found within an Entrez database [3-4]. The entire process of 

data collection is shown in Fig. (2). 

3.2 Information on Avian Influenza Virus 

There are various diseases and topics that can be searched from PubMed articles, but in this study 
Influenza Virus related PubMed articles have been selected, because according to WHO Influenza Fact 
Sheet Nov 2014, Influenza Virus spreads around the world in a yearly outbreak, resulting in about three 
to five million cases of severe illness and about 250,000 to 500,000 deaths. Death occurs mostly in the 
young, the old and those with other health problems. Avian influenza refers to the disease caused by 
infection with avian (bird) influenza (flu) Type A viruses. These viruses occur naturally among wild aquatic 
birds worldwide and can infect domestic poultry and other bird and animal species. Avian flu viruses do 
not normally infect humans. However, sporadic human infections with avian flu viruses have occurred. 
The links below offer information about avian influenza for different audiences. Human infections with 
avian influenza viruses are rare and most often occur after people are in contact with an infected bird. 
However, non-sustained person-toperson spread of other avian influenza viruses was thought to have 
occurred in the past, most notably with avian influenza A (H5N1) viruses [13]. The nomenclature of 
influenza virus and strain designation of virus types can be found in memoranda [16]. 

A database named "medline" is created to analyze the information of PubMed articles with the help of 
Mysql5.6. The relation schema of one of the table of this medline database is shown in Table-1. This table 
contains 12 attributes in which Doc_no is used as primary key and pmid is used as unique key. 

Table 1- illustrates PUBMED relation Schema of medline Database 

 Field Type Null Key Default Extra 

1 Doc_no Int (11) No PRI (NA) auto_increment 

2 Id Varchar (20) Yes  (NA)  

3 Pmid Varchar (10) Yes UNI (NA)  

4 Title Varchar (500) Yes  (NA)  

5 Authors Varchar (1000) Yes  (NA)  

6 Country Varchar (50) Yes  (NA)  

7 Abstract Varchar (10000) Yes  (NA)  

8 Years Varchar (20) Yes  (NA)  

9 Pubdate Varchar (20) Yes  (NA)  

10 Issn Varchar (20) Yes  (NA)  

11 Pgno Varchar (10) Yes  (NA)  

12 Journal Varchar (50) Yes  (NA)  
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3.3 Pre-processing 

The automatically retrieved PubMed articles contain some character like “ ' ” mysql is not able to 

store these characters in is database tables. So we have to remove these characters as a first 

preprocessing step. The generalized regular expression which can be used to remove all types of 

punctuation marks is as- "punctuation = '[]\\?!\"\'#$%&(){}+*/:;,._`|~\\[<=>@\\^-]' ". Then we 

convert all the letters of words in lower case. The next step is to remove the stop words like 

articles(a, an, the), this, that, those, there, which are used as an identifier of nouns, pronouns, verb, 

adjectives in the grammatical sentences. These words don’t make any sense in the categorization of 

text documents. Stemming of words is performed to change the words and adjectives to their root 

form. So the words like 'virus' and 'viruses' should be considered as one word 'virus', similarly word 

'vaccination', 'vaccinated', 'vaccines' are changed to one word 'vaccine'. The next step is to remove 

some sparse terms which have not occurred in the most of the documents. 

3.4 Normalization 

Term normalization is the process of mapping variants of a term to a single, standardized form and 

constitutes an important part of the process of automatic term recognition. As an example of term 

variation, consider the terms IL2, IL-2, and interleukin-2, which all represent the same biological 

concept. Term variation can present a major obstacle to the effective use of dictionaries by text 

mining systems – if term variants are not present in the dictionary, then the system may fail to 

recognize important terms occurring in the text, such as gene and protein names. In order to address 

this problem, term normalization methods can be used to map previously unseen variants of a term 

to known concepts. Simple normalization methods include converting capital letters to lower case 

letters, and deleting hyphens and spaces. A further approach is the use of soft string matching, 

which calculates similarity scores between strings [2]. Another approach for term normalization is 

TF-IDF weight score of each term [5, 14]. This Scheme uses Bag of Words Model for term vectors 

representation and doesn’t consider the ordering of words in a document [25-27]. In this scheme- 

"John is quicker than Mary" and "Mary is quicker than John” have the same vectors {"John", "is", 

"quicker", "than", "Mary"}. Each document is then represented as a vector in this space containing 

the frequency of all the words in that document. If the dimension are ('and', ‘the’, 'machine', 

'learning'), then a document may be represented as (2, 3, 2, 0) the number indicates the frequency 

of the corresponding words in that document and using Boolean model (1,1,1,0) where the number 

indicates the presence(1) or absence(0) of a word in the document. In Vector-Space model the 

dimensions of vector-space is a count of all the documents in the corpus [14]. 

3.5 TF-IDF Weight 

Since every document may be different in length, it is possible that a term would appear much more 

times in long documents than shorter ones. Term frequency (TF) is the count of repeated words 

which are strongly related to the contents of documents. Inverse document frequency (IDF) is the 

count of repeated words occurred most frequently in as many documents. So the TF-IDF increases 

the weight of uncommon term which occurred less frequently in other documents are more 

important than most frequent terms occurred in as many documents. Normalization by document 

length is required because long documents contain many distinct words and contain some same 
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words as many times. So the term-weights for long documents should be reduced by dividing their 

TF with document length. The Eq. (1)-(3) are used to find TF, IDF, and TF-IDF weight of any term for 

the documents [5,14,25-27]. 

 
(1) 

 
(2) 

 
(3) 

3.6 Words Association 

If two terms co-occur within the same paragraph, they constitute an association, e.g. <term1, term2, 

associative frequency>. For terms (t1, t2 … . . tk) the measure for the association {(t1, t2 … . . tk )} is 

as – k (t1,t2 … . . tk) = Sentence Frequency (t1, t2 … . . tk) X idf (tj) where j = 1, 2 … k. The most 

frequently occurring terms in different-different stories or documents, these words are associated 

with other words to a specified threshold value, e.g. word “vaccine” is associated with two words 

“virus” and “influenza” at 0.21 threshold value [14]. 

3.7 Text Document Clustering 

Document clustering (or text clustering) is the application of cluster analysis to textual documents. It 

has applications in the automatic document organization, topic extraction and fast information 

retrieval or filtering. In general, there are two common algorithms. The first one is the hierarchical 

based algorithm, which includes single link, complete linkage, group average and Ward's method. By 

aggregating or dividing, documents can be clustered into a hierarchical structure, which is suitable 

for browsing. However, such an algorithm usually suffers from efficiency problems. The other 

algorithm is developed using the K-means algorithm and its variants. These algorithms can further be 

classified as hard or soft clustering algorithms. Hard clustering computes a hard assignment – each 

document is a member of exactly one cluster. The assignment of soft clustering algorithms is soft – a 

document’s assignment is a distribution over all clusters. In a soft assignment, a document has 

fractional membership in several clusters. Dimensionality reduction methods can be considered a 

subtype of soft clustering; for documents, these include latent semantic indexing (truncated singular 

value decomposition on term histograms) and topic models. Other algorithms involve graph based 

clustering, ontology supported clustering and order sensitive clustering. Clustering can be beneficial 

to automatically derive human-readable labels for the clusters. The cosine similarity between two 

documents can be measured by Eq. (4) and Eq.(5). The Jaccard coefficient shown in Eq. (6) may be 

helpful in case of the Boolean BOW model to find the similarity between two documents. These 

measures are the base for further clustering of documents and their mathematical expressions are 

as follows, 

Cosine Similarity, 
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For most IR applications, the vectors 
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3.8 Experimental Study 

All the experiments have been carried out with the ASUS Laptop with specification as core i7, 8GB 

RAM, 2.4GHz Processor in UBUNTU 14.04 64-bit OS. The author has used Mysql5.6, Python2.7 and R- 

3.1.2 to store the articles with their concerned information, process the biological words, and for 
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statistical analysis respectively. The Entrez software utilities are used to fetch influenza virus related 

PubMed articles from NCBI web page. The search history should be enabled true, because only 500 

articles can be extracted in one request. The Algorithm 4, extracts the PubMed articles based on a 

search query term from the NCBI web page and to store the retrieved data in a table PUBMED of 

relational database medline. 

Algorithm 4: An automatic extraction of PubMed articles from NCBI web page 

1. input= Email Id 
2. input query="influenza[mesh]+virus[mesh]" 
3. Enable search history 
3. Use Entrez software utilities to extract all PubMed articles information as per query term 
4. do for each PubMed article 
5. Store id, pmid, title, authors, country, abstract, year, date, issn, journal, and page number in 
separate variables; 
6. Open Mysql Database connection with medline database 
7. CREATE TABLE PUBMED to store all above variables. 
8. Insert records into PUBMED table 
9. return (X1  X2,… Xn) PubMed articles 

Algorithm 5: Counting of journals that published articles related with term 'influenza virus' from NCBI web 

page. 

START 
1. input search query term=term. 
2. Open Mysql Database connection with medline database 
3. do for each PubMed article in PUBMED table 
4. select journal, Count(*) from PUBMED where abstract like '%term%' and years between 2010 
     and 2015 

5. return ( J1, J2 … Jm) Journals related to search term. 
6. Plot the result using Bar plot. 
END 

3.9 Results and Discussions 

The plot for a number of PubMed articles containing the terms H7N9, H1N1, and H5N1 is shown in 

Figs. (4)- (6) of this section. The count of Journals in which influenza virus related PubMed articles 

have been published between years 2010 and 2015 can be found using Algorithm 5. This result is 

shown in Fig. (7) of this section using bar plot between counts of journals which published influenza 

virus related articles and journal names. The abstracts are categorized based on terms, country, and 

year of publications, etc., then basic K-means clustering algorithm is used to categorize the 

abstracts. The details of the algorithm are shown Algorithms 1-3, as k-means is not able to deal with 

the fuzzy nature of words, and fuzzy C-means solves this issue and forms the cluster of abstracts 

which are in linear space. However, the fuzzy C-means is not able to form the cluster of abstracts 

which are in a nonlinear space. The detail of this algorithm is shown in Algorithm 2. To solve this 

issue, a new fuzzy approach is proposed named fuzzy C-Shell clustering shown in Algorithm 3, which 

is able to form the clusters in linear as well as nonlinear space. In this paper fuzzy C-Shell clustering 

algorithm is able to form the cluster of abstracts which are in a nonlinear space in the form of circle 

only. 
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 Figure-4: illustrates year wise count of PubMed articles containing term H7N9 

 

 Figure-5: illustrates year wise count of PubMed articles containing term H1N1 

 

 Figure-6: illustrates year wise count of PubMed articles containing term H5N1 

 

Figure-7: illustrates influenza virus related pubmed articles published in various journals from year 2010-2015 
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Figure-8: illustrates first two principal components of k-means clustering to form 5 clusters 

 

Figure-9: illustrates first two principal components of Fuzzy C-means clustering to form 5 clusters 

 

 Figure-10: illustrates first two principal components of Fuzzy C-shell clustering to form 5 clusters 

There are total 1000 abstracts downloaded automatically in this paper. The dimension of this corpus 

is extremely large and the results cannot be visualized in two dimensions. The principal component 

analysis method is used in this situation to visualize the results of clustering algorithms used in this 

paper. As the principal components show the direction of maximum variances in the dataset and 

first two principal components covers the almost maximum (96%) variance [15] in the data, only the 

first two principal components PC1 and PC2 are used here to show the 5 number of clusters in the 

corpus of 1000 abstracts. 

It is very much clear from the results shown in Fig 6, Fig 7, and Fig 8 that the clustered abstracts are 

very much overlapped in K-Means clustering, while less overlapped in fuzzy C-Means clustering 

method. The overlapping of clustered abstracts is very less in proposed fuzzy C-Shell clustering 

method. 
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4 Conclusion 

Complex Biomedical terms extraction systems can help researchers in a number of ways. The 

semantic information extraction due to the enormous volume of biological literature demands 

computational methods to allow pertinent information to be found and analyzed efficiently. Text 

Mining facilitates the retrieval of semantic information such as entities (proteins, genes, diseases, 

etc.) and events (binding, distillation, regulation, etc.) in which the entities and events participate to 

make the sentence meaningful in biomedical documents. The Text Mining based information 

retrieval systems are now sufficiently accurate to support the development of various user-oriented 

applications, including sophisticated semantic search which allow for more efficient retrieval of 

relevant information than traditional keyword-based searching methods, provide means for linking 

biological words pathways with supporting evidence in the literature, helpful in tasks such as the 

semi-automatic curation of biomedical databases and ontologies. 

The proposed database Text Mining system is helpful to analyze the online records of offline period, 

reduces the overheads involved with the online text retrieval and analysis. As the biomedical terms 

are very much fuzzy in the nature such as more than one term may represent the same concept and 

may be found in as many documents. Thus the proposed fuzzy clustering algorithms which is useful 

in clustering of text documents in a linear as well as nonlinear spaces, would be helpful for Text 

Mining based information retrieval systems. 
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