Contextual Arabic Handwriting Recognition System Using Embedded Training Based Hybrid HMM/MLP Models
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ABSTRACT

Recognizing unconstrained cursive Arabic handwritten text is a very challenging task the use of hybrid classification to take advantage of the strong modeling of Hidden Markov Models (HMM) and the large capacity of discrimination related to Multilayer Perceptron (MLP) is a very important component in recognition systems. The proposed work reports an effective method on improvement our previous work that takes into consideration the context of character by applying an embedded training based HMMs this HMM is enhanced by an Artificial neural network that are incorporated into the process of classification to estimate the emission probabilities. The experiments are done on the same benchmark IFN/ENIT database of our previous work to compare the results and show the effectiveness of hybrid classifier for enhancing the recognition rate the results are promising and encouraging.
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1 Introduction

Systems for handwriting recognition are referred to as off-line or on-line systems depending on whether ordinary handwriting on paper is scanned and digitized or a special stylus and a pressure-sensitive tablet are used. In both the ultimate objective is to convert handwritten sentences or phrases words or characters in analogue form (off-line or on-line sources) into digital form (ASCII).

More than 300 million people around the world speak Arabic and their derivative. Arabic is naturally written cursively in both handwritten and typewritten modes. In comparison to Latin Arabic seem to be more complex. For example many letters in this language have complementary diacritics such as dots madda and zigzag bars. In addition the letters have different shapes at different locations of the word.

Due to variability in handwriting styles and distortions caused by the digitizing process even the best handwritten word recognizer is unreliable when the number of word choices is large. This necessitates the use of advanced concepts to achieve a performance level comparable to that of humans. The researches focus on the use of new methods and approaches to perform handwriting recognition. In this area the concept of combining multiple classifiers is proposed as a new direction for the development of highly reliable handwriting recognition systems and some preliminary results have indicated that the
combination of several complementary classifiers will improve the performance of individual classifiers\cite{01} [02].

In current work our system performs training and recognition of words and characters. In order to model the variations related to the character context in the corpus we have opted for a specific type of learning. Therefore character models are trained and obtained through embedded training; thereafter the decision has been done by the proposed hybrid classifier which mainly based on HMMs and neural network.

The remainder of this paper is organized as follow. Section 2 presents a literature review and related works of handwriting recognition system. Section 3 is focused on our contribution starting with our developed reference system then the incorporation of hybrid classifier. The performance of the recognition system has been experimented on the benchmark database IFN/ENIT and the obtained experimental results are shown and analysed in section 4. The paper finally closed with a conclusion and perspectives.

### 2 Literature review

Hidden Markov Models (HMMs) have proven to be one of the most successful and widely used classifiers in the area of text recognition. There are many reasons for success of HMMs in text recognition including avoidance of the need to explicitly segment the text into recognition units; characters or graphemes In addition HMMs have sound mathematical and theoretical foundation \cite{03}.

\cite{04} The authors have investigated contextual sub-characters HMMs for text recognition by using multi-stream HMMs where the features calculated from a sliding window frame form one stream and its derivative features are part of the second stream. The experiments were conducted with different train-test configurations on the IFN/ENIT database and the best recognition rate achieved was 85.12%. In \cite{05} Azeem used an effective technique for the recognition of offline Arabic handwritten words using Hidden Markov Models. Besides the vertical sliding window two slanted sliding windows are used to extract the features. Three different HMMs are used: one for the vertical sliding window and two for slanted windows a fusion scheme is used to combine the three HMMs. \cite{06} proposed a combined scheme for Arabic handwritten word recognition using a HMM classifier followed by re-ranking. Basically intensity features are used to train the HMM and topological features are used for re-ranking to improve accuracy. Experiments were carried out using IFN/ENIT database and the achieved recognition rate was 83.55%. An alternative approach is proposed in \cite{07} and \cite{08} where multi-stream HMM models is used this paradigm provides an interesting framework for the integration of multiple source of information. Significant experiments have been carried out on two public available database the recognition rate was 79.8% in IFN/ENIT for Arabic and 89.8% in IRONFF for Latin script. In \cite{08} Maqqor proposed a system of Arabic handwriting recognition based on combining methods of decision fusion approach. The combination of the multiple HMMs classifiers was applied by using the different methods of decision fusion approach. The system is evaluated using the IFN/ENIT database. Experimental results demonstrate that the Weighted Majority Voting (WMV) combination method have given better recognition rate 76.54% with Gaussian distribution. In \cite{09} the authors present an analytical approach of an offline handwritten Arabic text recognition system. It is based on the Hidden Markov Models (HMM) Toolkit (HTK) without explicit segmentation. The feature extraction uses a sliding window on the line text image and processed by two groups of these features (the features of local densities and the statistical characteristics).
system has been experimented in two different databases: “Arabic-Numbers” database where we achieved a rate of 80.26% for words and 37.93% for sentences and IFN/ENIT database where we achieved a rate of 78.95% for words.

Otherwise [10] proposed a new approach for the offline Arabic handwritten word recognition based on the Dynamic Hierarchical Bayesian Network (DHBN) using a free segmentation released by a smoothed vertical projection histogram with different width values. The model is consisting of three levels. The first level represents the layer of the hidden node which models the character class. The second layer models a frame set representing the sub-characters and the third layer models the observation nodes. The developed system has been experimented and the results are provided on a subset of the IFN/ENIT benchmark data base. These results show a significant improvement in the recognition rate because of the use of the DHBN. Most of the recognition errors of the proposed system can be attributed to the segmentation process error and to the poor quality of some data samples.

In many other works neural networks in its different applications have been extensively applied to classify characters as part of isolated or continuous handwritten word recognizers [11] [12] [13] [14] [15].

This paper focus on the impact of using a embedded training based on a hybrid classifier the motivation for the work on the hybrid HMMs and Artificial neural network models presented here originates from a critical analysis of the state of the art in offline handwritten text recognition [16] [17] [18] our previous work on offline handwriting recognition using HMMs [19] researches and experiences in using hybrid HMM/ANN models for automatic speech recognition [20][21][22][23] [24] and for online handwriting recognition [25]. All these criteria making hybrid modeling an important factor in order to achieve an effective and efficient system.

3 Contribution

3.1 Reference System [19]

Our reference system (figure1) was analytical without explicit segmentation based HMMs using embedded training to perform and enhance the character models.

![Figure 1. Synopsis of reference system](image)

Extraction features was preceded by baseline estimation; the approach used to estimate these baseline based on the horizontal projection curve that is computed with respect to the horizontal pixel density
knowing that the skew and slant correction of words are made in pre-processing step to harmonize the direction of the sliding windows in the extraction features. These latter are statistical and geometric to integrate both the peculiarities of the text and the pixel distribution characteristics in the word image.

The sliding windows are shifted in the direction of writing (right to left). In each window we extract a set of 28 features represent the distribution features based on foreground pixels densities and concavity features. Each window is divided into a fixed number n of cells. Some of these features are extracted from specific areas of the image delimited by the word baselines.

These features are modelled using hidden Markov models and trained by the embedded training method (figure 2).

![Figure 2. Embedded training of character "chin" [19]](attachment:image)

We used a model for each character right-left topology with four states and three transitions for each state. Word model is built by concatenating the appropriate character models.

The embedded training is to automatically identify relevant information letters without specifying them explicitly by exploiting the redundancy of information between words matched to changes in context and letters position.

The major problem of HMMs is the estimation of emission probabilities; this confirms that HMMs are powerful to model sequences but still limited compared to NN and SVM in classification [26] for this reason and the motivations cited above in section II it is prominent and promising to use a hybrid classifier.

For more explanations about the baseline system refer to [19].

### 3.2 Hybrid Classifier

To improve the performance of the off-line handwritten recognition system either the accuracy of the classifier has to be increased. In this section we introduce the hybrid approach then we clarify the principle for our offline Arabic handwriting recognition system.

While HMMs are effective in modeling variation in handwriting they lack discrimination ability because of maximum-likelihood parameter estimation criteria. The strength of MLP is in the fact that they don’t need to assume about statistical distribution of input as well as they can be trained to exhibit discriminant properties. As already mentioned recent works in various area of research tried to develop hybrid HMM/MLP systems in which MLPs are used to compute the emission probability associated with each state of HMM.

**URL:** http://dx.doi.org/10.14738/tmlai.54.2983
By HMM the goal of handwriting recognition is to retrieve the most likely grapheme character or word sequence $\mathbf{W}$ given a sequence of observation vectors $\mathbf{x}$ which is achieved by maximizing the posterior probability:

$$\hat{w} = \arg \max P(w | X) \quad (1)$$

Typically each grapheme is modelled by a right to left HMM and the number of states is chosen globally or individually for each character. Gaussian mixtures are used to model the output distributions in each state $q$ given the feature vector $x$ $P(x | q)$. The Baum-Welch algorithm is used for training the HMMs whereas the Viterbi algorithm is used for recognition.

Hybrid models for handwriting recognition based HMMs were built with different neural networks. [27]; [28] use an MLP. [29] built an hybrid CNN/HMM. In [30] CNNs is applied in the hybrid framework for handwritten word recognition using different segmentation methods.

In Hybrid HMM/MLP classifier neural networks can be considered statistical classifiers under certain conditions by supplying output of a posterior probabilities. Thus it is interesting to combine the respective capacities of the HMM and the MLP for a new efficient recognition system inspired by the two formalisms.

The principal idea behind the MLPNN/HMM hybrid approach as illustrated in Figure 3 is to estimate the output probability density function of each state of the used HMM by the output nodes of the MLP classifier which received features as input. These input vectors are pre-processed to finally estimate the posterior probability deciding whether the input vector belongs to the desired character class. The MLPNN’s output weighted by the priori probability of each class forms the probability density function used for every state of the HMM.

In the hidden Markov modeling approach the emission probability density $P(x | q)$ must be estimated for each state $q$ of the Markov chains that is the probability of the observed feature vector $x$ given the hypothesized state $q$ of the model.

In the proposed hybrid HMM/ANN approach the emission probabilities are provided with a neural network since ANNs can be trained to estimate probabilities that are related to these emission probabilities. In particular an MLP can be trained to approximate the a posteriori probabilities of states $P(q | x)$ if each MLP output unit is associated with a specific state of the model and if it is trained as a classifier.

The a posteriori probability estimates from the MLP outputs $P(q | x)$ can be converted to emission probabilities $P(x | q)$ by applying Bayes rule:

$$P(x | q) = \frac{P(q | x)P(x)}{P(q)} \quad (2)$$

The class priors $P(q)$ can be estimated from the relative frequencies of each state from the information produced by a forced Viterbi alignment of the training data. Thus the scaled likelihoods $P(x | q) / P(q)$ can be used as emission probabilities in the proposed system since during recognition the scaling factor $P(x)$ is a constant for all classes. This allows MLPs to be integrated into hybrid structural connectionist models via a statistical framework.
The advantages of this approach are the discriminate training criterion (all MLP parameters are updated in response to every input feature vector) and the fact that it is no longer necessary to assume an a priori distribution of the data. Furthermore if left and right contexts are used at the input of the MLP important contextual information can be incorporated into the probability estimation process. Another strength of this approach is that computing emission probabilities with hybrid HMM/ANN models is usually faster than conventional HMMs with Gaussian emissions since it only requires a forward pass of the MLP for all states of the Markov chains.

4 Experimental results

To evaluate the performance of our recognition system experiments are conducted using IFN/ENIT [31] database of handwritten Arabic words. It was produced by the Institute for Communications Technology at the Technical University of Braunschweig (IFN) and the “Ecole Nationale d’ingénieur de Tunis (ENIT) “National school of engineering Tunis.” This database is used by more than 110 research groups in about 35 countries [32].

4.1 HMM vs HMM/MLPClassification

Reference recognition HMM experiments were conducted using continuous density HMMs with diagonal covariance matrices of Gaussians in each state, a right-to-left topology was applied with four states for each character and three transitions for each state. The optical models were trained and tested using the HTK toolkit [33].

The developed system used hybrid classifier based HMMs enhanced by an artificial neural network that are incorporated into the process of classification to estimate the emission probabilities.

Table 1 shows the experimental results of our developed system compared to reference system using the same benchmarking database IFN/ENIT to illustrate the reliability of our improvement models.
Table 1: Recognition results of improvement system compared to reference system

<table>
<thead>
<tr>
<th>System</th>
<th>Models</th>
<th>RR%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>HMM</td>
<td>87.93</td>
</tr>
<tr>
<td>Hybrid</td>
<td>HMM/MLP</td>
<td>89.03</td>
</tr>
</tbody>
</table>

RR: Recognition Rate

We compare the reference system [19] with the developed system using hybrid HMM/MLP classifier. Results in Table 1 show an improvement due to embedded training using the hydride classification: accuracy is increased by 1.1%.

4.2 Comparison with other systems

A comparison of the recognition rates of our system with other state-of-the-art systems evaluated on the IFN/ENIT database is presented.

Table 2 shows the results of recognition rates for various offline systems recognition of cursive Arabic handwritten text using diverstyp of models and the same database with the same configuration (training-testing); sets a, b and c for training and d for test, to compare rates and infer the effectiveness of the proposed method.

Table 2. Recognition results of various systems

<table>
<thead>
<tr>
<th>System</th>
<th>Models</th>
<th>RR%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irfan [04]</td>
<td>Contextual sub character</td>
<td>85.12</td>
</tr>
<tr>
<td>Alkhateeb[06]</td>
<td>HMM+ re-ranking</td>
<td>83.55</td>
</tr>
<tr>
<td>Kessentini[07]</td>
<td>Multi-stream HMM</td>
<td>79.80</td>
</tr>
<tr>
<td>Maqqor[08]</td>
<td>Multiple classifier</td>
<td>76.54</td>
</tr>
<tr>
<td>ElMoubtahij[09]</td>
<td>HMM</td>
<td>78.95</td>
</tr>
<tr>
<td>Khaoula[10]</td>
<td>DBN</td>
<td>82.00</td>
</tr>
<tr>
<td><strong>Our system</strong></td>
<td><strong>HMM/MLP</strong></td>
<td><strong>89.03</strong></td>
</tr>
</tbody>
</table>

As it can be noted from Table 2 most of the previous systems are based on HMM using various techniques exploiting the contextual approach, multiple HMM classifier, re-ranking or other techniques to improve HMM models and the recognition rate for the results of the systems mentioned does not exceed 86%. Others used hybrid classifier such as HMM and Dynamic Bayesian Network and the recognition rate achieved was 82.00%. Whereas the proposed system using HMM/MLP outperforms the results and achieve 89.03% due to enhancement of HMMs by incorporating an artificial neural network into the process of classification to estimate the emission probabilities. This illustrates the effectiveness of embedded training to take account the context of characters to perform the models and using hybrid HMM/MLP classifier to improve the performance of recognition system.

5 Conclusion and perspectives

In this paper we have enhanced the HMM based reference system by using a hybrid HMM/MLP classifier. Extracted features are statistical and geometric to integrate both the peculiarities of the text and
the pixel distribution characteristics in the word image. These features are modelled using hidden Markov models. These models as already mentioned in [19] take into account the context of character by applying embedded training to perform the models. In addition, the contribution in this paper is the improving of HMM modeling by incorporating MLPs to estimate emission probabilities that present the major HMM problem in order to take advantage of the strength of HMM modeling and neural networks classification. The modeling proposed has improved recognition and shown encouraging results to be perfect using annexes improvements.

Due to variability in handwriting styles even the best handwritten word recognizer is unreliable when the number of word choices is large. This forced the use of linguistic constraints to enhance HMMs modeling by a statistical language model that are incorporated as a post-processing into the process of recognition.

Statistical Language Modeling involves attempts to capture regularities of natural language in order to improve the performance of various natural language applications, e.g., Speech recognition, Machine translation, Handwriting recognition, Information retrieval and other applications.

The goal of Statistical Language Modeling is to build a statistical language model that can estimate the distribution of natural language as accurate as possible, which could improve significantly the results especially when we extend our system for line and paragraph recognition.
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