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ABSTRACT 

The cost for Intensive Care Unit (ICU) resources is extremely high and it affects healthcare budget that 

provides quality healthcare service for patients. Thus, the need for a predictive model for the decision to 

transfer stroke in-patients to the ICU is very important to utilize the resources effectively. Also, it will help 

to lower morbidity and mortality rates through earlier detection and intervention. In this research, 

initially, a Decision Tree (DT) model, an Artificial Neural Network (ANN) model, a Support Vector Machine 

(SVM) model, and a Logistic Regression (LR) model are evaluated for predicting the need to transfer the 

stroke in-patients to the ICU or not. The study is conducted on a clinical dataset consisting of 1,415 

observations using the vital signs with six variables. This original dataset was having data imbalance and 

hence the result was misleading. In order to overcome this situation the Synthetic Minority Oversampling 

Technique was applied on the dataset. A DT model, an ANN model, a SVM model, and a LR model are 

evaluated again on the balanced dataset for prediction. Tree-based ensemble approaches such as 

Generalized Boosted Model, Adaptive Boosting (AdaBoost.M1), Random Forest and Bagged AdaBoost 

(Adabag) are used to improve the accuracy and performance of models. These methods were trained and 

tested on the balanced stroke in-patients dataset. The boosting model, AdaBoost.M1, and bagging model, 

Random Forest, achieved better accuracy compared to the other models. Therefore, these two models 

could be used for helping healthcare professionals in decision-making. 

Keywords: Predictive Model; Artificial Neural Network; Support Vector Machine; Decision Tree; 

Generalized Boosted Model; Random Forest; 

1 Introduction 

Medical data has become electronic, which can be easy to manipulate and process. This data and 

information have become the basis for healthcare development through building predictive models for 

early risk prevention. Developing an early predictive model from the available medical data is a significant 

area of research nowadays due to its effects on the decision-making process for diagnostics and to predict 

a treatment plan. Predictive models have become more related to the daily operations in the healthcare 

field. This would help to reduce the cost of healthcare and to improve the quality of service. As predictive 

models have become more pervasive, the need for a generalized standard for model deployment is more 

significant [1]. 
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The term "diagnostics" indicates determining the specific condition about a patient’s status, while the 

term “prognostics” indicates the forecasting about patient’s state in the future based on available data 

[2]. This research will focus on prognostics (prediction) of future short-term conditions based on data 

mining techniques that make such predictions possible. 

In clinical practice, there are many publications in the literature that have proposed predictive models by 

combining the advantages of data mining techniques. Currently, Logistic Regression (LR) and Artificial 

Neural Networks (ANN) are the most widely used models in biomedicine. The statistics of the number of 

publications indexed in Medline are 28,500 for LR, 8,500 for ANN, 1,300 for K-Nearest Neighbors (K-NN), 

1,100 for Decision Tree (DT), and 100 for Support Vector Machines (SVM) [3]. 

The common data mining techniques that are used in healthcare are LR, DT, and ANN. Many researchers 

agreed that ANN is the best data mining technique employed for their study [4]. Abd Rahman et al. 

compared various predictive models to predict the survival of cardiac surgery patients. They used the 

dataset that consists of 5,154 observations with 23 variables. They developed predictive models using 

three data mining techniques, namely: LR, DT, and ANN. They found that ANN is the best predictive model 

with classification accuracy, sensitivity, and specificity [4]. 

The nature of the dataset is a significant issue with data mining research, especially in classification 

analysis. The main problem related to the nature of the current dataset is that it is an imbalanced dataset. 

Imbalance problems in binary classification mean that the range between two classes has a large 

difference in the number of samples. The class with a fewer portion of samples is called a minority class, 

while the one with a higher portion of samples is called a majority class. This problem leads to 

misclassification when using many of the classification algorithms because these algorithms focus on the 

majority class rather than the minority class. Hence, the classification result will be biased towards the 

majority class. As a result, this will produce a strong (classifier) predictive model that has a high predictive 

accuracy for the majority class and weak (classifier) predictive model for the minority class. 

The imbalanced dataset problem frequently occurs in the medical diagnosis for rare diseases, but it plays 

an important role while deciding the treatment. Therefore, the misclassification problem for rare diseases 

will result in high health risks. Sampling is the main solution for imbalanced dataset problems. There are 

two types of sampling techniques: undersampling and oversampling. Undersampling will randomly delete 

majority class sample. Oversampling will reproduce minority class sample. Both methods help to achieve 

a balanced class distribution [5]. 

The ensemble method is one of the most powerful techniques in data mining analysis. It combines 

multiple models into a single predictive model that is often more accurate and reliable than its 

components. These methods provide a significant proof that supports decision-making for most of the 

predictive systems such as weather forecasting, market analysis, product recommendations, and medical 

prognostics. 

The widely recognized feature of ensemble methods is its capability to combine various classifiers to 

achieve a new classifier that outperforms every one of them for greater performance. This is done by 

integrating weak classifiers to produce a strong classifier. Hence, the basic idea is to build several 

classifiers from the original dataset and then aggregate their predictions when new unknown samples are 

added. 
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There are two primary types of ensemble methods: boosting [6] and bagging [7]. The boosting method 

selects a subset of the original dataset without replacement for training each model. It focuses on the 

training data that is incorrectly classified at each iteration. Originally, the training dataset has equal 

weight. When the training dataset is incorrectly classified then its weight will be increased. Voting at each 

iteration will produce the final prediction model outcome. The bagging method selects a random subset 

of the original dataset with replacement for training each model. It uses the voting scheme to predict the 

final model outcome. 

This paper is organized as follows: Section 2 provides literature review about predictive models. The 

architecture of research is explained in Section 3. The simulation and results are presented in Section 4, 

and Section 5 consists of the conclusion and future work. 

2 Background Research 

According to the World Health Organization’s (WHO) global report, the death rate of chronic diseases, 

such as stroke in most countries will increase in 2015, reaching 41 million people [8]. The death rates are 

increasing, and the side effects associated with a stroke are becoming worse. An early warning system for 

predicting the deterioration would be more useful. Also, due to the busy work environment in hospitals, 

there is a lack of communication between healthcare professionals. 

Data mining techniques help to extract valuable information from healthcare data. Prediction of patients’ 

status is a highly sensitive issue to avoid worst complications that may lead to patient deterioration, 

especially due to chronic diseases. Hence, healthcare professionals need a simple, general, interpretable, 

and trustworthy predictive model for making a faster decision for stroke in-patients. 

Many researchers tried to improve the predictive models’ accuracies for reducing the cost in healthcare. 

Predictive models assist in making an appropriate decision about a patient’s treatment plan. This can be 

generalized for choosing the only necessary healthcare procedures, which in turn will contribute to 

decrease healthcare costs. 

Ghavami and Kapur proposed machine-learning techniques to provide early predictions about the future 

health status of patients to avoid medical interventions. They compared the accuracy of four neural 

network models such as Probabilistic Neural Networks (PNN), Support Vector Machine (SVM) networks, 

Multi-Layer Perceptron (MLP) with Levenberg-Marquardt (LM), and the Generalized Feed forward with 

LM. They found that the SVM algorithm was the most accurate one. This is followed by the MLP model 

and the General Feed forward Neural Network model in accuracy. Also, they mentioned that the 

algorithms’ performances couldn’t be generalized, due to the nature of the dataset. Therefore, some 

algorithms give better performance on different datasets than others because it depends on the dataset 

type and volume [2]. 

Toledo et al. developed a predictive model for patients with subarachnoid hemorrhage using machine 

learning techniques and extracted knowledge from the medical data. They applied DT, Nearest Neighbor 

with generalization, and Ripple Down Rule Learner, and they found that the DT is the most accurate one 

[9]. 

Several techniques have been proposed to solve the problems associated with the imbalanced class 

dataset. Within ensemble methods the most helpful technique to overcome the imbalance problem is 

boosting. Boosting is a great ensemble-learning algorithm that improves the performance of the weak 
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classifier. The algorithms such as RUSBoost and SMOTEBoost are examples of boosting algorithms [10]. 

Many solutions have been proposed to overcome imbalanced dataset problems. Nguyen et al. used an 

oversampling technique with SVM predictive model for the data imbalance problem [11]. Their method 

provides an effective improvement on the dataset. 

A number of undersampling methods have also been recommended to solve the imbalanced dataset 

problem. The undersampling method can lead to loss of some very important samples of the dataset 

because it focuses on randomly eliminating some samples of the majority class. Recently, advanced 

undersampling techniques, such as EasyEnsemble and BalanceCascade are presented in [12]. Another 

approach that was used to solve imbalance class is Synthetic Minority Oversampling Technique (SMOTE). 

Chawla et al. combined undersampling method with SMOTE [13] that has achieved better classifier 

performance. 

In ensemble literature, Researchers presented many methods for improved model performance using the 

ensemble techniques. Opitz and Macklin presented a comparison and evaluation of boosting and bagging 

on multiple datasets [14]. They showed a comprehensive experimental study of these methods on data 

analysis. Freud et al. presented an overview in about boosting that works to obtain a strong classifier [15]. 

The main reason for using ensemble methods is to improve the performance of model. Thus, the 

ensemble outcome will be the optimal model for classification or prediction. The main motivation for the 

combination of classifiers in the ensemble is to improve their generalization ability as well. Rokach showed 

a review of existing ensemble methods as a tutorial for building ensemble based systems [16]. 

Tree-based ensemble classification models are a subset of the commonly employed ensemble modeling. 

There are many tree-based ensemble methods used to solve most classification and prediction problems 

such as random forest model. Ensemble tree techniques are appropriate for a dataset because they 

provide the visual analysis of predictors’ participation in the final model outcome. 

This research focuses on a predictive model for transferring stroke in-patients to the ICU using data mining 

techniques. Predictive modeling is the process of building a classifier model for a target variable using a 

training dataset. It is then tested on a test dataset and is validated on a validation dataset. The DT, ANN, 

SVM, and LR are evaluated on the original dataset in [17]. The dataset used was having data imbalance 

problem and hence the result was misleading. This led to having a high value of prediction accuracy 

because the classification was mainly focusing on majority class. Therefore, this research is explored 

sampling approach to overcome data imbalance problem. Then the DT, ANN, SVM, and LR are evaluated 

again using the sampled dataset. In addition, this research provides a comparison of tree-based ensemble 

models for predicting the transfer of stroke in-patients to the ICU or not. Main boosting methods such as 

Generalized Boosted Model (GBM) [18] and Adaptive Boosting (AdaBoost.M1) [19] were applied to the 

balanced stroke in-patients dataset. Also, the main bagging methods such as Random Forest [20] and 

Bagged Adaboost (Adabag) [21] were applied to the same dataset to improve the model accuracy. This 

would help the healthcare professionals to take early actions for avoiding stroke patients’ deterioration 

as much as possible. The architecture for predictive model for transferring stroke in-patients to the ICU 

(PMT-ICU) is explained in Section 3. 

http://dx.doi.org/10.14738/tmlai.43.2051
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3 Architecture of PMT-ICU 

The architecture for PMT-ICU is shown in Figure 1. Data mining approaches are explored for modeling the 

stroke in-patients’ dataset. Pre-processing is done to understand the dataset, which includes variable 

identification, data type conversion, and a process to deal with missing data. The dataset was modeled 

using the DT, ANN, SVM, and LR models. The models are evaluated to predict the ICU transfer of stroke 

in-patients. Classification measurements such as accuracy, sensitivity, and specificity were used to 

evaluate these models. Since the dataset used has an imbalanced class problem, the sampling technique 

is used. Synthetic Minority Oversampling Technique (SMOTE) was applied to the dataset to produce a 

more balanced dataset. The DT, ANN, SVM, and LR models are evaluated again using balanced dataset to 

predict the ICU transfer of stroke in-patients. Classification measurements such as accuracy, sensitivity, 

and specificity were used to evaluate these models. The tree-based ensemble approach is explored for 

modeling the decision for transferring stroke in-patients’ to the ICU using a sampled stroke in-patients’ 

dataset. GBM and AdaBoost.M1 from boosting approach were applied to this dataset. Also, Random 

Forest and Adabag from bagging approach were applied to the same dataset in order to improve model 

accuracy. The classification measurements such as accuracy, kappa, and Area Under the Curve (AUC) were 

used to evaluate these models. 

 

Figure 1. Architecture of Predictive Model for Transferring Stroke In-Patients to the ICU 

3.1 Data Modeling 

Decision tree (DT) works well with numerical and categorical variables and is easy to interpret. Chang et 

al. used the DT model for recognizing skin diseases [22]. Researchers in the healthcare area commonly 

use DT. In this research, the DT model is used to decide whether stroke in-patients need to be transferred 

to the ICU or not. This is done by splitting the dataset for training, testing, and validation subsets in the 

ratio of 70:20:10. The resulting tree obtained from the training set has six levels and fourteen leaves; so 

it is a complex one and is difficult to interpret. This may lead to poor performance because of the high 

number of levels, branches, and leaves. This is shown in Figure 2  
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 Figure 2. Decision Tree-based Classification 

A smaller tree with fewer branches often leads to less complexity, easier interpretation, and minimal test 

and validation error rates. This solution is achieved by pruning the tree using the cross-validation function; 

the cv.tree in the 'tree' package in the R program is used. This function is used to choose the complexity 

level of the DT tree. Pruning is a technique that reduces the size of a DT by removing the sections of the 

tree that contribute significantly less for classification. Hence, this will reduce the complexity and improve 

the accuracy. Cross-validation is a model validation technique for assessing the accuracy of the result of a 

prediction. The cross-validation graph for pruning the DT is shown in Figure 3. 

 

Figure 3. Cross-validation graph for pruning the Decision Tree 

The pruned DT has only six leaves, as shown in Figure 4. This tree is used for testing and validation on 

datasets so that the model effectiveness could be checked. Then the percentage of accuracy of the model 

could be computed. 

http://dx.doi.org/10.14738/tmlai.43.2051
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Figure 4. Pruned Decision Tree 

Uttreshwar and Ghatol used a generalized regression neural network for predicting Hepatitis B, and they 

achieved high classification accuracy [23]. ANN is generally used for classification and pattern recognition. 

It is used to find and learn a hidden pattern from the dataset that could be used to build a classifier model. 

This model can be used for classification of a new pattern. In this research, the ANN is trained, tested and 

validated using the same ratio of 70:20:10 on the stroke in-patients dataset. A single hidden layer neural 

network based on back propagation algorithm is used for training the dataset and is shown in Figure 5. 

The inputs are temperature, respiratory rate, heart rate, systolic blood pressure, and oxygen saturations, 

and the output is ‘Yes’ or ‘No’ corresponding to whether the stroke in-patients needs to be transferred to 

the ICU or not. Testing and validation are done on the model to check the performance. 

 
 

Figure 5. The Artificial Neural Network structure  

Lung Chan et al. used SVM for predicting the mortality in general, and high accuracy was achieved for this 

model [24]. SVM is one of the most widely used techniques in the healthcare area for classification. In this 

research an SVM was developed for binary classification and this corresponds to the target variable that 

has binary value. This target variable will be the outcome of SVM model that specifies whether the stroke 

in-patients need to be transferred to the ICU or not. The polynomial kernel of the SVM was trained using 

the training dataset and tested on the testing dataset for assessing the classifier’s performance. Also, a 

final validation was performed on the validation dataset to check the performance of the model. 

LR is a very popular technique used in medical research for predicting patients’ outcomes. Vairavan et al. 

proposed an algorithm based on the LR and Hidden-Markov models for predicting the mortality in the ICU 
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using vital sign data [25]. LR works very well for categorical variables to predict the outcome. This is also 

compatible with this current research to predict the transfer of stroke in-patients to the ICU or not. 

3.2 Data Sampling 

Data sampling is very important in data mining analysis, especially for a large data volume. Prediction 

result for classification algorithms depends on the nature of dataset. If the dataset is imbalanced the 

classification result will be biased towards the majority class. Hence, this classifier will show the weak 

result on minority class. Synthetic Minority Oversampling Technique (SMOTE) is the powerful technique 

that used to resolve this issue. 

3.2.1 Synthetic Minority Oversampling Technique (SMOTE) 

The original dataset with 1,415 cases had an imbalanced dataset problem. The percentage of patients 

who were transferred to the ICU was only 4% (55 cases) while cases who were not transferred to the ICU 

was 1,360 (96%). The sampling technique was employed to overcome this problem. After the sampling 

was performed, the dataset had 385 (28%) cases of patients who were transferred to the ICU and 990 

(72%) patients who were not, which gives a total of 1,375 patients. Table 1. shows the comparison of class 

distribution in imbalanced and balanced datasets. 

Table 1. Comparison of Class Distribution 

 

SMOTE generates artificial samples of the minority class. The first task of this technique is oversampling 

the minority class based on the nearest neighbors. Then it is used to undersample the majority class based 

on the number of new artificial samples that were added to the minority class during oversampling. To 

address this problem, SMOTE function from the DMwR package in R was used. 

This function has a sequential control of the number of oversampling of the minority class and the number 

of undersampling of the majority classes. In this dataset, the number of new samples added to the 

minority class will be calculated as (600/100) = 6. Now 6 new samples will be added for each minority class 

of the original dataset as follows: (6*55) = 330. So the new value of minority class in the balanced dataset 

is 385 (330+55). The next step is the undersampling of the majority class based on the oversampling result. 

The number of the selected majority class for the final balanced dataset will triple the oversample of the 

minority class as follows: (300/100)*330 = 990 samples for the majority class in the final dataset. 

3.2.2 DT, ANN, SVM, and LR Modeling on Sampled Dataset 

Since the dataset is balanced, it can be used for training and testing again. Thus, the dataset is split into 

three portions as follows: 70% of the dataset (963 patients) for training, 20% (277 patients) for testing, 

and 10% (135 patients) for validation. The classification algorithms DT, ANN, SVM, and LR are run 

individually for training, testing, and validation using the sampled dataset. 

DT works well with numerical and categorical variables and is easy to interpret. In this research, the DT 

model is used to decide whether stroke in-patients need to be transferred to the ICU or not. The resulting 

http://dx.doi.org/10.14738/tmlai.43.2051
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tree obtained from the training set has six levels and twelve leaves; so it is a complex one and is difficult 

to interpret. This may lead to poor performance because of the high number of levels, branches, and 

leaves. This is shown in Figure 6. 

 

Figure 6. Decision Tree-based Classification  

A smaller tree with fewer branches often leads to less complexity, easier interpretation, and minimal test 

and validation error rates. This solution is achieved by pruning the tree using the cross-validation. Pruning 

is a technique that reduces the size of a DT by removing the sections of the tree that contribute 

significantly less for classification. Hence, this will reduce the complexity and improve the accuracy. Cross-

validation is a model validation technique for assessing the accuracy of the result of a prediction. The 

pruned DT has only six leaves, as shown in Figure 7. This tree is used for testing and validation on datasets 

so that the model effectiveness could be checked. Then the percentage of accuracy of the model could be 

computed.  

 

Figure 7. Pruned Decision Tree  

ANN is generally used for classification and pattern recognition. It is used to find and learn a hidden 

pattern from the dataset that could be used to build a classifier model. This model can be used for 

classification of a new pattern. In this research, the ANN is trained, tested and validated using the same 

ratio of 70:20:10 on the stroke in-patients dataset. A single hidden layer neural network based on back 

propagation algorithm is used for training the dataset and is shown in Figure 8. The inputs are 

temperature, respiratory rate, heart rate, systolic blood pressure, and oxygen saturations, and the output 
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is ‘Yes’ or ‘No’ corresponding to whether the stroke in-patients needs to be transferred to the ICU or not. 

Testing and validation are done on the model to check the performance. 

 

Figure 8. The Artificial Neural Network structure  

SVM is one of the most widely used techniques in the healthcare area for classification. In this research 

an SVM was developed for binary classification and this corresponds to the target variable that has binary 

value. This target variable will be the outcome of SVM model that specifies whether the stroke in-patients 

need to be transferred to the ICU or not. The polynomial kernel of the SVM was trained using the training 

dataset and tested on the testing dataset for assessing the classifier’s performance. Also, a final validation 

was performed on the validation dataset to check the performance of the model.  

Logistic Regression is a very popular technique used in medical research for predicting patients’ outcomes. 

LR works very well for categorical variables to predict the outcome. This is also compatible with this 

current research to predict the transfer of stroke in-patients to the ICU or not. 

3.3 Tree-based Ensemble Approach 

The most popular methods such as boosting and bagging methods in tree-based ensemble approach are 

applied on the sampled dataset. This will provide a better accuracy for the model. 

3.3.1 Boosting 

Boosting consists of a series of iterations for learning on the training dataset and designing samples based 

on the probability distribution. This method focuses on learning from incorrectly classified samples. 

Gradient Boosting and AdaBoost are the most common examples of boosting methods. Boosting is 

generally used to learn multiple models from training dataset. A weighted average is calculated using 

these narrowly tuned multiple models to get a good predicted result. 

    3.3.1.1 Generalized Boosted Model 

Generalized Boosted Model (GBM) does binary classification and regression modeling. Only, binary 

classification is used in this research. It uses boosted trees during the iterations. GBM function uses 3–

fold cross-validation of the data. This means that the model trains three times on three different subsets 

of the training dataset to find the best tuning model. The optimal model was produced for 150 iterations 

with a maximum tree depth of 3 as shown in Figure 9. 

http://dx.doi.org/10.14738/tmlai.43.2051
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Figure 9. AUC variations by Maximum Tree Depth and number of boosting iterations for GBM  

After more than hundred iterations the important variables in this model are produced and are shown in 

Table 2 and is also presented as a graph in Figure 10. The Temperature, RespiratoryRate, HeartRate, 

OxygenSaturations, SystolicBP predictors have importance in descending order for the GBM model. 

SystolicBP is found to be of no importance. 

Table 2. GBM Variable Importance and their Overall Percentage 

 
  

Figure 10. GBM variable importance  

    3.3.1.2 Adaptive Boosting  

The most common method of boosting is the adaptive boosting model (AdaBoost.M1). It adapts to any 

given data without specifying any particular parameters. This model can be used for both classification 

and regression problems. AdaBoost.M1 trains multiple subsets for classification of dataset and assigns 

equal weights to each subset. It provides a number of weak classifiers on different weighted subsets of 

the training data. After multiple iteration of training the models it will find whether the dataset is 

incorrectly classified or not. Then a higher weight will be added to the model that has an incorrect 

classification. Figure 11 shows the relation between the ‘number of trees’ and ‘the maximum depth’ for 

all the three options of AdaBoost.M1 implementations (Breiman, Freund, and Zhu). 
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Figure 11. AUC variations by Maximum Tree Depth and number of boosting iterations for AdaBoost.M1  

The HeartRate, RespiratoryRate, Temperature, OxygenSaturations, SystolicBP predictors have importance 

in descending order for the AdaBoost.M1 model as shown in Table 3 and is also presented as a graph in 

Figure 12. SystolicBP is found to be of no importance. 

Table 3. Adaboost.M1 Variable Importance and their Overall Percentage  

 

 

 Figure 12. AdaBoost.M1 variable importance  
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3.3.2 Bagging  

Bagging (Bootstrap Aggregation) is designing samples from the training dataset with replacement, and 

then getting the multiple models to learn from different random samples of the training dataset. Separate 

classifier is used to train these different samples. When a new data comes all these classifiers will be used. 

Then a voting scheme is used to predict the outcome based on these classifiers. The highest vote obtained 

using these classifiers is the final outcome used for classification. In the regression case, the average of 

estimated output from all these classifiers is taken. The main example of bagging is Random Forest. 

Bagging is used to reduce the variance of the prediction through creating extra samples for training 

dataset with replacement. It focuses on decreasing the variance instead of increasing the size of training 

dataset.  

  3.3.2.1 Random Forest  

Random Forest is one of the most common bagging models. This is an ensemble method that fits a number 

of single decision tree classifiers on multiple subsets of the training dataset. It applies the averaging 

method to improve the prediction accuracy. It builds a large number of Classification And Regression Trees 

(CART) [10]. When a new sample is added, each tree votes for prediction. All trees in the forest participate 

in voting for the final result. The variable that gets the majority of the votes will be the final classification 

result. Random Forest uses k-cross validation model to select the proper model parameters. These tuning 

parameters are the number of randomly selected predictors in each split of the tree. The optimal model 

is produced with AUC =0.93 using 2 random predictors as given in Figure 13. 

 

Figure 13. Area-Under-Curve scores versus number of selected predictors randomly for Random Forest 

The HeartRate, Temperature, RespiratoryRate, SystolicBP, OxygenSaturations predictors have importance 

in descending order for the Random Forest model as shown in Table 4 and is also presented in Figure 14 

as a graph. OxygenSaturations is found to be of no importance.  

 Table 4. Random Forest Variable Importance and their Overall Percentage  
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Figure 14. Random Forest variable importance  

3.3.2.2 Bagged AdaBoost  

Bagged AdaBoost (Adabag) is designed for using classification trees as individual classifiers. After these 

classifiers have been trained for number of iterations, they can be used for predicting a new sample of 

data. Adabag uses k-cross validation model to select the proper model parameters. Adabag is 

implemented with the features of the boosting and bagging classification methods that use a tree as base 

classifier. The optimal model was produced using the number of trees=10 with maximum tree depth = 5 

as shown in Figure 15. 

 

Figure 15. AUC variations by Maximum Tree Depth and number of boosting iterations for Adabag  

The Temperature, HeartRate, RespiratoryRate, SystolicBP, OxygenSaturations predictors have importance 

in descending order for the Adabag model as shown in Table 5, and is also presented in Figure 16 as a 

graph. OxygenSaturations is found to be of no importance.  
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Table 5. Adabag Variable Importance and their Overall Percentage  

 

 

 Figure 16. Adabag variable importance 

4 Simulation and Results 

The dataset was obtained from King Fahad Medical Center, National Neuroscience Institute, Riyadh, Saudi 

Arabia. A snapshot of the data is given in Table 6. 

Table 6. Dataset Snapshot 
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The dataset consists of 1,415 patients that were admitted to the hospital due to stroke. This dataset 

consists of 5 independent variables and one dependent variable. The independent variables are the vital 

sign data, such as temperature, respiratory rate, heart rate, systolic blood pressure (BP), and oxygen 

saturations. These are continuous variables and are listed with description in Table 7 .The dependent 

variable was a dichotomous variable that represented the clinical outcome to specify whether a patient 

is transferred to the ICU or not. There were 55 patients (4%) that were positively transferred to the ICU, 

and 1,360 (96%) who were not. 

Table 7. Variables and Their Description 

 

DT, ANN, SVM, and LR are individually used for training, testing, and validation using the dataset. The 

models were trained using 70% of the dataset (991 patients), and were tested using 20% (285 patients), 

and were validated using 10% (139 patients). R programming language is used for the model simulation. 

The simulation results of these models are compared using the classification measures, such as false 

positives (FP), false negatives (FN), true positives (TP) and true negatives (TN). The results for testing are 

given in Table 8 and for validation are shown in Table 9. 

Table 8. Results Using Test Dataset 

 
 

Table 9. Results Using Validation Dataset  
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The measurements that were used to compare the performance of these models are accuracy, sensitivity, 

and specificity. These measurements are expressed in equations (1), (2), and (3). 

 

(1) 

 

(2) 

 
(3) 

 

Accuracy is the fraction of true results, either true positive or true negative. Sensitivity measures the 

fraction of positive cases that are classified correctly as positive. Specificity is the fraction of negative cases 

that are classified correctly as negative. The results showed that the DT model, SVM model, and LR model 

have similar accuracy, which is equal to 0.96; followed by the ANN model which is 0.94. The results are 

shown in Table 10 for the test dataset, and Table 11 for the validation dataset. 

Table 10. Classification Measurements for Test Dataset 

 

Table 11. Classification Measurements for Validation Dataset 

 

All four models showed low specificity measures that indicate the weak ability of detecting a true 

negative. This bias is due to the lower number of negative ICU transfer cases in this research (only 55 out 

of 1,415 cases). The above tables illustrate that the prediction results are not as accurate as one would 

like. This is due to the nature of the dataset which is original from the hospital. It is true that not many 

patients will be admitted to the ICU. There were very few negative cases in the entire population to train 

a more accurate predictive model. Also, several of the input variables were highly correlated such that 

the prediction contributions of some variables were less significant for making a more accurate prediction. 

The ideal training dataset would include an approximately equal number of positive and negative cases. 

Classification accuracy is usually the primary measure used to evaluate models on classification problems. 

Therefore, the reason to get more than 90% of accuracy on an imbalanced dataset is because one class 

has more than 90% of the samples compared to the other class. In order to deal with the imbalanced 

dataset, sampling is done. DT, ANN, SVM, and LR are modeled using the same dataset (balanced) and they 

are individually used for training, testing, and validation using the sampled dataset. The models were 

trained using 70% of the dataset (963 patients), and were tested using 20% (277 patients), and were 
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validated using 10% (135 patients). R programming language is used for the model simulation. The 

simulation results of these models are compared using the classification measures, such as False Positives 

(FP), False Negatives (FN), True Positives (TP) and True Negatives (TN). The results for testing are given in 

Table 12 and for validation are shown in Table 13. 

Table 12. Results Using Balanced Test Dataset 

 

Table 13. Results Using Balanced Validation Dataset 

 

Accuracy is the fraction of true results, either true positive or true negative. Sensitivity measures the 

fraction of positive cases that are classified correctly as positive. Specificity is the fraction of negative cases 

that are classified correctly as negative. The results showed that the DT model has the best accuracy, 

which is equal to 0.77, followed by the ANN, SVM, and LR models that have similar accuracy around 0.71. 

The results are shown in Table 14 for the test dataset, and Table 15 for the validation dataset. 

Table 14. Classification Measurements for Balanced Test Dataset  

 

Table 15. Classification Measurements for Balanced Validation Dataset 

 

Tree-based ensemble models predict the decision for transferring stroke in-patients to the ICU. Boosting 

and bagging are the two ensemble tree-based models applied in this research. GBM, AdaBoost.M1, 

Random Forest, and Adabag are individually used for training and testing using the balanced stroke in-
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patients dataset to improve the model performance. The total balanced dataset (1,375 cases) was split 

into training dataset (1,032) and testing dataset (343) in a ratio of 75% to 25% respectively. 

GBM, AdaBoost.M1, Random Forest, and Adabag were trained using 75% of the balanced dataset and 

were tested using 25%. Accuracy, Kappa, and AUC are the measurements used to evaluate these ensemble 

models. Accuracy is the score of the prediction percentage. Kappa is a measurement of the model 

performance that gives agreement between model predictions and reality. The Kappa score ranges 

between -1 and +1. Scores above 0.8 are generally considered as a good agreement; less than zero means 

no agreement at all. AUC is the measurement for model performance that is often used for binary 

classification problems. An AUC score of 1 leads to an ideal model, while a score around 0.5 means random 

estimation. The comparison of the prediction accuracy and the performance of these four tree-based 

ensembles models are given in Table 16. 

Table 16. Comparison Of GBM, Adaboost.M1, Randomforest, And Adabag Models 

 

The boosting model (AdaBoost.M1) and the bagging model (Random Forest) have high accuracy with 

errors less than 11% in comparison with other remaining models. Kappa resulted is 0.74 and 0.73 for 

AdaBoost.M1 and Random forest respectively. This indicates that these two are better predictive models. 

Also, AdaBoost.M1 and Random forest showed to have a better AUC score than other models that are 

close to the score of perfect model. 

The Receiver Operating Characteristic (ROC) curve in binary classification can be used to evaluate the 

model performance using sensitivity and specificity. The ROC curve plots the sensitivity (true positive rate) 

by one minus specificity (false positive rate). The area under the ROC curve is a common measure of model 

performance. 

AdaBoost.M1 and Random Forest have outperformed GBM, and Adabag providing a better sensitivity as 

presented in Figure 17. The AUC score for AdaBoost.M1, Random Forest, GBM, and Adabag are 0.9373, 

0.9365, 0.9124, and 0.8421 respectively. 

 

Figure 17. ROC Curves for GBM AdaBoost.M1, Random forest, and Adabag Models 
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5 Conclusion and Future Work 

This research compared the Decision Tree, Artificial Neural Network, Support Vector Machine, and Logistic 

Regression models for the prediction of ICU transfer of Stroke in-patients using a clinical dataset. The 

comparison showed that the all four models have high and similar accuracy, due to the imbalanced class 

problem in the original dataset. Sampling techniques was used to overcome this problem by applying 

Synthetic Minority Oversampling Technique (SMOTE) on the original dataset. An evaluation of Decision 

Tree (DT) model, Artificial Neural Network (ANN) model, Support Vector Machine (SVM) model, and 

Logistic Regression (LR) model was done again on sampled dataset, and results are presented. A 

comparison of four tree-based ensemble models is done in this research. These are applied on a balanced 

stroke in-patients dataset for predicting the ICU transfer. Boosting and bagging are the two ensemble 

models used. Generalized Boosted Model (GBM), Adaptive Boosting (AdaBoost.M1), Random Forest, and 

Bagged Adaptive Boosting (Adabag) were explored. The result showed that a fair competition of boosting 

(AdaBoost.M1) and bagging (Random Forest) models when trained and tested on the same dataset. 

This would give healthcare professionals the opportunity to perform procedures early to avoid stroke in-

patients’ deterioration as much as possible. Therefore, building a clinical decision support system (CDSS) 

based on these results would help to make an accurate decision to whether there is a need for transferring 

the stroke in-patients to the ICU or not. 

Future work will focus on to improve the prediction results by working with a larger data volume and a 

variety of datasets. Another ensemble approach could be tested to get a better predictive model such as 

stacking. 
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