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Abstract

Acoustic models based on Deep Neural Networks (DNNs) lead to sig-
nificant improvement in the recognition accuracy. In these methods, Hid-
den Markov Models (HMMs) state scores are computed using flexible dis-
criminant DNNs. On the other hand, Conditional Random Fields (CRFs)
are undirected graphical models that maintain the Markov properties of
HMMs formulated using the maximum entropy (MaxEnt) principle. CRFs
have limited ability to model spectral phenomena since they have single
quadratic activation function per state. It is possible and natural to use
DNNs to compute the state scores in CRFs. These acoustic models are
known as Deep Conditional Random Fields (DCRFs). In this work, a
variant of DCRFs is presented and connections with hybrid DNN/HMM
systems are established. Under certain assumptions, both DCRFs and
hybrid DNN/HMM systems can lead to exact same results for a phone
recognition task. In addition, linear activation functions are used in the
DCRFs output layer. Consequently, DCRFs and traditional DNN/HMM
systems have the same decoding speed.

Keywords: Hidden Markov models; deep conditional random fields; deep
neural networks; discriminative training.

1 Introduction

Acoustic modeling based on Hidden Markov Models (HMMs) [1, 2, 3, 4] is
employed by state-of-the-art stochastic speech recognition systems. Generative
HMMs are well understood models and may be trained efficiently using the
Expectation-Maximization (EM) algorithm [5].

An example of an HMM with left-to-right transition topology, which is used
to model a phone in an acoustic model, is shown in Fig. 1. This model has one
entry state, three emitting states, and one exit state. The left-to-right topology
imposes prior information, where speech production is sequential in time.

For every observation at time t, a jump from the current state i to some new
state j is allowed with a transition probability:

aij = P (st+1 = j|st = i), (1)

where
∑N
j aij = 1, N is the number of states in the HMM model. An acoustic

feature vector ot may be generated, with an output probability density function



Figure 1: A typical Hidden Markov Model for a phone (a stochastic finite state
machine view).

bj(ot), which is associated with state j. A mixture of Gaussian distributions is
typically used to model the output distribution for each state,

bj(ot) =
M∑
m=1

cjmN (ot;µjm,Σjm), (2)

where M is the number of mixture components, cjm is the component weight

and
∑M
m cjm = 1. µjm and Σjm are the component specific mean vector and

covariance matrix respectively. If the acoustic features are statistically indepen-
dent, then diagonal covariance matrices are used to compute the likelihood of a
Gaussian model,

N (ot;µjm,Σjm) =

D∏
d=1

1√
(2π)σjmd

exp
(
− (otd − µjmd)2

2σ2
jmd

)
, (3)

where σjmd is the variance element of the Gaussian component m for dimension
d.

In hybrid ANN/HMM speech recognition systems [6], [7], artificial neural
networks (ANN) models are used as flexible discriminant classifiers to estimate
a scaled likelihood. In particular, the emission probability score is given by

bj(ot) ≈
PΛ(sj |ot)
P (sj)

, (4)

where bj(ot) is the score of state j in the traditional HMM framework, PΛ(sj |ot)
is the posterior probability of a phonetic state estimated by a connectionist esti-
mator [8],[9] and the prior P (sj) is estimated from the labeled data. In addition
to discriminative training, if the posterior probability PΛ(sj |ot) is sensitive to
acoustic context, bj(ot) score may help to overcome conditional independence
assumption and improve the overall recognition performance without chang-
ing the basic HMM framework. A graphical representation of the DNN/HMM
acoustic model is shown in Fig. 2.

DNNs with several hidden layers that are trained using new methods have
been shown to outperform Gaussian mixture models in several tasks [10], [11],
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Figure 2: HMM model for phone representation, where the state scores are
computed from a DNN.
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[12], [13]. DNNs are trained in a generative way to learn the structure in the
input data. This “pre-training” step provides a good initialization point to the
traditional discriminative training using the backpropagation (BP) algorithm.
DNN modeling is an active area of research and there is a lot of effort to improve
the training speed of these models [14],[15], [16].

Over the last few years, there is an increased interest to develop acous-
tic models derived from MaxEnt [17, 18] and Conditional Random Fields [19].
Before CRFs became popular, there were several attempts to develop models
similar to HMMs. In particular, the estimation of global posteriors using the
forward-backward algorithm was derived in [20], [21]. Recent efforts in the field
of MaxEnt/CRF modeling were reviewed and discussed in [22, 23]. Hidden Con-
ditional Random Fields (HCRFs) were introduced to score the states based on a
mixture of quadratic activation functions [24]. In [25], a multi-layer CRF model
(deep-structured CRF) in which each higher layer’s input observation sequence
consists of the previous layer’s observation sequence was presented. Deep exten-
sions to HCRFs were developed in [26],[27]. A non-linear graphical model for
structured prediction was introdcued in [28]. In [29], deep hidden conditional
neural fields (Deep-HCNF) which utilized an observation function with deep
structure were presented. A segmental version of CRFs was developed in [30].

In [31, 32], a new acoustic modeling paradigm based on Augmented Condi-
tional Random Fields (ACRFs) is investigated and developed. ACRFs paradigm
addresses some limitations of HMMs while maintaining many of the aspects
which have made them successful. In particular, the acoustic modeling problem
is reformulated in a data driven, sparse, augmented space to increase discrimina-
tion. Acoustic context modeling is explicitly integrated to handle the sequential
phenomena of the speech signal. In the context of ANN field, ACRFs can rep-
resent CRFs with one hidden layer constructed from scoring a large number
of Gaussians. Rank-based scoring used in maximum entropy direct modeling
approaches [33, 34] may be interpreted as a mean to construct an augmented
space.

Score-space kernels [35, 36], which are a generalization of the Fisher kernel
[37], are used to extract new sufficient statistics, which may relax the conditional
independence assumptions in a systematic fashion. These sufficient statistics are
used to train MaxEnt models (C-Aug) for post-processing in HMM based speech
recognition [38].

Training CRFs on the top of a hidden layer constructed from scoring a
large number of sigmoid functions was introduced in [39]. One way to improve
this approach is to compute the state scores based on a DNN that has several
hidden layers. Hence, this improvement will lead to a deep version of CRFs
(DCRFs) [40]. In this work, a mathematical formulation of DCRFs is reviewed
and connections with hybrid DNN/HMM systems are established. We will unify
the training procedure between DCRFs and hybrid DNN/HMM in order to
explore the gains related to different DNN structures used in the two systems.
Under this assumption, the paper will show that the two systems can lead to
same exact results for a phone recognition task. Consequently, DCRFs may be
a natural choice for sequential modeling for speech recognition.
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This paper is organized as follows: the basic limitations to use CRF as an
acoustic model is addressed in Section 2. A mathematical formulation of DCRFs
is described in Section 3. The discriminative training problem of DCRFs is
addressed in Section 4. In Section 5, generative training which is used to initilize
DNNs is presented. DCRFs and DNN/HMM systems compute the state scores
using similar deep architectures. Hence, it is possible to unify and establish
connections between DCRFs and DNN/HMM systems. This idea is addressed
in Section 6. Section 7 gives experimental results on a phone recognition task.
Several issues about the implementation of DCRFs are discussed in Section 8.
Finally, a summary of the presented work is given in the conclusions.

2 Conditional Random Fields Limitations

Linear chain Conditional Random Fields are undirected graphical models that
maintain the Markov properties of HMMs, formulated using the maximum en-
tropy (MaxEnt) principle [41]. The maximum entropy formalism for sequential
modeling results in a probability distribution, which is the log linear or expo-
nential model:

PΛ(S|O) =
1

ZΛ(O)

T∏
t=1

exp
(∑

j

λjstst−1
aj(st, st−1) +

∑
i

λistbi(O, st)
)
, (5)

where

• PΛ(S|O) obeys the Markovian property PΛ(st|{sτ}τ 6=t,O) = PΛ(st|st−1,O).

• λist and λjstst−1
are the Lagrange multipliers (weighting factors) associated

to the characterizing functions bi(O, st) and aj(st, st−1).

• ZΛ(O) (Zustandsumme) is a normalization coefficient resulting from the
natural constraints over the probabilities summation, commonly called the
partition function and given by

ZΛ(O) =
∑
S

T∏
t=1

exp
(∑

j

λjstst−1
aj(st, st−1) +

∑
i

λistbi(O, st)
)
,

and it is similar to the total probability p(O|M) in HMMs, which can be cal-
culated using the forward algorithm [19]. The conditional distribution behind
the CRF model as shown in Equation (5) implies arbitrary combinations of
state scores bi(O, st) and transition scores aj(st, st−1). Hence, it is conceptu-
ally similar to HMMs that have only two scores; emission probability p(ot|st)
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and transition probabilities P (st|st−1). CRFs offer a principled framework for
combining different state scores in a natural way. The HMMs and CRFs share
the first order Markov assumption, which simplifies the training and decoding
algorithms.

CRFs have an attractive property: the MaxEnt models (linear chain CRFs
are a special case) make little assumptions, as they are the most unbiased dis-
tributions that are simultaneously consistent with a set of constraints. Hence,
CRF models do not suffer from the observation independence assumption made
in the HMM framework, as the characterizing functions may be statistically
dependent or correlated. This is very clear in the model equation where the
characterizing functions bi(O, st) are arbitrary functions over the entire obser-
vation sequence O. Moreover, CRF models do not constrain the shape of the
data generation and the modeling quality is a function of the sufficient statis-
tics represented by the characterizing functions. In speech recognition problems,
second order sufficient statistics are extracted from the acoustic observations.

The state characterizing function bi(O, st) can depend only on the current
observation (i.e. observation bi(O, st) = bi(ot, st)). For example, frontend
speech processing generally extracts MFCC+∆+∆∆ as the basic acoustic vec-
tor, the observation dependent term in Equation (5) is given by

∑
i

λistbi(O, st) =
∑
i

λistbi(ot, st)

=λ0
stb0 +

2d∑
i=1

(
λistoti + λist∆oti + λist∆∆oti

+ λisto
2
ti + λist∆o2

ti + λist∆∆o2
ti

)
,

(6)

where b0 is the bias constraint, d is the vector dimensionality, and oti, o2
ti are

the first and second order moments of the acoustic features. Equation (6) can
be written as ∑

i

λistbi(O, st) =oTt Λstot + λTstot + bst0. (7)

In addition, with one transition characterizing function, the transition depen-
dent term in Equation (5) is given by∑

j

λjstst−1
aj(st, st−1) = λstst−1

a(st, st−1), (8)

where a(st, st−1) is a binary function and can be used to define CRF topology
and λstst−1

is related to log astst−1
in HMM modeling. An example of a CRF

with left-to-right transition topology, which is used to model a phone in an
acoustic model, is shown in Fig. 3.

Equation (7) shows the main limitation of CRF model as used for speech
recognition systems. This equation shows that state activation is based on a
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Figure 3: CRF model for phone representation.

single quadratic activation function. In HMM context, this means the state
score is based on a single Gaussian component. This low complexity model
cannot model the spectral phenomena. Therefore, CRF acoustic models will
lead to poor recognition results.

Hidden Conditional Random Fields (HCRFs) were introduced to score the
states based on a mixture of quadratic activation functions [24]. This idea
extends the CRFs to be similar to HMMs with mixture of Gaussians. However,
the exponential quadratic activation functions are more flexible discriminant
functions than Gaussian densities, which are used for local observation scoring
within the HMM (but the physical meaning of mean and variance is no longer
available). Alternatively, deep architectures can be used to compute the state
scores. This idea is explored in the following section.

3 Deep Conditional Random Fields

Deep Conditional Random Fields acoustic models are a particular implemen-
tation of linear chain CRFs where the state scores are computed based on a
DNN that has many hidden layers. The feed-forward phase updates the output
value of each neuron. Starting from the first hidden layer, each neuron output
is computed as a weighted sum of inputs and applying the sigmoid function to
it:

ohtj = sigm(
n∑
i=1

λijo
h−1
ti ), (9)

where oht is an output of a hidden layer, n is the number of inputs, h is an index
to a hidden layer, and sigmoid function is computed as follows:

sigm(x) =
1

1 + e−x
. (10)

The output of an hidden layer is passed to the next layer until the output layer
is computed as follows:

oNtj =
n∑
i=1

λijo
N−1
ti , (11)

where N is the index of the output layer. Hence, the activation of hidden layers
is nonlinear based on a sigmoid function and the output layer activation is linear.
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Figure 4: DCRF model for phone representation, where the state scores are
computed from a DNN.

A graphical representation of the DCRF acoustic model is shown in Figure
4. The conditional distribution defining DCRFs is given by

PΛ(S|O) =
1

ZΛ(O)

T∏
t=1

exp
(
λstst−1

a(st, st−1) + bst(ot)
)
, (12)

where bst(ot) = oNtst is computed from Equation (11). Hence, bst(ot) connects
DNN output to CRF input.

The partition function, ZΛ(O), is given by

ZΛ(O) =
∑
S

T∏
t=1

exp
(
λstst−1

a(st, st−1) + bst(ot)
)
, (13)

and it can be calculated using the forward algorithm [19].

4 DCRF Optimization

For R training observations {O1,O2, . . . ,Or, . . . ,OR} with corresponding tran-
scriptions {Wr}, DCRFs are trained using the conditional maximum likelihood
(CML) criterion to maximize the posterior probability of the correct word se-

Transactions on Machine Learning and Artificial Intelligence Volume 3, Issue 2, April 2015

Copyright © Society for Science and Education United Kingdom 71



quence given the acoustic observations:

FCML(Λ) =
R∑
r=1

logPΛ(MWr |Or)

=
R∑
r=1

log
P (Wr)

∑
S|Wr

exp
∑T
t Ψ(O,S, c,Λ)∑

Ŵ P (Ŵ )
∑

S|Ŵ exp
∑T
t Ψ(O,S, c,Λ)

≈
R∑
r=1

logZΛ(Or|Mnum)− logZΛ(Or|Mden),

(14)

where
Ψ(O,S, c,Λ) = λstst−1a(st, st−1) + bst(ot). (15)

The optimal parameters, Λ∗, are estimated by maximizing the CML criterion,
which implies minimizing the cross entropy between the correct transcription
model and the hypothesized recognition model. In other words, the process
maximizes the partition function of the correct models1 (the numerator term)
ZΛ(Or|Mnum), and simultaneously minimizes the partition function of the
recognition model (the denominator term) ZΛ(Or|Mden). The optimal param-
eters are obtained when the gradient of the CML criterion is zero.

4.1 Numerical Optimization for DCRFs

Newton’s method can be used to estimate DCRFs based on local quadratic
approximation of the CML objective function. These methods rely on local
quadratic approximation by expanding the CML nonlinear objective function
FCML(Λ + δ) using Taylor expansion around the current model point Λ in pa-
rameter space and is given by

FCML(Λ + δ) ≈ L(Λ) + δTg(Λ) +
1

2
δTH(Λ)δ + . . . , (16)

where g(Λ) is the local gradient vector defined by

g(Λ) =
∂FCML(Λ)

∂λi

∣∣∣
Λ
, (17)

and the H(Λ) is the local Hessian matrix defined by

Hij(Λ) ≡ ∂FCML(Λ)

∂λi∂λj

∣∣∣
Λ
. (18)

The Newton’s Method update rule is given by

λ(τ) = λ(τ−1) − η(τ)H−1(Λ)g(Λ). (19)

1Since a summation over potential functions is commonly called the partition function in
undirected graphical modeling, we coin the notation ZΛ(Or|Mnum) for the summation of all
possible state sequences of the correct models.
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Since CML is not a quadratic function, taking the full Newton step H−1(Λ)g(Λ)
may lead to an overshoot of the maximum. Hence, η(τ) 6= 1 will lead to the
damped Newton step. A line search algorithm is used to calculate η(τ). A
line search works by evaluating the objective function starting from the current
model in the direction of search and choosing η(τ) will lead to an increase of the
CML objective function.

Hessian matrix calculation, its inverting and storage, makes Newton’s Method
useful only for small scale problems. Quasi-Newton or variable metric methods
can be used when it is impractical to evaluate the Hessian matrix. Instead of
obtaining an estimate of the Hessian matrix at a single point, these methods
gradually build up an approximate Hessian matrix by using gradient informa-
tion from some or all of the previous iterates visited by the algorithm. Lim-
ited memory quasi-Newton’s methods like L-BFGS are particular realizations
of quasi-Newton’s methods that cut down the storage for large problems [42].

Truncated-Newton method known as Hessian-Free approach [42, 43, 14], is
a second order method for large scale problems. It finds the search direction
using an iterative solver and the solver is typically based on conjugate gradient
but other alternatives are possible. In this method, Hessian-vector products are
computed without explicitly forming the Hessian. Hessian-free methods approx-
imately invert the Hessian while quasi-Newton methods invert an approximate
Hessian.

By ignoring the second order derivative, a first order approximation of the
CML will lead to the gradient ascent methods and the update is given by

λ(τ) = λ(τ−1) + ηg(Λ). (20)

The step size η must be small enough to ensure a stable increase of the CML
objective function. It can be shown that the algorithm is convergent provided
that η satisfies the condition 0 < η < 2

λmax
, where λmax is the largest eigenvalue

of the Hessian matrix H(Λ∗) evaluated at the global maximum of the CML
objective function [44]. In practice, second order statistics are not accumulated
so λmax is not known and η is chosen in an ad-hoc fashion by trial and error.

The training speed of gradient descent (batch mode) is usually slow. The
training process can be accelerated using an online variant known as stochastic
gradient descent (SGD).2 This algorithm can update the learning system on the
basis of the objective function measured for a single utterance or batch.

4.2 DCRFs Gradient Computation

For an exponential family activation function based on first-order sufficient
statistics, the gradient of the CML objective function for the output layer pa-
rameters is given by

∇FCML(O) = Cnum
ji (O)− Cden

ji (O), (21)

2Since CML objective function is maximized in this work, stochastic gradient ascent is
used to train DCRFs models.
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where the accumulators of the sufficient statistics, Cji(O), for the jth state and
ith constraint are calculated as follows:

Cnum
ji (O) =

R∑
r=1

Tr∑
t=1

γrj (t|Mnum)oN
rti, (22)

Cden
ji (O) =

R∑
r=1

Tr∑
t=1

γrj (t|Mden)oN
rti, (23)

where r is the utterance index and the frame-state alignment probability γj , is
the probability of being in state j at some time t can be written in terms of the
forward score αj(t) and the backward score βj(t) as in HMMs:

γj(t|M) = P (st = j|O;M) =
αj(t|M)βj(t|M)

ZΛ(O|M)
, (24)

The delta of the output layer neuron j is given by

δNtj = γj(t|Mnum)− γj(t|Mden), (25)

and the delta of the hidden layers:

δhtj = ohtj(1− ohtj)
∑

k∈outputs

λh+1
kj δh+1

kt , (26)

and the gradient for the hidden layers parameters is given by:

∂FCML(Λ)

∂λhki
=

R∑
r=1

Tr∑
t=1

δhrtjo
h−1
rtki . (27)

Based on Equation (27) and Equation (21), a gradient based optimization
can be used to estimate the parameters [42]. The transition parameters are
given by:

λstst−1
= log astst−1

, (28)

where astst−1
is the transition probability in HMM modeling and is estimated

using the maximum likelihood (MLE) criterion.

5 DCRFs generative training

The training of DNNs is divided into two phases: generative training to initialize
the network to a good starting point, which may lead to good results. Fine
tuning phase, which basically is the discriminative training described in Section
4. In this section, we will review the restricted Boltzmann machine (RBM),
which is the basic building block for generative pretrained DNNs.

Transactions on Machine Learning and Artificial Intelligence Volume 3, Issue 2, April 2015

http://dx.doi.org/10.14738/tmlai.32.1124 74



5.1 Restricted Boltzmann Machine

Restricted Boltzmann Machines (RBMs) are a special case of Markov random
field that have one layer of binary stochastic hidden units and one layer of
(Bernoulli or Gaussian) stochastic visible units. As shown in Fig. 5, they are
bipartite graphs, where all visible units are connected to all hidden units. An
RBM assigns an energy to every configuration of visible and hidden vectors,
denoted v and h respectively according to

E(v,h; θ) = −bTv − cTh− hTWv, (29)

where W is the matrix of visible/hidden connection weights, b is the visible
unit bias, and c is the hidden unit bias. The joint distribution p(v,h; θ) over
the visible units v and hidden units h, given the model parameters θ, is defined
in terms of an energy function E(v,h; θ) of

p(v,h; θ) =
exp(−E(v,h; θ))

Z
, (30)

where the partition function is given by

Z =
∑
v,h

exp(−E(v,h; θ)), (31)

and the marginal probability that the model assigns to a visible vector v is

p(v; θ) =

∑
h exp(−E(v,h; θ))∑

h

∑
u exp(−E(u,h; θ))

. (32)

Since there is no hidden-hidden connections, the conditional distribution
p(h|v; θ) is given by

p(h = 1|v; θ) = sigm(c + vTW). (33)

Similarly, since there are no visible-visible connections, the conditional distri-
bution p(v|h; θ) is given by

p(v = 1|h; θ) = sigm(b + hTWT ). (34)

Although RBMs with the energy function of Equation (29) are suitable for
binary input data, they can not be used for real-valued input data. For example,
frontend of a speech recognition system generates real-valued acoustic features.
Therefore, the Gaussian- Bernoulli restricted Boltzmann machine (GRBMs) can
be used to handle real-valued data. The GRBM energy function

E(v,h; θ) =
1

2
(v − b)T (v − b)− cTh− vTWh. (35)

Note that Equation (35) implicitly assumes that the visible units have a diag-
onal covariance Gaussian noise model with variance 1 for each dimension. The
corresponding conditional distributions are given by

p(h = 1|v; θ) = sigm(c + vTW), (36)
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Figure 5: A graphical representation of Restricted Boltzmann Machine (RBM).

p(v|h; θ) = N (v; b + hTWT , I), (37)

where I is the identity matrix. Apart from these differences, the inference and
learning rules for a GRBM are the same as for a binary RBM.

5.2 RBM Training

Exact maximum likelihood learning of large RBM is not feasible because it is
exponentially expensive to compute the gradient of the log likelihood of the
training data. Instead, an efficient approximate training procedure called “con-
strastive divergence” (CD) can be used to train an RBM [45]. To compute the
log likelihood, let us define a quantity known as the free energy:

F (v; θ) = −
∑

h

exp(−E(v,h; θ)), (38)

Using F (v; θ), we can write the log likelihood as:

L(θ) = −F (v; θ)− log(
∑
ν

exp(−F (ν; θ))). (39)

Taking the gradient of the log likelihood L(θ) we can derive the update rule for
the RBM weights as:

∂L(θ)

∂wij
= 〈vihj〉data − 〈vihj〉model . (40)

The first expectation 〈vihj〉data, is the frequency which the visible unit vi and
the hidden unit hi are active together in the training data and 〈vihj〉model is
that same expectation under the distribution defined by the model. The one
step CD approximation for the gradient w.r.t. the visible-hidden weights is:

∂L(θ)

∂wij
= 〈vihj〉data − 〈vihj〉1 , (41)

where 〈vihj〉1 is the expectation over-one step reconstructions. In other words,
it is the expectation computed with samples generated by running a Gibbs
sampler initialized at the data for one full step. A Gibbs sampler can be defined
using Equation (33) and Equation (34).

Once the gradient is computed, SGD can be used to update the RBM pa-
rameters. The update equation is given by

wτij = wτ−1
ij + α

∂L(θ)

∂wij
. (42)
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6 Unified frame based deep acoustic models

DCRFs and DNN/HMM systems compute the state scores using similar deep
architectures. Hence, it is possible to establish connection between DCRFs and
DNN/HMM systems. The difference between the two systems comes from three
issues:

• The training criterion used to train each system.

• The state score of each system and this implies the output layer specifi-
cations of each system.

• The transition parameters of each system.

6.1 Training criterion

The traditional DCRFs are trained using sequence level CML training crite-
rion to maximize the posterior probability of the correct word sequence given
the acoustic observations as shown in Section 4. On the other hand, most
DNN/HMM systems are trained using frame level CML training criterion (known
as frame level cross entropy objective function).3 In order to get comparable
results we need to unify the training criterion used to train the two systems.
In this work, we will use the frame level CML training criterion to train the
two systems. Therefore, the training of DCRFs needs to be modified to be
based on frame level CML training criterion. Hence, the γj(t|M) computation
is approximated with state estimates as follows [47]:

γj(t|Mden) =
exp

(
oNtj
)∑

s exp
(
oNts
) . (43)

Based on this approximation, the training criterion used to train the two sys-
tems are identical and differences in the results related to the training criterion
are eliminated.

6.2 DNN output layer

The conditional distribution defining hybrid DNN/HMM may be given by

PΛ(S|O) =
1

ZΛ(O)

T∏
t=1

exp
(
λstst−1

a(st, st−1) + bst(ot)
)
, (44)

where bst(ot) = PΛ(st|ot)
P (st)

. It is worth to mention that this conditional distri-

bution is very similar to DCRF conditional distribution described in Equation
(12). The only difference is how the state score is computed in each model.

In hybrid DNN/HMM speech recognition systems, the HMM state scores
are computed based on Equation (4). This equation implies the calculations

3Hybrid DNN/HMM systems can be trained using a sequence training criterion [46].
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Table 1: Output layer design in different deep acoustic models.

System Output layer score Activation function

DCRF bst(ot) = oNtst linear

DNN/HMM1 bst(ot) = PΛ(st|ot)
P (st)

softmax

DNN/HMM2 bst(ot) = PΛ(st|ot) softmax

of a softmax activation function for each frame to compute the state posteri-
ors. On the other hand, DCRFs state scores are based on a linear activation
function in the output layer based on Equation (11). Hence, it is possible to
convert DNN/HMM systems to DCRFs by removing the output softmax layer
and decode directly using the linear output activation. Due to the different out-
put layer specifications, the DCRFs and hybrid DNN/HMM system may use
different language scaling factor to lead to exact results. Threfore, in order to
convert DNN/HMM system to DCRF system:

1. Train the DNN/HMM using frame cross entropy criterion.

2. Remove the softmax output layer.

3. Decode directly using the linear output activation.

Another form of DNN/HMM hybrid system is to assume that the state score
is computed directly from the posterior probably of a connectionist estimator.
In particular, bst(ot) is given by:

bst(ot) = PΛ(st|ot). (45)

This implies that P (st) is a uniform distribution. It will be shown in the exper-
imental section that these systems lead to exact results as DCRFs.

Table 1 details the DNN output layer in the different systems under our
unified deep acoustic modeling.

6.3 Transition parameters

The transition parameters may be a source of different results between DCRFs
and DNN/HMM systems.4 In order to unify the state scores between the two
systems, the transition parameters should be identical for the two systems. This
is easily achieved as described in section 4 by setting the transition parameters
of the two systems using:

λstst−1 = log astst−1
, (46)

where astst−1
is the transition probability in HMM modeling and is estimated

using the maximum likelihood criterion.

4It is known that the transition scores have little impact on the recognition results.
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7 Experiments

We have carried out phone recognition experiments on the TIMIT corpus [48].
We used the 462 speaker training set, testing on the 24 speaker core test set,
and the development set is based on 50 speakers from the test set [49]. The
SA1 and SA2 utterances were not used. The speech was analyzed using a 25ms
Hamming window with a 10 ms fixed frame rate. We represented the speech
using 12 mel frequency cepstral coefficients (MFCCs), energy, along with their
first and second temporal derivatives, resulting in a 39 element feature vector.
Another representation is based on using a Log-Fourier-transform-based filter-
bank with 40 coefficients (plus energy) distributed on a mel-scale, together with
their first and second temporal derivatives resulting in a 123 element feature
vector. The features are pre-processed to have zero mean and unit variance and
acoustic context information is integrated using a window of 9 frames (4 left +
current frame+ 4 right) to construct the final frames.

Following Lee and Hon [50], the original 61 phone classes in TIMIT were
mapped to a set of 48 labels, which were used for training. This set of 48 phone
classes was mapped down to a set of 39 classes [50], after decoding, and phone
recognition results are reported on these classes, in terms of the phone error
rate (PER), which is analogous to word error rate.

The baseline HMMs have three emitting states and the emission probabili-
ties were modeled with mixtures of Gaussian densities with diagonal covariance
matrices. The generative context-dependent HMMs (contained 1127 physical
states, with 20 mixture components per state) were trained by the maximum
likelihood criterion using the conventional EM algorithm [51]. The system is
used only to provide the state alignment of the training data.

Each phone was represented using a three state left-to-right DCRF, all pa-
rameters of DNN were initialized to random values and the transition param-
eters were initialized from trained HMM models forcing left to right DCRFs
(the transition parameters are held fixed after the initialization). The training
procedure accumulated theMnum sufficient statistics via a Viterbi pass (forced
alignment) of the reference transcription using HMMs trained using maximum
likelihood criterion. The language model scaling factor is set to 1.0 during
the decoding process. All our experiments used a bigram language model over
phones, estimated from the training set. In-house decoder is used to generate
the recognition phone sequence.

For training DNNs, the PDNNTK toolkit is used[52] and it is based on
Theano library [53], which supports transparent computation for CPUs and
GPUs. In addition, the MFCC results is based on an in-house code developed
based on Theano. In Table 2, DCRFs recognition performance is reported in
terms of PER on TIMIT task (core test set) for MFCC based frontend.

The results based on filterbank frontend are shown in Table 3. Some DCRFs
models were pretrained when the number of hidden layers is large. When the
number oh hidden layers was 9, the LM scaling factor was set to 1.5.

It is possible to unify deep acoustic models based on a framework presented
in section 6. However, the state score is different and may lead to different
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Table 2: DCRF decoding results on TIMIT recognition task in terms of PER (
MFCC based frontend).

#of Hidden layers #of neuron PER
1 8192 25.1%
2 3072 24.4%
3 3072 24.2%
4 3072 23.9%

Table 3: DCRF decoding results on TIMIT recognition task in terms of PER (
FBANK based frontend).

#of Hidden layers #of neuron PER Note
2 2048 24.2%
4 3072 23.1%
4 3072 23.0% pretrained
5 3072 22.9% pretrained
9 2048 22.7% pretrained

decoding results. The DCRFs decoder is modified to support DNN/HMM1 and
DNN/HMM2 decoding based on equations summarized in Table 1. As shown
in Table 4, the decoding results are sensitive to the value of the language model
scaling factor. It is clear that DCRFs and DNN/HMM2 hybrid systems lead to
exact PER results.

8 Discussions

In this section we address several issues about the implementation of DCRFs.

8.1 Decoding speed

In hybrid ANN/HMM speech recognition systems, the HMM state scores are
computed based on Equation (4). This equation implies the calculations of
a softmax activation function for each frame to compute the state posteriors.
However, in efficient implementations of DNN/HMM decoders, the softmax cal-

Table 4: Comparison between different acoustic models using a unified frame-
work on TIMIT recognition task in terms of PER ( FBANK based frontend).

LM sacling factor DCRFs DNN/HMM1 DNN/HMM2
1 23.1% 24.3% 23.1%

1.5 22.7% 23.9% 22.7%
2 23.0% 23.8% 23.0%
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culations are ignored and the state scores are based on a linear activation func-
tion in the output layer. On the other hand, DCRFs state scores are based on
a linear activation function. Consequently, DCRFs and traditional DNN/HMM
systems have the same decoding speed.

8.2 Related prior work

The multilayer conditional random field (ML-CRF) was introduced in [39]. In
this model, CRF is trained on the top of a single hidden layer constructed from
scoring a large number of sigmoid functions. Hence, ML-CRF implies shallow
neural networks. In addition, each phone was represented using a single state
in the model. The Language model parameters are trained within the ML-CRF
framework by defining bi-gram transition constraints. The training algorithm
supports error backpropagation.

In deep-structured CRF [25], multi-layer CRF model was developed where
the marginal probabilities obtained from the outputs of a lower layer are used
as the input of the higher layer. The model can be further extended for pho-
netic recognition using a variant called deep hidden conditional random field
(DHCRF) [26]. In this model, the final layer is a Hidden Conditional Random
Field (HCRF) [24] and the intermediate layers are zero-th-order CRFs. The
DHCRF supports bi-gram language model features. Although the model has
a deep architecture, it does not support DNN and the training algorithm does
not support error backpropagation. DHCRFs were further modified to support
DNN in [27], where state scores are computed based on DNN setup but the
output layer has a softmax activation function. This version of the algorithm
supports RBM training for initialization and error backpropagation training
algorithm for finetuning.

In [29], deep hidden conditional neural fields (Deep-HCNF) which utilized
an observation function with deep structure were presented. The state scores
are computed based on DNN setup and the output layer has a linear activation
function as in [39] and our work. Deep-HCNF supports bi-gram language model
features and Boosted-MMI training criterion (BMMI).

In this work, the state scores are also computed based DNN architecture and
the output layer has a linear activation function. In addition, we do not estimate
state transition parameters or language model parameters within DCRF frame-
work. The state transition parameters were estimated using traditional HMM
framework. Moreover, Maximum Likelihood (ML) criterion is used to estimate
bigram language model. Hence, DCRF architecture may be computationally
efficient for training and decoding. During the decoding process, a language
model scaling factor is used to improve the results. On the other hand, frame
level CML criterion is used to estimate DCRFs rather than the full-sequence
CML training.
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9 Conclusions

In this paper, we present a method to construct deep conditional random fields.
In this approach, the state scores are computed based on a DNN that has
many hidden layers. The feed-forward phase updates the output value of each
neuron. Starting from the first hidden layer, each neuron output is computed as
a weighted sum of inputs and applying the sigmoid function to it. The output
is forwarded to the next layer until the output layer is updated as a weighted
sum of inputs. DCRF state scores are connects the DNN output layer. Hence,
the gradient is computed and a back-propagation algorithm is used to compute
the gradient of each parameter in the hidden layers.

It was shown in the paper , it is possible to unify the deep acoustic models
under a variation of CRF framework. Under certain assumptions presented in
the paper, both DCRFs and hybrid DNN/HMM systems can lead to same ex-
act results for a phone recognition task. In addition, linear activation functions
are used in the DCRFs output layer. Consequently, DCRFs and traditional
DNN/HMM systems have the same decoding speed. In addition, it is possible
to convert DNN/HMM hybrid systems to DCRFs using a procedure addressed
in the paper. On the other hand, we do not estimate state transition parameters
or language model parameters within DCRF framework. The state transition
parameters were estimated using traditional HMM framework. Moreover, Max-
imum Likelihood (ML) criterion is used to estimate bigram language model.
Hence, the presented DCRF architecture may be computationally efficient for
training and decoding.
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