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ABSTRACT 

Cancer is the second leading cause of death worldwide. Lung cancer possesses the highest mortality, 
with non-small cell lung cancer (NSCLC) being its most prevalent subtype of lung cancer. Despite gradual 
reduction in incidence, approximately 585720 new cancer patients were diagnosed in 2014, with 
majority from low-and-middle income countries (LMICs). Limited availability of diagnostic equipment, 
poorly trained medical staff, late revelation of symptoms and classification of the exact lung cancer 
subtype and overall poor patient access to medical providers result in late or terminal stage diagnosis 
and delay of treatment. Therefore, the need for an economic, simple, fast computed image-processing 
system to aid decisions regarding staging and resection, especially for LMICs is clearly imminent. In this 
study, we developed a preliminary program using MATLAB that accurately detects cancer cells in CT 
images of lungs of affected patients, measures area of region of interest (ROI) or tumor mass and helps 
determine nodal spread. A preset value for nodal spread was used, which can be altered accordingly. 

Keywords: Lung cancer, CT, MATLAB, Region-of-interest (ROI), area 

1 Introduction 
According to global reports, cancer is one of the most dominant causes of death worldwide, second only 
to cardiovascular disease.[1] Of the entire global cancer burden, majority of the incidences occur in low-
and-middle-income countries.[2] Though there has been a gradual reduction in cancer incidence in the 
United States of America over the past decade, studies reveal that approximately 585720 new cancer 
patients were diagnosed in 2014.[3] Lung cancer will be responsible for 158040 total deaths in the 
United States alone by the end of 2015.[4] Lung cancer continues to be both the most dominant cause 
of incidence and death due to cancer, with non-small cell lung cancer (NSCLC) being the most prevalent 
subtype.[1, 2, 5] For quick, proper screening and diagnosis, the availability of radiotherapy or 
teletherapy centers equipped with efficient diagnostic or imaging equipment is absolutely necessary. 
Diagnostic procedures include regular imaging techniques such as X-rays, computed tomography (CT) 
and positron emission tomography (PET) scan.[6] Recent advancements in technology, both hardware 
and software, have allowed accurate detection, including precise measurement of tumorous masses 
inside the thoracic cavity. [7-9] However, there are drawbacks. Availability of advanced, diagnostic 
equipment for accurate detection of lung cancer, such as PET, Magnetic resonance imaging (MRI), 
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fluorodeoxyglucose PET (FDG-PET), helical CT or 3D-CT  are limited, due to the overbearing expenses 
associated with both purchase and maintenance of such equipment, especially in case of limited-income 
regions.[8, 10-15] Modern computer assisted diagnosis (CAD) systems, though significantly improve the 
efficiency of these machines, add to the expenses.[9, 15] Along with the complexity involved in staging 
and late revelation of the symptoms, patients are often diagnosed at late or advanced stages of the 
disease.[16, 17] This is more so in the case of low-and-middle-income countries (LMICs). Recent meta-
analysis reveals that only 4 of the listed 139 LMICs, as according to the World Bank, have the requisite 
number of teletherapy centers and 39.5% do not possess a single radiotherapy center.[18]  The median 
patient access to radiotherapy centers in the remaining 80 LMICs is only a deplorable 36.7% and 
projections indicate that by 2020, the patient demand will exceed the facilities at these LMICs by several 
folds.[18] African nations have the least number of active radiotherapy centers (60% in Egypt an South 
Africa alone) while almost negligible data is available regarding Eastern European nations.[19] The 
situation is made even worse by the fact that most of these centers in LMICs do not have properly 
trained personnel; a study in Ethiopia showed that 81% of all the healthcare providers had basic medical 
training and 44% lacked access to any form of diagnostic imaging equipment.[20] Therefore the need for 
a simple, fast and cost-effective computed image processing system enabling detection of cancer cells 
from PET/ CT or MRI scans is clearly imminent. MATLAB, a commonly used image-processing and 
graphics-interface program in academia and industry,[21, 22] can pose as an alternate and affordable 
means of diagnosis. In this independent, graduate study, we aim to develop a fast, reliable and cost-
effective program using MATLAB, which would enable detection of cancerous or tumorous lesions in CT 
images of the lungs of affected patients. In addition, the program would be able to determine the area 
of any specific labelled region of interest (ROI) or tumor mass, approximate nodal class, thus, facilitating 
quick and calculated treatment decisions and diminishing the requirement of more advanced diagnostic 
equipment.  

2 Method 
The images used for testing the MATLAB program were obtained from “The Cancer Imaging Archive” 
(TCIA) portal, a joint project of the National Cancer Institute (NCI) and Washington University serving as 
a public, open-access image database of advanced medical images of several forms of cancer.[23] Since 
NSCLC is the most prevalent sub-type of lung cancer,[5] 50 thoracic CT images of NSCLC patients were 
randomly selected, irrespective of the stages of the disease and set in a directory. The program reads 
each of this images automatically and are subjected to 4 basic types of modifications; filtering, 
conversion, edge detection and labelling.[22, 24] A detailed schematic is illustrated below in Figure 1. 
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Figure 1: Schematic of program 

Conventional image pre-processing techniques of conversion to grayscale, followed by smoothening of 
image using a customized low-pass filter which is defined by the following equation –  

                                                         [25] 

Where where (x, y), is the size of the image and cf is the cut-off value for the low pass filter. After this, 
thresholding and segmentation techniques were performed respectively.[24] The “smoothened” image 
was converted to a “black-and-white” image in order to improve contrast.[24] A sobel operator using a 
fudge factor of 0.8 was used for edge detection of the latter image and then tuned to obtain a binary 
mask that contains the new segmented image.[26] Sobel operator is shown as follows –  

                                                        [27] 

                                                        [27] 

                                                            [27] 

The resultant edges in the image were then dilated, removed of undesired borders as much as possible 
and subsequently labelled.[26, 28, 29] Selection of any labelled ROI will yield area of that particular 
region. The “N” value or lymph node involvement, as according to the TNM staging of lung cancer,[17] 
was determined as a function of the number of labelled centroid objects. For example, if the number of 
labelled objects was less than 50, “N” is considered to be “0”, and if less than 150, the value of “N” is 
“1”. Distant metastasis and metastatic lymph node involvement cannot be determined since the images 
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used are confined to the thoracic cavity. Therefore the nodal value is limited to “0-2”. Being a 
completely independent study, the co-authors were responsible for all the finances.  

3 Results and Discussion 
The program was successfully able to mark and label cancerous lesions or tumor masses in the CT 
images of the NSCLC patients (Fig. 2), indicate lymph node involvement and determine the cross-
sectional area of any given or labelled lesion or tumor mass (ROI). The values of area obtained are all 
scalar values. These are the summation of the total number of pixels present in the particular ROI. Using 
the dimensions of the actual CT slices, the exact area of any tumor mass can be easily calculated, thus, 
facilitating selection of “T” value and type of resection. Figure 2(a) illustrates the step-wise image 
process modification conducted on a particular CT image of a NSCLC patient. Figure 2(b) illustrates the 
selection of ROI and cross-sectional area determination. 

 

Figure 2(a): (i) Formation of filtered grayscale image; (ii) Conversion from grayscale to black-and-white 
binary image; (iii) Detection of borders or edges present in binary image; (iv) Dilation and labelling of the 

detected edges 

 
Figure 2(b): (i) Magnification of labelled ROI ‘7’; (ii) Selection of ROI labelled ‘7’ and window showing cross-

sectional area of ROI ‘7’ and nodal-spread value 
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As mentioned earlier, an assumed criteria for lymph node involvement was used, using the principle 
that the degree of lymph node spread or involvement is directly proportional to the number of objects 
detected and labelled in the image. Since the values were assumed, they need rectification from 
licensed practitioners for validation.  The values of cross-sectional areas of the respective ROIs obtained 
are scalar values. These are the summation of the total number of pixels present in the particular ROI. 
Using the dimensions of the actual CT slices, the exact cross-sectional area, as well as the volume, of any 
tumor mass detected in an image can be easily calculated. Summation of the volume of a particular 
tumor mass from consecutive slices will yield the actual volume of the original tumor mass, thus, 
facilitating an accurate and cost-effective determination of “T” since this program can be easily 
implemented in regular low-cost computers, making its clinical availability far superior than the current 
standards. Another advantage is that the program has the capability to process on all the images in 
succession, which the user has set in the library.  One particular drawback is that this method will not be 
able to determine the subtype of lung cancer since histological examinations are required for that 
purpose.  

4 Conclusion 
Despite a few initial setbacks, the program is highly efficient in detecting tumorous lesions in CT images 
of lung cancer (NSCLC) patients and determining the cross-sectional areas of any particular lesion or 
tumor mass. It is adept in determining nodal spread within the thoracic cavity and, with a slight 
improvement, will be able to determine the volume of any tumor mass accurately. Only a facility with 
access to CT and a moderate configuration desktop computer is required to run the analysis. The usage 
is relatively straightforward and does not require highly-trained personnel, thus making it an ideal, cost-
effective diagnostic alternative for LMICs. Further modifications are currently being made to incorporate 
histological data into program and automatically select images or CT slices of interest, though this will 
inevitably increase operating costs.  
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ABSTRACT 

In this paper, a Hilbert transform based method is used to estimate shear wave speed. Shear wave 
speed can be measured from the lateral propagation of particle displacements or velocities within the 
tissue, these particle displacements or velocities are generated by simulating radio frequency signals 
measured from ultrasound probe elements that image the displaced particles generated from a finite-
element model (FEM) that simulates the dynamic response of tissues to acoustic radiation forces. The 
proposed shear wave speed estimation method is based on locating a zero-amplitude crossing in the 
Hilbert transform of the cross-correlation function between the particle displacement measured at first 
lateral location greater than the lateral width of shear wave and the displacement measured and 
subsequent lateral lines under examination at a certain depth. The results obtained from this method is 
compared to the lateral Time to Peak (TTP) method that finds the instance at which the maximum 
displacement is detected at each lateral location under examination at a certain depth. The proposed 
algorithm reveals a reconstruction of materials having shear modulus of 1.43±0.20, 2.92±0.39, 
4.09±0.54, 8.13±1.06, 12.11±1.52, 16.16±2.08 kPa on particle displacement signals for 1.33, 2.835, 4, 8, 
12, and 16 kPa shear moduli materials respectively and 1.34±0.40, 2.66±0.41, 3.77±0.58, 7.45±1.14, 
11.34±1.51, and 14.90±2.08 kPa on particle velocity signals for 1.33, 2.835, 4, 8, 12, and 16 kPa shear 
moduli materials respectively. Finally, the proposed method is based on locating a zero-amplitude 
crossing in the Hilbert transform of the cross-correlation function appears to provide more accurate 
results than Lateral TTP method. 

Keywords Shear wave elasticity imaging, acoustic radiation force, finite element method, shear wave 
speed estimation, lateral Time to Peak, Gaussian fitting  

1 Introduction 
Ancient Egyptians used tissue palpation as a fundamental medical diagnosis method, this method is 
used commonly and effectively in diagnosis until now. However, this qualitatively method can only be 
used for legions that are superficial, large, and that have a big stiffness difference compared to their 
surrounding tissues. Remote palpation techniques were developed to overcome these drawbacks and 
provide non-invasive means of estimating the biomechanical attributes of tissues especially the elastic 
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(Young’s) modulus even for deep and small tissues. These remote palpation techniques are called 
Elastography techniques[1-3]. 

Many researchers used Elastography techniques and proved that generated elastograms may not just 
differentiate effectively between benign and malignant lesions, but they are capable of differentiating 
between subtypes of malignancy[4, 5]. In some cases elastograms are better than conventional 
diagnostic  B-mode ultrasound images[6], diagnosis of atherosclerosis[7], detection and grading of deep 
vein thrombosis[8], imaging of skin pathologies[9] and evaluation of myocardial stiffness[10]. 
Elastography methods are categorized according to different criteria such as excitation source, and/or 
being quantitative, or qualitative methods. Qualitative, i.e., quasi-static, free hand, and acoustic 
radiation force on-axis Imaging (ARFI) methods, produce displacement or strain images. On the other 
hand quantitative methods such as fibroscan, supersonic imaging (SSI), and shear wave elasticity 
imaging (SWEI) methods can be used to measure tissue stiffness (i.e. the elastic (Young’s) modulus)[1, 
11-13].  

In this paper, a simulation model of the dynamic response of soft tissue to a transient acoustic radiation 
force impulse (ARFI) excitation using a commercially available, diagnostic, ultrasound transducer is 
introduced. Then a novel method to estimate the shear wave speed is proposed.  This paper is organized 
as follows. Introduction about elastography, SWEI, and shear wave speed estimation methods are 
presented in shear wave elasticity imaging section. Methodology section demonstrates shear wave 
generation and imaging in our experiment and the proposed method. Finally, results, discussion, and 
conclusion sections is give at the end of the paper. 

1.1  Shear Wave Elasticity Imaging  
1.1.1 Acoustic Radiation Force 

Acoustic radiation force (ARF) is a phenomenon associated with acoustic wave’s propagation in 
attenuating media. Attenuation includes both the scattering and absorption of the acoustic wave.  As 
shown by Nyborg[14], under plane wave assumptions and by neglecting scattering where the majority 
of the attenuation of ultrasound arises from absorption [15], acoustic radiation force (F) can be related 
to the acoustic absorption (α), speed of sound (c) of the tissue, and the temporal average intensity of 
the acoustic beam (I) by: 

                                                     (1) 

where F [kg/(s2cm2)] is in the form of a body force per unit volume, c [m/s] is the sound speed, α 
[Np/cm] is the absorption coefficient of the tissue which is frequency dependent phenomenon, and I 
[W/cm2] is the temporal average intensity at that spatial location. This body forces can be induced in the 
tissue within the geometric shadow of the active aperture of the transducer having a peak value near 
the focal point.  

The geometrical distribution of this force is dependent on the acoustic parameters of the transmitter 
along with the speed of sound, and the transducer focal configuration, which can be characterized by 
the f-number (F/#) of the system: 
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                                                         (2) 

Where z is the acoustic focal length, and a is the active aperture width. 

1.1.2 Shear Wave Generation 

Sarvazyan et al. have proved that a short-duration focused excitation of a commercially available 
ultrasound transducer can be used to generate acoustic radiation body forces, which induce tissue 
displacement centered on the focal region. These displacements propagate through the tissue in the 
form of shear waves perpendicular to the direction of excitation force (i.e. parallel to transducer 
surface). This wave can be detected, either by optical coherence tomography, magnetic resonance 
imaging (MRI), or ultrasound imaging techniques and displayed as an image, their speed is then used to 
estimate the elasticity of the tissue[16].  

Shear wave speed velocity is related to tissue stiffness (i.e. shear modulus, and elastic modulus) using 
the following equations assuming a pure elastic, homogenous medium[17]:  

                                                                    (3) 

                                                                                    (4) 

where cT[m/s] is shear wave speed velocity, µ[Pa] is the shear modulus, E[Pa] is the elastic modulus, 
ρ[kg/m3] is the density, and υ is the Poisson’s ratio. 

1.1.3 Shear Wave Estimation 

Shear wave is monitored outside the region of excitation (ROE) within focal zone[17-19]. Many 
researchers have quantified tissue stiffness from shear wave speed (SWS) estimation from dynamic 
displacement data. SWS estimation from the algebraic inversion of the second-order Helmholtz 
differential equation has been successfully applied to MRI data[20, 21] but with limited success to 
ultrasound[22-24] due to the noisy nature of ultrasound displacement estimates. Another technique 
involves estimation of either the spatial or temporal frequency of monochromatic shear waves, given a 
priori knowledge of its counter-part[25-27]. By assuming a fixed direction of shear wave propagation, 
and a given arrival time at multiple spatial locations, then SWS can be estimated using linear regression 
algorithms. This approach is called time-of-flight (TOF) approach, that has been successfully applied to 
ultrasound tracked shear wave displacement data[28-31]. 

2 Methodology 
Finite element models (FEM) were developed to simulate the effect of the induction of a transient 
duration (<100 µs) and spatially localized impulsive acoustic radiation body forces in tissue. A FieldII[32] 
simulation software is used to calculate and calibrate the pressure field generated from a commercially 
available, diagnostic, ultrasound transducer and to image the induced displacements in the tissue at 
different spatial location at different times after excitation. The mechanical response of the tissue to 
ARF body forces is simulated using LS-DYNA3D[33] FEM solver software, and LS-PREPOST[34] 

program[17, 35]. 
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2.1 FEM Mesh Generation  
The FEM model presented in this paper is similar to FEM model described by Palmeri et al .[17] in which, 
a three dimensional, rectangular, uniform distributed solid mesh was assembled using linear, elastic, 
and eight nodded brick elements using HyperMesh[36] program. This mesh represents a soft tissue 
extends to 7.5 mm, 25 mm, and 35 mm in elevation, axial, and lateral directions respectively with node 
spacing of 0.2 mm. There are 842688 elements and 876681 nodes within the model. The bottom surface 
of the model opposing the transducer was fully constrained; the top surface (transducer surface) was 
allowed to move only within the plane perpendicular to axial direction. All other surfaces of the model 
have full degrees of freedom. This model has a density of 1.060 g/cm3, poisons ratio of 0.499, and an 
attenuation of 0.7 dB/cm/MHz. 

2.2 Pushing Beam Intensity Generation and Calibration 
In our experiments, a model of Siemens SONOLINE ElegraTM ultrasound scanner VF10-5 linear array 
transducer with center frequency of 6.67 MHz was built using FieldII program. The transducer is laterally 
focused at 20 mm with F/1.3 focal configuration, and focused at 20 mm in elevation with F/3.8 focal 
configuration. This transducer is used to excite the tissue with a high intensity low duration pushing 
beam and generate a displacement within tissue. The aperture (using 96 element) was unapodized with 
longer pulse duration 43 µs (e.g. 300 cycles at 6.67 MHz). The excitation voltage of the transducer 
elements were calibrated to generate a spatial peak temporal average intensity (Ispta) of 1000 W/cm2 
using FieldII program, Table 1 summarize excitation parameters. The spatial location of maximum 
intensity is located proximal than focal point due to acoustic attenuation of the tissue. Only nodes that 
have intensity greater than 1% of its maximum generated intensity value is used to generate ARF to 
reduce the computational time of the model.  

2.3 FEM Implementation and Post-processing 
ARF forces is then calculated from Eq. 1 and directed to the axial direction and converted to nodal point 
loads by concentrating the body force contributions over an element volume. The response of the tissue 
model to transient acoustic radiation body forces as dynamic displacements was obtained using the 
commercially available FEM package LS-DYNA3D software. FEM generated displacements are obtained 
at each pulse repetition time (PRT = 0.1ms) instances for with a total simulation time equals 5 ms using 
an explicit, time-domain, and integration method. 

Single-point quadrature was performed with hourglassing control to avoid element locking and to 
reduce numerical artefacts[17, 35, 37], in addition to LS-PREPOST program and custom-written MATLAB 
code. Six types of tissues have been examined in this experiment having a shear moduli of 1.33, 2.835, 4, 
8, 12 and 16 kPa in six different implementations. 

Figure 1 illustrates shear wave propagation in the central elevation plane at 0.6 ms, 1 ms, and 2.2 ms in 
8 kPa shear modulus simulated tissue, as normalized displacement profiles.  Normalized displacement 
profiles are illustrated as gray levels (i.e. the brightest pixels represent the maximum displacement and 
vise versa. 

Figure 2 shows shear wave propagation at different lateral locations located at focal distance distal from 
the transducer in the central elevation plane of untracked FEM generated displacements of simulated 
tissue having shear modulus of 1.33 kPa, and 8 kPa. 
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2.4 Tracking and Displacement calculations 
After FEM post-processing and dynamic displacement field data generation. A uniform scattering 
phantom having a randomly positioned scatterer points of equal echogenicity, the locations of these 
scatterer point are taken as initial reference undisplaced scatterer positions. A reference RF tracking 
lines at lateral lines spacing 0.2 mm starting from 0 mm were generated from these initial undispaced  
scatterer locations, Using FieldII ultrasound field simulation program[32] Table 1 summarize tracking 
parameters.  

At each PRT instance repetition, the initial undispaced scatterers locations were then linearly 
interpolated from the displacement field vectors at each mesh point to generate displacement field 
vector displacement of scatterers at this instance. These interpolated displacement field vectors were 
used to reposition the scatterers. Tracking RF lines were generated at the same lateral locations as 
reference RF lines[38]. Induced tissue displacements due to ARFs are measured along each RF tracking 
lines by Loupas’ phase shift method on corresponding IQ data[39]. 
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Figure 1. Shear wave location in central elevation plane at A) 0.6 ms, B) 1 ms, and (C) 2.2 ms in 8 kPa shear 
modulus of untracked FEM generated displacements of simulated tissue. Shear wave location at any instance is 
displayed as normalized displacement profiles. Normalized displacement profiles is illustrated as gray levels (i.e. 

the brightest pixels represent the maximum displacement and vise versa. 
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Figure 2. Shear wave propagation at different lateral lines located at focal distance distal from the 
transducer at central elevation plane of untracked FEM generated displacements of simulated tissue having 

shear modulus of (A) 1.33 kPa, and (B) 8 kPa. 

Table 1: Transducer configurations for the VF10-5 array 

Excitation frequency (MHz) 6.7 
Excitation duration (µs) 45 

Excitation F/# 1.3 
Excitation focal depth (mm) 20 
Lateral beam spacing (mm) 0.2 
Tracking frequency (MHz) 6.7 

Tracking transmit F/# 1 
Tracking receive F/# 0.5 
Elevation focus (mm) ~20 

PRF of track lines (kHz) 10 
Duration of tracking (ms) 5 

 

2.5 Proposed Shear Wave Speed Estimation Method 
The proposed method is based on the property of Hilbert transform in which, The Hilbert transform of a 
cross-correlation coefficient of a two temporal signals can be used to generate a new time signal, in 
which zero crossings of the function indicates peak locations in the cross-correlation coefficient 
function[40]. This peak location can be used a subsample delay estimator between these two temporal 
signals. This algorithm is applied to both particle displacements or velocities measured within the 
analyzed region that locates laterally outside the region of excitation (ROE) within the depth of field 
(DOF) that was defined by 8(F/#)2λ, where F/# and λ represent the beam f-number, and wavelength of 
the pushing beam, respectively. The dimensionless excitation beam f-number (F/#) was defined in Eq. 2.  
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Displacement data from simulated ultrasonic tracking of the FEM generated displacements were 
rearranged in three-dimensional array in which the axial position, lateral position, and time are they 
main dimension in order[41]. Then displacements at the focal depth are extracted to finally obtain a 2D 
array of lateral position, and time. 

This method is based on the same assumptions of the TTP algorithm in which tissue is homogenous, 
wave propagates exclusively in the plane perpendicular to axial direction, and there is no dispersion in 
the analysed region. 

In the proposed method, The Hilbert transform of a cross-correlation coefficient between the axial 
displacement or velocity reference and track signals.  Reference signal is the estimated axial 
displacement or velocity at the first lateral locations outside ROE i.e. one excitation beam width defined 
by (F/#)* λ from excitation center and the each of the estimated axial displacement or elocity at the 
following lateral lines within 2.5mm from excitation center. then zero crossing of the resultant signal 
indicates propagation delay between reference and track line signals[40]. 

Zero-crossing can be located between two samples so an interpolation method must be used[42]. Fig. 3a 
shows an example of reference particle displacement signal at lateral location 0.44 mm and an example 
of track particle displacement signal at lateral location 0.66 mm measured from 8 KPa phantom. The 
cross-correlation signal between both signals and the corresponding Hilbert transform are illustrated in 
Fig3b as Rxy and HRxy respectively, the area around zero-crossing in Fig3B which bounded by two 
vertical lines is expanded in Fig3c. Although, there are two locations of peat particle displacements in 
the cross-correlation (Rxy) function in Fig3c Hilbert transform determine the subsample delay more 
efficient. 

 

(a) 

 

Figure 3. a) An example of reference particle displacement signal at lateral location 0.44 mm and an example 
of track particle displacement signal at lateral location 0.66 mm measured from 8 KPa phantom. b) The cross-

correlation signal between both signals and the corresponding Hilbert transform are illustrated as Rxy and HRxy 
respectively. c) The area around zero-crossing in (b) which bounded by two vertical lines is expanded. 
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No modifications are happened to linear regression implementation performed in the Lateral TTP 
algorithm. The inverse slopes of these regression lines, with goodness-of-fit metrics exceeding a 
threshold (R2 >0.8, 95% CI <0.2), represent the material’s local shear wave speeds. These specific 
goodness-of-fit metrics is applied to all of the datasets presented throughout this manuscript. The 
material’s shear modulus is then estimated using Eq. 3 [31]. In this paper, the proposed algorithm will be 
tested on both particle displacement and velocity signals. Particle velocity signals are estimated from 
particle displacement signals by applying first order differentiation. 

3 Results and Discussion 
Theoretical values of shear wave speeds are 1.153, 1.683, 2, 2.828, 3.46, and 4 m/s propagating in 1.33, 
2.835, 4, 8, 12, and 16 kPa shear moduli materials respectively. The proposed algorithm reveals 
estimation of SWS of same materials as 1.19±0.08, 1.71±0.11, 2.01±0.13, 2.84±0.18, 3.47±0.21, and 
4.01±0.25 m/s on particle displacement signals and 1.14±0.15, 1.62±0.12, 1.93±0.15, 2.72±0.21, 
3.36±0.22, and 3.85±0.26 m/s on particle velocity signals. The results represented with the mean ± one 
standard deviation shear wave speed estimates for 20 independent, simulated speckle realizations from 
FEM displacement data. The corresponding shear modulus estimates are 1.43±0.20, 2.92±0.39, 
4.09±0.54, 8.13±1.06, 12.11±1.52, 16.16±2.08 kPa on particle displacement signals for 1.33, 2.835, 4, 8, 
12, and 16 kPa shear moduli materials respectively and 1.34±0.40, 2.66±0.41, 3.77±0.58, 7.45±1.14, 
11.34±1.51, and 14.90±2.08 kPa on particle velocity signals for 1.33, 2.835, 4, 8, 12, and 16 kPa shear 
moduli materials respectively. However, TTP method revealed results of 1.30±0.27, 2.66±0.47, 
3.86±0.86, 7.39±1.06, 11.22±1.10, and 14.75±3.24 kPa on particle displacement signals for 1.33, 2.835, 
4, 8, 12, and 16 kPa shear moduli materials respectively 20 independent, simulated speckle realizations 
from FEM displacement data[31, 33][31, 33]15, 28. Table 2, and table 3 summarizes results obtained by 
the proposed method and the lateral TTP method. It is clear that the proposed algorithm provides 
better results for 8 kPa shear modulus materials, and less accurate results for 1.33 shear modulus 
materials. The results obtained for 8 kPa shear modulus simulated materials using lateral TTP algorithm 
are not available. 

The variance increases in stiffer materials because of the fixed pulse repetition time that equals the 
temporal sampling of displacement dataset. A fixed temporal sampling with increasing the propagation 
speed of shear waves that is proportional to the square root of shear modulus will cause subsampling of 
displacement temporal data of shear wave propagation in stiffer materials[31].  

Using Hilbert transform as a subsample delay detector to calculate the lateral TTP algorithm can provide 
better results especially for stiffer materials using both particle displacement and particle velocity 
signals see table 2 and table 3. The mean value of the reconstructed shear modulus using the proposed 
method on particle displacement signals is closer to test simulated phantom reference value than 
results revealed from particle velocity signals except from the more compliant phantom i.e. 1.33 KPa 
phantom. For the 2.83 KPa phantom, the lateral TTP provides a better results superior to all results 
revealed from the proposed algorithm. 
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Table 2: Comparison between shear wave speed estimation results obtained from Lateral TTP and proposed 
algorithms 

Shear 
modulus 

(kPa) 

Theoretical 
SWS 

 (m/s) 

Estimated SWS (m/s) using 
Lateral TTP Proposed method on 

particle displacement 
signals 

Proposed method on 
particle velocity signals 

1.33 1.15 1.44±0.01 1.19±0.08 1.14±0.15 
2.835 1.68 1.66±0.03 1.71±0.11 1.62±0.12 

4 2 1.96±0.20 2.01±0.13 1.93±0.15 
8 2.82 2.71±0.19 2.84±0.18 2.72±0.21 

12 3.46 3.34±0.16 3.47±0.21 3.36±0.22 
16 4 3.81±0.48 4.01±0.25 3.85±0.26 

Table 3: Comparison between results obtained from Lateral TTP and proposed algorithms 

Shear 
modulus 

(kPa) 

Estimated shear modulus (kPa) using 
Lateral TTP Proposed method on 

particle displacement 
signals 

Proposed method on 
particle velocity signals 

1.33 1.31±0.03 1.43±0.20 1.34±0.40 
2.835 2.77±0.08 2.92±0.39 2.66±0.41 

4 3.86±0.86 4.09±0.54 3.77±0.58 
8 7.39±1.06 8.13±1.06 7.45±1.14 

12 11.22±1.10 12.11±1.52 11.34±1.51 
16 14.75±3.24 16.16±2.08 14.90±2.08 

4  Conclusion 
A new method to estimate shear wave speed is proposed. Hilbert transform can be used to provide a 
more accurate estimation of Lateral TTP value that leads to a more accurate reconstruction of materials 
shear modulus. Although the proposed algorithm reveales more accurate reconstruction of shear 
modulus, it revealed less accurate reconstruction of 2.83 kPa materials’ shear modulus. 
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ABSTRACT 

This paper presents a method for data authentication. Data authentication is the process of being able 
to verify the source of data. With data authentication, one can distinguish messages originating from the 
intended sender and an attacker. Data authenticity verification procedure uses cryptographic hash 
functions as the core algorithm. This algorithm based on linear combination of matrices to find non-
invertible matrix, DILH takes advantage about of the compact representation of a set of numbers in a 
matrix, we design a robust method by employing strong collision resistance and reduces the hashing 
time. 

Key Words— Hash function, Data authentication, Collisions, one-way cryptography, Data integrity DILH, 
non-invertable matrix. 

1 Introduction 
Data security is going to be a more and more important issue since various industries use information 
technology infrastructure for the great benefits. There is a huge number of data in  different sectors  
(Cloud system,  Health information system, Internet protocols, Information Retrieval Systems, Transport 
information network, and etc)  . The information is very sensitive, requires high level and long-term 
preservation, and demands of data sharing. How to effectively ensure the authenticity of documents is a 
vital technology related to data security, information integrity and the interests of target groups ( 
patients, students, and etc) [18]. 

Hash functions are important security primitives used for authentication and data integrity. The data 
integrity as a service based on the principles of security mechanism, that releases the data received are 
the same as send by an authorized entity using hash functions[1]. 

Hash functions   are one-way functions with as input a string of arbitrary length of the message    
and as output a fixed length string of the hash value . One-way functions work in one direction, 
meaning that it is easy to compute the hash value from a given message and hard to compute a message 
that hashes to a given hash value [1]. Hash algorithm is considered as the foundation algorithm of 
message security, identity, authentication, and message integrity [2]. 

The security of these applications depends on the cryptographic strength of the underlying hash 
function.  Therefore some security properties are required to make a hash function suitable for such 
cryptographic uses:  Pre-image resistance: Given a hash value  it should be hard to find any message m 
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such that  , and a message  it should be hard to find another message    such that 

  and Collision resistance: It should be hard to find different messages  such that 

 [2][8]. 

A hash collision is a pair of different messages  having the same hash value 
. Therefore pre-image resistance and collision resistance are also known as weak and 

strong collision resistance, respectively. Since the domain of a hash function is much larger (can even be 
infinite) than its range, it follows from the pigeonhole principle that many collisions must exist. A brute 
force attack can find a pre-image for a general hash function with -bit hashes in approximately 2n  hash 
operations. Because of the birthday  

A brute force approach to generate collisions will succeed in approximately 2n/2 hash operations. Any 
attack that requires less hash operations than the brute force attack is formally considered a break of a 
crypto graphical hash function[3][10]. 

2 Hash function properties 
Hash functions  are mathematical computations that take in a relatively arbitrary amount of data 

as input and produce an output of fixed size. The output is always the same when given the same input. 
The inputs to a hash function are typically called messages M , and the outputs are often referred to as 
message digest . Hash function  has next security properties: 

1.  should accept a block of data of any size as input. 

2.  should produce a fixed-length output no matter what the length of the input data is. 

3.  should behave like random function while being deterministic and efficiently  reproducible.  
should accept an input of any length, and outputs a random string of fixed length.  should be 
deterministic and efficiently reproducible in that whenever the same input is given,  should 
always produce the same output. 

4. Given a message , it is easy to compute its corresponding digest ; meaning that  can be 
computed in polynomial time  where  is the length of the input message, this makes 

hardware and software implementations cheap and practical. 

5. Given a message digest , it is computationally difficult to  find  such that . This is 

called the one-way or pre-image resistance property. It simply  means that one should not be 
capable of recovering the original message from its hash value. 

6. Given a message , it is computationally infeasible to find another message    with 
. This is called the weak collision resistance or pre-image resistance property. 

7. It is computationally infeasible to find any pair of distinct messages  such that 

. This is referred to as the strong collision resistance property[1]. 
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3 Matrix Hash Algorithm 
Matrix  is a square matrix, the inverse is written . When K is multiplied by  the result is the 
identity matrix . Non-square matrices do not have inverses. 

Not all square matrices have inverses.  square matrix which has an inverse is called invertible or 
nonsingular, and a square matrix without an inverse is called non-invertible or singular [12]. 

     

We call  here identity matrix. As we previously mentioned, not all matrices have Inverses but most of 
them have [12], so here we proposed an algorithm that converts any invertible matrix non-invertible 
one. 

3.1 Hill Cipher 
The core of Hill-cipher is matrix manipulations. It is a multi-letter cipher, is a type of monoalphabetic 
polygraphic substitution cipher. Hill cipher requires inverse of the key matrix while decryption. In fact 
that not all the matrices have an inverse and, therefore they will not be eligible as key matrices in the 
Hill cipher scheme [6][9]. Moreover, Hill cipher has several advantages such as disguising letter 
frequencies of the plaintext (M), its simplicity because of using matrix multiplication and inversion for 
enciphering and deciphering, its high speed, and high throughput [11]. 

3.1.1 Hill Cipher (Encryption, Decryption) 

To Encrypt Plaintext Block size of  [9],  we need key matrix ( ) with entries are between 

 included, but the determinant must be relatively prime to , each entry in the plaintext block 

is between , included each block of plaintext is then an n-dimensional vector  .We encrypt 

vector  simply to produce the cipher text vector  using the following linear algebra equation: 

 

To Decrypt cipher text  vector  [9], we need first to find the inverse matrix  to   , where that matrix 
must be invertible . Then can calculate  from the mathematical model 

 

In [5][9] they proposed new technique to convert any non-invertible matrix’s to invertible ones. As a 
result, Hill cipher being a efficient algorithm because any encrypted text will  decrypted using the key 
matrix [5][10]. 

3.1.2  Hill Cipher (Hashing algorithm) 

The main point of one-way hash algorithm is that any encrypted text cannot be decrypted [11]. From 
this point, we need to choose the non-invertible matrix from the hill cipher to use it inside the practical 
one- way hash algorithm.  
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Where  is the non-invertible matrix. In [11] author works on an algorithm that generate non-invertible 
matrix and multiply it by plaintext as column vector with modular value  to generate the hash value .  

4 Proposed Algorithm (DILH) 
Data integrity using linear combination for Hash algorithm (DILH) uses non-invertible matrix to produce 
hash value . This algorithm selects and generates non-invertible matrixes using linear combination of 
rows or columns of a matrix to ensure that the hash values are collision-free and one-way properties [1]. 

In this section, we plot the diagram for our proposed algorithm which showing each step inside it and 
how it works , It is also showing the mathematical proof of our work. Besides that, we have the DILH 
algorithm analysis and  result  and its comparison with other hashing algorithms including SHA-1 ,MD5 
[17]. 

4.1 Programmable Hash algorithm 
According to figure 2, the step of DILH algorithm structured as the followings: 

Step1 (Input): input . 
Step2 (Padding): Pad  , . 
Step3 (Splitting):  is split into.  is the number of blocks.   blocks each of 

length  suitable for the hashing block. 
Step4 (Key generation): Key matrix generation  :  

4.1: Generate a random matrix  with size  and value in a 
interval (0,1). 
4.2. Casting (R) 
4.3. Introduce a new row in the matrix  so as the size of the resulting 

matrix  is . The added row is obtained by linear combination of 
row  and row  of matrix  according to: 

 = 1  + 2   
where ,  are arbitrary integer constants. This ensure that the inverse of 

 denoted by    does not exist. 
Step5 (Generation ): Hash value  generation using this formula: 

 
Step6 (Digest):  Digest . 
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Figure.1 DILH diagram 

4.2 Mathematical Model Proof 
The first step is to define linear independence. Given a set of vectors[12]: 

 

we look at their linear combinations: 

 

Where  are arbitrary constant weights. The trivial combination, with all weights , 

obviously produces the zero vector  . The question is whether this is the only way 

to produce zero. If so, the vectors are independent. If any other combination of the vectors gives zero, 
they are dependent [12]. 

It is well known that a matrix  is invertible if and only if its rows and columns are linearly independent 
[12]. This mean that if rows and columns of a matrix are linearly independent then the matrix is 
invertible, otherwise it’s not invertible. 

5 Simulation and Results 
A different file sizes is randomly selected and is fed into the algorithm to generate different hash Values 
with three modular values N=64,128,256 to analyze the time delay and to find if there is any collisions.  
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Table 1: Optimal time in seconds required for the proposed DILH Algorithm with number of collisions found 

 

From table 1, we can observe that there are no collisions found over all file sizes with its hash values. 
DILH shows that hash value 968 bit is repeated more than one time compared to other hash values, 
beside that there is no collisions found over it .So we can consider the hash value 968 bit as a good 
option to deal with it DILH algorithm. 

 

Figure 2: Hash algorithms comparison (SHA-1, MD5, and DILH) in term of time delay versus file size 

In this simulation we examine different hash values length   started from 2x2 which also equal 32 bits to 
12x12 which equal 1152 bits. DILH algorithm find collisions only in 32 bit hash value length. 

Fortunately MD5 and other common hash functions have substantially larger key lengths than 64-bits. 
For MD5 the key length is 128 bits, for SHA-1 the key length is 160 bits,  SHA-256 the key length is 256 
bits.[17] 

The MD5 algorithm breaks a file into 512 bit input blocks. Each block is run through a series of functions 
to produce a unique128 bit hash value for the file.  

Wang,Yu find two 128 byte messages with same MD5 hash value[10]. 

In SHA-1 Collisions found in 280 operations of reduced version of SHA-1--53 out of 80 rounds[16]. 

We implement our hash scheme in a Dell vostro 1015 laptop, 2.10GHz 2 core(s), 2GB RAM/ Microsoft 
windows7/MATLAB 7.9.0 simulator. 

6 Analysis and Conclusion  
Based on the analysis of the data in Table 1, our algorithm shows its strength in dealing with the 
collisions. As shown DILH algorithm didn’t find any collisions in hash values with different file sizes from 
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8KB to 1024KB after 3X3 matrix size. DILH shows collisions just in 2X2 with all file sizes, as shown the 
algorithm find 474 collisions in 2X2 matrix with size 64KB and  but this number of collisions is just 
2.921% of overall hash values generated that’s where number of hash values generated  is 16223 hash 
values. Also in the same case when  number of collisions is just 0.5178 % where number of hash 
values generated is 16223. From our analysis when you increase  the number of collisions is decreased 
in an Inverse relationship. 

We check collisions in the new one-way data integrity hash algorithm DILH that based on special kinds of  
non-invertible metrics. Particularly, DILH shows its strength in dealing with collisions, as shown in table 1 
DILH didn’t find any collision after 72 bit hash value length. In our experiment . 

In  our proposed algorithm DILH [2] , the time delay have been tested , DILH shows that the best time  
for calculating hash value  in 8KB is 800bit when  and 968 bit when . 
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ABSTRACT 

Purpose: To improve the visualization of severities in blood vessels combined Smoothing and 
straightening of a blood vessel was attempted for effective diagnosis of tumors and platelet formation in 
blood vessels.  

Method: Fast gradient projection method was used for removing the Rician noise present in MR images. 
The smoothed image was extracted using the binarization technique and the extracted blood vessels are 
straightened using a tangent function.   

Result: These techniques were tested in a variety of MR images and the results of this study reveal that 
the proposed method removed the Rician noise without affecting the diagnostic details and compared 
with existing methods quantitatively, extracted and straightened the blood vessels for making a clear 
decision about the severity of the disease. 

Conclusion: The smoothed, extracted and straightened images are very much useful for the diagnosis of 
tissue characterization and tumor detection. 

Keywords: Rician noise, Fast gradient projection, Extracting, Centerline, Straightening 

1 Introduction 
Magnetic resonance imaging (MRI) is an outstanding imaging modality but suffers from low contrast and 
noise during image acquisition and transmission. The noise in magnitude MR images is accurately 
modeled by a Rician distribution and becomes tough to diagnose accurately for Image analysis and 
tissue charactrization.  

Vessel extraction is employed as a potential tool for automatic clinical diagnosis, treatment planning, 
computer-integrated surgery, quantification of tissue volume, localization of pathology, and registration 
using imaging modalities like Magnetic Resonance Imaging (MRI), Computed Tomography (CT), X-ray 
Angiography (XRA), Magnetic Resonance Angiography (MRA), etc. With the developments in computer 
technology and imaging technology, the automation of imaging diagnostic has been implemented to 
handle the volume of data involved in the imaging modalities and to reduce the cost of diagnosis. Blood 
vessel extraction is the most important automation technique due to its effective and frequent 
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applications, viz., vascular diseases diagnosis, surgery planning, and post-therapeutic monitoring. 
Various approaches are reported in the in the literature for the extraction of the vessel structures from 
MR images, which have their own limitations. Some images cannot provide an entire vessel in one slice. 
In that case, a smooth curved surface can be used to fit into the winding vessel and cut open the volume 
along the centerline of a vessel instead of using a straight cut plane. This allows bends in a vessel to be 
straightened, so that the entire length can be visualized in one image. The vessel interior is of great 
importance for evaluating the degree and distribution of diseases. Visualization techniques re-sample a 
longitudinal cross-section along the medial axis in one image plane for simultaneous and accurate 
visualization of diagnostic features. Different strategies have been integrated to achieve different 
visualization techniques. Most advanced medical workstations are able to semi-automatically find a 
centerline between two points specified by the user. On the visualization side, some of the aspects of 
interest are:  Variation of seeding structures, Integration length, Type of primitive for an integration-
based visualization, Different time steps of the flow, Variation of other visualization parameters.  Several 
vessel visualization techniques have been used in CT images, whereas for magnetic resonance (MR) 
images the application of these techniques is limited due to the presence of inherent Rician noise.  As a 
result, we implemented the fast gradient projection algorithm for the removal of Rician noise present in 
MR images and extracted and straightened the blood vessel using binarization and visualization 
techniques, respectively. MATLAB is used for algorithm development due to its versatility in 
implementing the complex operations very easily using the built-in signal and image processing toolkits.  

The rest of this paper is organized as follows: In Section 2, we discuss the functionality and applications 
of vessel straightening in various imaging modalities. Section 3 presents the basics of Fast Gradient 
Projection Method and related algorithms. Section 4 briefly reviews the centerline computation and 
straightening techniques. The results and the concluding remarks of this study are given in Sections 5 
and 6, respectively.  

1.1 Related Work  
O’Donnel et al. [1] proposed a piecewise polynomial functions connected at knot points for a simple 
spine model based on cubic B-splines.  The tangent of the spine at each knot point was calculated and 
aligned with the tangent of the succeeding knot point with a minimal rotation in order to construct a 
discrete frame at each knot point. Then the frames were joined together by interpolation based on the 
EGC model.  Barrett and Carvalho developed a software tool for straightening curved chromosomes [2].  
Zhang et al. generated a curved multiplanar reformation (MPR) images for vessel segmentation and 
tracking for the gradation of the calcified coronary artery plaque [3].  Chuang and Chen developed a 
straightening tool for a coronary artery that provides slices of the straightened artery at any cross-
sectional angle, and more information about the coronary artery and the surrounding tissues [4]. 
Kanitsar et al. proposed a helical curved planar reformation (CPR) technique to visualize the interior of a 
vessel and an untangled CPR technique for displaying the unobscured display of a vascular tree that was 
independent of the viewing direction [5, 6]. Wang analyzed the extraction of the 3D centreline of the 
vessel of interest through a vessel tracking algorithm and created four longitude vascular volumes at 45º 
intervals for the visualization of the curved arteries using a multiplanar reformation (MPR) method [7, 
8]. Zhang addressed the coronary vessel tracking problem by extracting the vessel centerlines as 
intensity ridges from CTA images using a ridge traversal algorithm [9]. Wink et al. presented several 
techniques for the extraction and display of coronary center line for the development of automatic 

U R L :  http://dx.doi.org/10.14738/jbemi.26.1665    29 
 

http://dx.doi.org/10.14738/jbemi.26.1665


J O U R N A L  O F  B I O M E D I C A L  E N G I N E E R I N G  A N D  M E D I C A L  I M A G I N G ,  V ol u me  2 ,  Is s ue  6 ,  D e c ,  2 0 1 5  
 

diagnostic cath for the early and accurate detection of coronary artery disease [10]. Saran et al. 
developed a novel method to remove the Rician noise and RF inhomogeneity in MR images during 
segmentation using the Goldfeld, Quant, and Trotter (GQT) subtraction method [11]. Lawler 
demonstrated a combined tool to find the center of the vessel (centerline tools) and vessel-
straightening of tortuous curves in coronary arteries [12]. Kanitsar proposed four different segmentation 
techniques for vessel straightening, viz., projected CPR, stretched CPR, straightened CPR, and helical CPR 
and three different methods for vessel tree visualization such as multi-path projected CPR, multipath 
stretched CPR, and untangled CPR with their pros and cons [13]. Kim developed 3-D volume extraction 
algorithm for segmentation of cerebrovascular structures on brain MRA that provided better results 
than other traditional methods [14]. Olabarriga et al. developed a Hessian-based filter to analyze the 
second-order variation in CT image intensity for determining the axis and type of local structure [15]. 
Zenteno et al. applied a distal-to-proximal technique for the segmentation of tortuous cervical segment 
in internal carotid artery for the management of complex interacranial aneurysms [16]. Dupej studied 
the shortfalls of the Straightened Curved Planar Reformation (SCPR) method and improved it by 
choosing equidistant samples on the vessel center line for calculating the local coordinate system and 
the square-shaped area (slices) of the volume centered at the center line was calculated, instead of 
short line segments in the case of SCPR. These slices were stacked to obtain a block of volume data using 
the maximum intensity projection (MIP) that provides more spatial context for more intuitive 
orientation in the resulting image [17]. Ropinski integrated a specialized multipath curved planar 
reformation and multimodal vessel flattening technique for the visualization of multiple data sets for 
achieving the undistorted diameter of the vessel as well as the positions of the arteries [18]. Rivest-
Henault et al. developed a 2D/3D nonrigid registration algorithm based on the global affine 
transformation and local nonrigid registration methods for the automatic extraction of vessel 
centerlines of the coronary arteries and aligning with the bi-plane fluoroscopic angiograms [19]. Koocsis 
et al. developed an algorithm for filamentous particles straightening using a non-uniform cubic spline 
[20]. Wassermann et al. developed a Diffusion Tensor method to recover the bundles of fibers in the 
spinal cord and applied the Gaussian framework to recover the most representative fiber, which was 
used to interpolate and straighten the spinal cord fibers [21]. Angelelli and Hauser demonstrated the 
straightening and the visualization of tubular flow by aligning the center line of the bounding tubular 
structure with one axis of the screen defined as vector fields on a Cartesian grid [22]. Mistelbauer et al. 
proposed Curvicircular Feature Aggregation (CFA), which aggregates the rotated images into a single 
view by eliminating the rotation around the centerline of the vessel as in the case of the CPR method in 
order to view the vessels in one image [23]. Lee and Rasch developed an algorithm based on topological 
and orientation invariant visualization techniques for the visualization of vascular trees [24]. 

2 Methods 

2.1 Fast Gradient Projection Method  
Bound constrained optimization problems are solved using Gradient Projection (GP) methods which 
allow large changes in the data set in each iteration. Linear GP methods are applied in non-linear 
constrained programming functions. Goldstein [25] and Lewtin & Polyak [26] introduced a GP method 
for resolving convexly constrained minimization problems as an extension of the steepest descent or a 
Cauchy algorithm for solving unconstrained optimization problems. The resulting curve obtained from 
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the boundary region projected the negative gradient that can be used in conjunction with other 
methods with faster rates of convergence that reduces the steepest-descent on the subspace of free 
variables [27]. The GP method identifies the optimal active set in a finite number of iterations for bound 
constrained problem proposed by Bertsekas [28]. Later in 1982, Bertsekas derived some results for a 
projected Newton Method [29] and Gafini & Bertsekas for a 2-metric projection method [30]. Dunn 
proved that the GP identifies the optimal active constraints in a finite number of iterations in a strict 
complementary condition [31]. The above statement was extended by Burke and More, and proved that 
under Dunn’s non-degeneracy assumption the optimal active constraints are eventually identified if the 
projected gradient converges to zero [32]. Calamai and More studied the converging properties of GP 
and the results were applied for linearly constrained problems [33]. Xu provided an operator oriented 
mapping approach for providing strong convergence for GPA [34]. Based on the penalty function 
approach and GPA, Luenberger proposed a new programming algorithm for non-linear constrained 
optimization [35]. 

2.2 Algorithm for Fast Gradient Projection 
The discrete version of the TV (Total Variance) based de-blurring consists of solving an unconstrained 
convex minimization problem of the form given in Eq. (1). 

    
2min 2 ,
F TVx

x a xλ− +       (1) 

where x  is the desired unknown image, a  is the observed noisy data and λ  is the regularization 
parameter with 0λ > .  

Let us consider ,l uC B= , then ,l uc BP P= . Thus the GP algorithm can be described in the matrix form 

shown in Eq. (2). 
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where, l  is the vector of lower bounds, u  is the vector of upper bounds. If ( , ) ,p q P∈ then the optimal 
solution of the dual problem with TV based de-noising is described as Eq. (3). 

  
( , )
min ( , ) ({ cp q P

h p q H a λ
∈

≡ − − Ը
2( , ))
F

p q a λ+ − Ը
2( , ) }
F

p q     (3) 

Here, ( )c cH x P x= − for every x                         (4) 

When TV=TV1, Eq. (3) is given by  

    (cx P a λ= − Ը ( , ))p q        (5) 

where pP  is the projection operator which maps a matrix pair ( , )p q with another matrix pair 

( , ) ( , )pr s P p q= and can be readily implemented [36]. 
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For a better rate of convergence, the Fast Gradient Projection (FGP) method is used on the dual problem 
stated in Eq. (3).  Considering, 1 1 0 0( , ) ( , )r s p q=  at step 0, and 1,2,....k N=  , at step k , 1kα +  is a 

sequence of step sizes,  Eq. (3) can be denoted as Eqs. (6) and  (7). 

  1 1 1 1
1( , ) [( , )

8k k p k kp q P r s
λ+ + + += + Ը ( [T

cP a λ− Ը 1 1( , )])]k kr s+ +     (6) 

    
2

1
2

1 1 4
2

k
k

α
α +

+

+ +
=        (7) 

  2 2 1 1 1 2 1 1( , ) ( , ) {( 1) / ( )}( , )k k k k k k k k k kr s p q p p q qα α+ + + + + + + += + − − −    (8) 

2.3 Method for Centerline Straightening  
Figure 1 shows the schematic representations of the steps involved in Centreline straightening and are 
summarized below: 

Step 1 The locus of the centerline of the vessel is determined by a routine move along the vessel in few 

pixels at a time. At each point, the intensities of neighboring pixels are measured to determine 

the local width of the vessel and the position of the next point of the estimated centerline.  

Step 2 The locus of the centerline is smoothed using a customized smoothing function.  

Step 3 Intensity profiles of the vessel are taken at each point, with the direction of the profile set 

perpendicular to the local tangent of the locus.  

Step 4 Each point on the locus is moved by a small displacement to make the profile more symmetrical. 

Step 5 When the locus has been optimized, an interpolation between the points generates a new locus 

in which the points are separated by one pixel. Intensity profiles are calculated as described in 

Step 3 and used to generate the straightened image.  
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Figure 1. Schematic representation of straighten the blood vessel. The flow diagram on the left side shows 
how the algorithm loops until a satisfactory result has been achieved (CL refers to the centerline of the vessel). 

Steps are illustrated on the right side, where the large points are in (or close to) the centerline of the vessel. 

Integration of line primitives is performed in the original vector space. To straighten them, a 
parameterization of the points is created using the local bases from the moving frame. This algorithm 
performs a piecewise reformation of a line by using the planes defined by the tangent of the moving 
frame. These planes are defined in a discrete number of equidistant points along the centerline. To 
create a straightening of a line, integrated from a seed point lying in the tangent plane, we computed all 
the intersection points of the line with the planes it intersects during the integration, and then 
transform these intersections from the vector space into the straightening space. This alignment also 
allows the combination of visualization of the actual data (such as standard flow visualization 
techniques) with more abstract visualization techniques like the line graph plot of certain quantities 
along the centerline.  

3 Tools and Data  
The Straightening algorithms were developed in MATLAB 2011b installed in Pentium-IV 3 GHz processor 
PC with Window XP operating system. The algorithms developed are tested on various MR images 
obtained in the DICOM file format. The MR images used in this study were taken from Siemens Esaote 
ARTOSCAN C MRI Machine with a magnetic field intensity of  0.15 T and sample per pixel value 1 
attained with 63.677701 Hz imaging frequency. 

4 Results   
The algorithm was tested on more than 100 MR images. Here we showed two Noisy (MRBvessel and 
BRTBvessel) MR images and Smoothing the image using the FGP filtering method that replaces each 
pixel with the average of its neighborhood. It reduces the Rician noise and increases the contrast of the 
MR image. A comparative study was attempted for calculating the performance of the developed filters, 
with existing filtering techniques such as Median filter (MF), Wiener filter (WF), Hybrid median filter 
(HMF) using the quality metrics such as Peak Signal to Noise Ratio (PSNR), Mean Structure Similarity 
Index Matrix (MSSIM) and Contrast to Noise Ratio (CNR). 
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 Then, the blood vessels are extracted using the Binarization method for easy visual inspection of vessels 
from the background tissue images. Individual vessels are selected for straightening by assigning the 
pixel values. Flattening can be considered of as cutting one side of the vessel wall along the main axis 
and folding it open to reveal the interior. Centerline can be detected using the tangent function and 
then the standard visualization techniques can be applied for straightening the vessel along the 
centerline of the object. The smoothed,  

The two Noisy (MRBvessel and BRTBvessel) MR images and their corresponding filtered images, 
binarized and straightened blood vessel MR images are shown in Figs. 2 and 3. The quality metrics, 
estimated for these images are given in Tables 1 and 2 respectively.  

5 Discussions 
From the visual inspection of the smoothed, binarized and straightened blood vessels in MR images by 
trained radiologists, the following inferences are arrived at: 

1. An FGP filtered image exhibits better smoothing, more homogeneity, and contrast 
improvements over the other filtering methods quantitaively. 

2. Extracted RGB Blood vessels are viewed clearly and it is easy to count the vessels within the MR 
image. 

3. Separately detected the infected blood vessel in Tumor and Cancer cells in extracted RGB blood 
vessels  

4. A cropped grayscale image of the vessel is used to select the particular blood vessel and 
radiologists can view more conveniently the structure of the vessel and problems developed in 
this vessel.    

5. The straightened blood vessel is used to calculate the length and width of the individual vessel 
and also to compute the tumor affected vessel area. 

 

Figure 2. Raw, Smoothed, Extracted and Straightened blood vessels of MRBvessel MR Image. 
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Figure 3. Raw, Smoothed, Extracted and Straightened blood vessels of BRTBvessel MR Image. 

Table 1. Estimated Quality Metrics for MR image of MRBvessel 

Filters / Parameters FGP Median Wiener HMF 
PSNR 63.7374 50.6299 45.5856 52.0830 

MSSIM 0.9962 0.9935 0.9806 0.9954 
CNR 1.2293 2.6397e-006 2.5898e-006 4.2911e-006 

Table 2. Estimated Quality Metrics for MR image of BRTBvessel 

Filters / Parameters FGP Median Wiener HMF 
PSNR 64.9152 34.5163 34.0282 34.2403 

MSSIM 0.9969 0.8343 0.8109 0.8056 
CNR 1.3533 2.5935e-004 3.2640e-005 4.6144e-004 

 

6 Conclusion 
In this work, we implemented the Fast Gradient Projection (FGP) Filter Technique for removing the 
Rician noise present in MRI images and extracted the vessels using binarization techniques. Further, the 
blood vessels are cropped and straightened using centerline straightening techniques. The algorithm 
was tested in typical MR images and the results showed that the FGP removes the signal dependent bias 
effectively and improved the contrast of the image. The performance of the extracted and straightened 
blood vessels is more convenient to the radiologist for visual analysis.  The results of this study reveal 
that the smoothed, extracted and straightened images are very much useful for the diagnosis of tissue 
characterization and tumor detection. In the future scope of this study, the aforementioned techniques 
will be implemented in the DSPs environment for real time applications. 
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ABSTRACT 

The detection of ischemia heart disease was usually scored by a trained nuclear medicine Physician by 
determining the ischemia location and size subjectively (by eyes). This subjective method will add to the 
5% tolerance error, which might compromise the whole process of treatment especially in patients with 
severe conditions. The aim of this study is to increase the edge recognition in cardiac scintography 
images in patients with ischemic heart disease using L*a*b* color space and K-means clustering. First, 
we read the nuclear cardiac images. We then to convert the images form RGB color space to L*a*b* 
color space. Then we classify the colors in 'a*b*' space using K-means clustering. Then we label every 
pixel in the Image using the results from K-means. We then create images that segment the cardiac 
image by colour.  Finally, we segment the cardiac image into a separate image. The sample of this study 
was (146 cases) and they showed increase enhancement. This segmentation technique (automatic 
scoring) and segmented images was adjudicated by three nuclear medicine physician as being 
comparable to other segmentation techniques created with manual editing (subjective scoring). This 
technique showed potentials increasing of detection of the myocardial ischemia rather than 
conventional one. 

Keywords: Cardiac, Segmentation, MatLab, Ischemic patients. 

 
1 Introduction 

The heart is the pump responsible for maintaining adequate circulation of oxygenated blood around the 
vascular network of the body. It is a four-chamber pump, with the right side receiving deoxygenated 
blood from the body at low pressure and pumping it to the lungs (the pulmonary circulation) and the 
left side receiving oxygenated blood from the lungs and pumping it at high pressure around the body 
(the systemic circulation) [1-4]. The myocardium (cardiac muscle) is a specialized form of muscle, 
consisting of individual cells joined by electrical connections[5][6]. The contraction of each cell is 
produced by a rise in intracellular calcium concentration leading to spontaneous depolarization, and as 
each cell is electrically connected to its neighbor, contraction of one cell leads to a wave of 
depolarization and contraction across the myocardium. This depolarization and contraction of the heart 
is controlled by a specialized group of cells localized in the sino-atrial node in the right atrium- the 
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pacemaker cells [7-9].  These cells generate a rhythmical depolarization, which then spreads out over 
the atria to the atrio-ventricular node, the atria then contract to push the blood into the ventricles (Tarig 
Hakim, 2006). The electrical conduction passes via the Atrio-ventricular node to the bundle of His, which 
divides into right and left branches and then spreads out from the base of the ventricles across the 
myocardium. This leads to a 'bottom-up' contraction of the ventricles, forcing blood up and out into the 
pulmonary artery (right) and aorta (left). The atria then re-fill as the myocardium relaxes [10][11]. 

The 'squeeze' is called systole and normally lasts for about 250 ms (mill second). The relaxation period, 
when the atria and ventricles re-fill, is called diastole; the time given for diastole depends on the heart 
rate. The heart needs its own reliable blood supply in order to keep beating; hence it receives the blood 
via the coronary circulation. There are two main coronary arteries, the left and right coronary arteries, 
and this branch further to form several major branches (see appendix). The coronary arteries lie in 
grooves (sulci) running over the surface of the myocardium, covered over by the epicardium, and have 
many branches which terminate in arterioles supplying the vast capillary network of the myocardium. 
However these CA frequently susceptible to many disorders and diseases; of either acquired or 
congenital one [12], such as: (septum patency as congenital and Ischemic and Infarction diseases as 
acquired), and the focus of this research is to characterize the CA Obstruction and Related Findings in 
Ischemic Heart Patients Using Cardiac Scintigraphy. Indeed such obstruction could accompany with fatal 
consequences or morbidities. Radionuclide Scintigraphy during exercise permits accurate assessment of 
the presence and functional severity of ischemic heart disease. Worldwide the CAO has been as an 
endemic disease in some countries, such as USA (American Heart Association) [13]. In Sudan, the CAO 
has been observed increases in some patients with vague etiology, although the main causes mentioned 
by American Heart Association, was Fats or Embolus in contrast to these causative factors, the CAO 
patients may have other causes rather than that mention in literature. Therefore the researcher could 
highlight the co-factors that induce such CAO and further the related consequences [14][15]. 
 

2 Materials and Methods 
This was experimental study conducted to study segmentation of colour ischemic heart image using 
colors segmentation filters of MatLab image processing program. The study included all adults patients 
referred for suspected CAO or Ischemic heart disease in Nuclear medicine department of Elnileen 
Medical center of Khartoum and Fadil Specialist Hospital.  

2.1 Patient’s preparations  
When the patients referred for heart scintigraphy, the patients asked to stop the medication for 24 
hours before the study, as well as Caffeine containing foods or drinks, because it reduced the 
radiotracer uptake. Also asked for fasting after night till the intravenous injection of the 
radiopharmaceutical, after the injection time about 15 to 20 minutes the patient asked to eat a fatty 
meal and chocolate for the good excretion of the gall bladder (it has normal high uptake of the 
radiotracer). 

2.2 Imaging scanning technique: 
After 45 min to 1 hour after the injection the patient entered to the gamma camera for imaging, and 
asked to pick out his/her upper clothes and lie supine in the imaging table to fix the ECG electrodes on 
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his upper right side near Rt. Clavicle, Lt. Clavicle and Lt. lower thoracic vertebrae. Then the computer 
already set on the gated SPECT for the rest hear study, and the machine started the acquisition form the 
RAO (-45 degree) to LPO (135 degree), step and shoot technique till the acquisition finished. Then the 
processing of the acquired study by SPECT protocol for obtaining the serial images of sliced heart 
(Coronal, Sagittal and Transverse cuts), as well as bollar map and Ejection fraction of the heart and any 
available information if interested on A4 paper with a colored scale.  For the Stress heart Scintigraphy 
used the same process that of  Rest study in addition to using treadmill as exercise for elevating the 
heart rate or Pharmacological agent (Persantin) as stress action after the heart reaches his maximum 
effort then the radiopharmaceutical should be injected, then all process as same as the Rest study. 

For nuclear cardiology images, each image scanned using digitizer scanner then treated by using image 
processing technique (MatLab), where the segmentation was studied. The scanned images were saved 
in PNG and 600 dpi file format to preserve the quality of the image. We used Color-Based Segmentation 
Using K-Means Clustering Algorithm to enhance the cardiac images. The steps of segmentation were 
shown in the Fig. 1 as below: 

 

Figure 1. Steps of Colour-Based Segmentation Using K-Means Clustering 

 

3 The results  
This was experimental study conducted to study segmentation of colour ischemic heart image using 
colours segmentation filters of MatLab image processing program. The sample of this study was 146 
patients with different age distribution and body mass index. For the group of patients where age 
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distribution was measured, 1.2 % of patients were within the 20-29 years age range, 5 % of patients 
were within the 30-39 years age range, 16 % of patients were within the 40-49 years age range, 35 % of 
patients were within the 50-59 years age range, 34.6 % of patients were within the 60-69years age range, 
7 % of patients were within the 60-69 years age range and 1.2 % of patients were within the 80-89 years 
age range Figure 2 and Figure 3.  

 

Figure 2. Correlation between age of patient and BMI 

 

Figure 3. Correlation between the body weight (Kg.) and radiation dose (mCi) of study 
 

In this study firstly, I read in SPECT image with extension PNG, which is a colour ischemic heart image. 
This colour method helps nuclear medicine physician or cardiologist distinguish different heart tissue 
types Figure 4.  

(a) (c) 
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Figure 4. Original cardiac images  

Many colours can notice in the cardiac image if one ignore variations in brightness. There are three 
colors: white, blue, and pink. It is easily to distinguish these colors from one another easily. The L*a*b* 
color space (also known as CIELAB or CIE L*a*b*) enables us to quantify these visual differences. The 
L*a*b* color space is derived from the CIE XYZ tristimulus values. The L*a*b* space consists of a 
luminosity layer 'L*', chromaticity-layer 'a*' indicating where color falls along the red-green axis, and 
chromaticity-layer 'b*' indicating where the color falls along the blue-yellow axis. All of the color 
information is in the 'a*' and 'b*' layers. We measured the difference between two colors using the 
Euclidean distance metric. In this study we converted the image to L*a*b* color space using makecform 
and applycform (forward transformation). The RGB or CMYK values first need to be transformed to a 
specific absolute color space, such as sRGB or Adobe RGB. This adjustment will be device dependent, but 
the resulting data from the transform will be device independent, allowing data to be transformed to 
the CIE 1931 color space and then transformed intoL*a*b*.The L* coordinate ranges from 0 to 100. The 
possible range of a* and b* coordinates is independent of the colour space that one is converting from, 
since the conversion below uses X and Y which come from RGB. 

The forward transformation 

                                                                    (1) 

                                                            (2) 

                                                            (3) 

Where, 
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  f  =                                              (4) 

Where Xn ,Yn and Zn are the CIE XYZ tristiulus values of the reference white point. The devision of the f 
function into two domains was done to prevent an infinite slope at t=0.  was assumed to be linear below 
some t = t0, and was assumed to match the t1/3 part of the function at t0 in both value and slope as 
shown in Fig.5. 

 
Figure 5. Image labelled by cluster index 

We used K-means clustering in order to treat each object as having a location in space. It found 
partitions such that objects within each cluster are as close to each other as possible, and as far from 
objects in other clusters as possible. We specified the number of clusters to be partitioned to 3 and a 
distance metric to quantify how close two tissues in cardiac scintography to each other.  Since the color 
information exists in the 'a*b*' space,the objects are pixels with 'a*' and 'b*' values. Use kmeans to 
cluster the objects into three clusters using the Euclidean distance metric as shown in Fig.6. 

 
Figure 6. Cardiac image in cluster 1 Kmeans algorithm 

For every structure in our input (cardiac images), kmeans returned an index corresponding to a cluster. 
The cluster_center output from kmeans would be used later in the demo. Every pixel was label in the 
image with its cluster_index Fig.7. 
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Figure 7. Cardiac image in cluster 2 Kmeans algorithm 

Using pixel_labels, I separate stuctures in cardiac images by color, which would result in three images 
Fig.8. 

 
Figure 8. Cardiac image in cluster 3 Kmeans algorithm 

 

There were dark and light color strutures in one of the clusters. I separated dark blue from light blue 
using the 'L*' layer in the L*a*b* color space. We recalled that the 'L*' layer contains the brightness 
values of each color. Then I found the cluster that contained the blue objects. We extracted the 
brightness values of the pixels in this cluster and threshold them using im2bw. I programmatically 
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determined the index of the cluster containing the blue objects because kmeans would return the same 
cluster_idx value every time. I could do this using the cluster_center value, which contains the mean 'a*' 
and 'b*' value for each cluster. The blue cluster has the smallest cluster_center value (determined 
experimentally).  Finally, I used the mask is_light_blue to label which pixels belong to the cardiac 
structure. Then I displayed the blue color in a separate image Fig.9. 

 
Figure 9. Segmentation of the cardiac images into a Separate Image 

 

4 Conclusion 
The common co-factors associated with the CAO include: Wight, Height, Instant Foods (Jungle meals), 
Smoking, which contribute in occurrence or severity of the Ischemic disease. Concerning the Age there 
was strong relation with Myocardial Ischemia in a relation with CAO, which is more manifested in oldest 
Age group found to be most severe than the descending other Age groups representing as mild or 
moderate. Concerning the BMI there was very strong inverse relation in having the Ischemia in 
association with CAO with a description of severe, moderate and mild. Segmentation used to identify 
the object of image that we are interested. The nuclear cardiology has become a common way to study 
myocardial disorders. Most images that created cardiac images were not completely clear and some had 
high signal noise ratio, which affected myocardial borders detection. The main objective of this research 
was to increase of edges recognition in cardiac scintigraphy for ischemic patients. In addition to detect 
the border of entire heart using segmentation, filter technique. These techniques help in preservation of 
the image's overall look, detected of small and low contrast details in the diagnostic content of the 
image, and highlighted the role of using image-processing technique in nuclear medicine. The result of 
edge detection now closely matches the original in-memory result comparing with others studies using 
different segmentation techniques. So conclusion of this paper that colour segmentation using K-means 
tools are best tools to detect heart and it structure which is very beneficial special in patients with 
ischemic heart disease. The detection of the noise is a complex procedure, which is difficult to detect by 
naked eye so that image analysis should perform by using powerful image processing. A colour K-means 
segmentation Algorithm of heart is proposed in myocardial heart study. Proposed method is able to 
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determine the heart boundaries accurately. It is able to segment heart and improves radiological 
analysis and diagnosis. 
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ABSTRACT 

The surface thermodynamics of M-Tb/HIV-macrophage interactions were studied using the Hamaker 
coefficient concept as a surface energetics tool in determining the interaction processes. The surface 
interfacial energies were explained using van der Waals concept of particle - particle interactions. The 
method involved sputum sample collection, mycobacterium and macrophages structural studies, and 
the study of the mechanism of interaction of the bacterium and the macrophage. Twenty samples each 
of infected, uninfected and M-Tb/HIV co-infected sputum were collected. Each specimen was screened 
to determine the infection status using GeneXpert and Ziehl-Neelsen staining methods. The absorbance, 
ā, values of each specimen, for wavelength range of 230 – 950nm were measured using digital 
Ultraviolet Visible Spectrophotometer. From the absorbance data the variables (e.g. dielectric constant, 
etc.) required for computations were derived. MatLab software tools were employed in the 
mathematical analysis. The Hamaker constants, combined Hamaker coefficients and absolute combined 
Hamaker coefficients were obtained. The values of A132abs = 0.21631x10-21Joule and Ã132abs = 0.18825x10-

21Joule were obtained for M-Tb and M-Tb/HIV infected sputum respectively. The implication of this 
result is the positive value of the absolute combined Hamaker coefficient which entails net positive van 
der waals forces demonstrating an attraction between M-Tb and the macrophage. This however, implies 
that infection is very likely to occur. It was also shown that in the presence of HIV, the interaction energy 
is reduced by 13% confirming adverse effects observed in HIV patients suffering from tuberculosis. The 
lower value for the combined Hamaker coefficient A131abs = 10165 x10-21Joule for the uninfected sputum 
samples is an indicator that a negative Hamaker coefficient is realistic. The desired outcome is that the 
bacteria do not adhere to the macrophage to avoid penetration, in which case a condition for rendering 
combined Hamaker coefficient negative is required. Thus, condition was sought for repulsion to occur 
and that condition was based on the value of A33 that would render the absolute combined Hamaker 
coefficient negative. To achieve the condition of A33 above, possible additive(s) in form of drugs to the 
sputum should be required. 
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1 Introduction 
Tuberculosis (Tb) is an airborne disease caused by the bacterium Mycobacterium Tb (M-Tb). This 
causative agent of Tb, is one of the world’s most devastating human pathogens. The contagious disease 
is transmitted through air and most commonly affects the lungs, which is responsible for more than 75% 
of cases (De Souza, 2006). The initial infection usually occurs in the lungs and in most cases is controlled 
by the immune system. Even after successful control of primary Tb infection, some bacilli remain in a 
non- or slowing replicating state, termed latent Tb infection (LTbI). Latently infected individuals have a 
10% risk of developing the disease in their lifetime (WHO, 2012), which constitutes a huge global 
reservoir of infection and a continuous threat of disease transmission. 

Tuberculosis (Tb) is the leading infectious killer worldwide; it is estimated that one-third of the world’s 
population is currently infected with Tb, and it results in 3 million deaths every year (WHO, 2005). 
Human Immunodeficiency Virus (HIV) is a strong risk factor for developing active Tb, and Tb is the 
leading cause of death among HIV-positive individuals. Out of 4.1 million AIDS deaths in 2004, 13% can 
be attributed to Tb (WHO, 2005). 

The highest incidence of disease is in Sub-Saharan Africa, in part due to association with Human 
Immunodeficiency Virus (HIV) (Nunn et al, 2005; Maartens and Wilkinson, 2007), which has fuelled 
dramatic rises in incidence of the disease in many countries. [Globally, Tb is the proximate cause of 
many HIV-related deaths, particularly in Africa (Corbett et al, 2006)]. Even in many countries where its 
overall incidence is low, Tb remains a problem. 

A review of the Tb cases reported by 134 countries between 1998 and 2007 found that only 35 had per 
capita rates of decline exceeding 5% per year (Adeeb et al, 2013). Surveillance and mathematical 
modeling suggests that the total Tb incidence per capita is falling at an estimated 1% per year, a finding 
that indicates that the global incidence rate will decrease by 2015. The world’s population is growing at 
about 2% per year, and thus the total number of new TB cases remains on the rise (WHO, 2009). This 
finding reveals the relative failure of the existing management strategies for Tb and the inadequate 
effectiveness of public health systems, mainly in underdeveloped countries. 

In spite of the availability of some effective treatment, the steady emergence of multi-drug resistant 
(MDR), extremely drug-resistant (XDR) and totally drug-resistant strains (TDR) forms of TB is a cause of 
concern. Globally MDR-Tb accounts for roughly 3.6% of all Tb cases, but accounts for up to 28% of Tb 
cases in some regions (De Souza, 2006; Gonzalez-Juarrero et al, 2001). The emergence of MDR, XDR and 
TDR Tb is very worrying due to the increasing difficulty of treating these forms of Tb and rendering even 
the frontline drugs inactive.  

In addition, drugs such as Rifampicin have high levels of adverse effects making them prone to patient 
incompliance. Another important problem with most of the anti-mycobacterials is their inability to act 
upon latent forms of the bacillus. To compound the problems further, the deadly associations between 
the HIV and TB makes the treatment of co-infected patients even more challenging (Nunes et al, 2011; 
Gonzalez-Juarrero et al, 2001). Much research has been and is still on, on the subject with a cure not yet 
in view. The choice to approach this issue via the vehicle of surface thermodynamics energetics against 
the conventional clinical methods is a novel one. The role of surface properties in this biological process 
will be established. 
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In this study, it is of interest to understand how the mycobacterium tuberculosis (M-TB) interacts with 
the macrophage. The process involves the bacterium (modeled as a particle) in a liquid medium 
(sputum) attaching itself on the surface of the macrophage (another particle), penetrating and probably 
destroying it. The condition under which bacterium attachment on the surface of the macrophage does 
not take place will be sought, even in the presence of HIV with its destructive effect. 

 
Figure.1: Mycobacterium Tuberculosis 

The Lifshiftz derivation for van der Waals forces is used to model the interaction to predict the nature of 
interaction between two solid particles suspended in a liquid medium (Sputum). Hamaker Coefficient is 
a significant thermodynamic energetics tool used in determining the interaction processes and will be 
used in these M-Tb – Macrophage interactions. It is a well-known fact that surface property 
determination of interacting particles leads to the further understanding of the mechanism of 
interactions. A common area of contact is established once two solid particles meet each other. In such 
process, a certain portion of each particle gets displaced through work. Work responsible for the 
displacement of a unit area is known as surface free energy. The consecutive impact on the surface is 
known as surface thermodynamic energetics effects. In this particular study similar concepts have been 
implemented to characterize the M-Tb – macrophage interactions with the sputum as the intervening 
medium. 

2 Methodology 

2.1 Sample Collection, Preparation and Measurement 
The methodology involved sputum sample collection, mycobacterium and macrophages structural 
studies, mycobacterium tuberculosis screening, and the study of the mechanism of interactions of the 
bacterium and the macrophage. Twenty samples each of infected, uninfected and M-Tb/HIV co-infected 
sputum were collected from Anambra State University Teaching Hospital (ANSUTH) Awka. Each 
specimen was screened to determine the infection status using GeneXpert and Ziehl-Neelsen staining 
method thus giving a total of sixty sputum samples from different individuals. 
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Figure. 2: Sample Preparation: direct sputum Figure. 3: Sample Processed Sputum Sediment 

 
The glass slides of 25.4mm x 76.2mm x 1.2mm were prepared for test surfaces. A dropper was used to 
draw each of the Sputum samples from the container and smeared carefully on a slide to ensure even 
distribution of the sputum samples on the slides. The slide preparations and sample smearing were 
done at the same laboratory (Chest Clinic/Laboratory, Anambra State University Teaching Hospital, 
Awka). The samples were allowed to dry naturally at room temperature because exposing the prepared 
slides to the sun is likely to cause oxidation and the surface energy might be increased unconditionally. 
All the well prepared and dried surfaces were covered with microscopic cover slip and the absorbance, 
ā, values of each specimen, for wavelength range of 230 – 950nm were measured using digital 
Ultraviolet Visible Spectrophotometer (UV/VIS MetaSpecAE1405031Pro). The data generated and the 
various equations governing the relationship among the variables were used in calculating values for the 
reflectance, R, transmittance, T, refractive index, n, and the dielectric constant, ε. MatLab software tools 
were employed in the mathematical analysis of the data generated from the absorbance values.  

2.2 Mathematical Applications to the System          
To be able to use the absorbance data to calculate the Hamaker coefficients using the Lifshitz theorem, 
there is a need to evaluate the dielectric constant  of the equation. Some relevant equations are 

required. From the information of light absorbance, reflection and transmittance, it could be seen that;  

ā + T + R = 1      (1)                   

Where; ā is absorbance, T is transmittance, and R is reflectance. Also, from the information of light 
absorbance and transmittance;  

T = exp-ā                  (2) 

With the values of ā determined from absorbance experimental results, and substituting the values of ā 
into Eq. (2) to obtain T; R could easily be derived by substituting the values of ā and T into Eq.(1). 

The value for the refractive index, n employing the mathematical relation (Robinson, 1952); 
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(3)                       

Value for the extinction coefficient, k is obtained from the equation; 
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Where; α is the absorption coefficient defined as follows; 
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(5)  

Substituting the value,  of Eq. (5) into Eq. (4); 
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(6) 

The dielectric constant, ε could thus be given by the formula (Charles, 1996); 

For the real part;       

                (7)                

For the imaginary part;  

             (8)                         

With these values, it is possible to determine  using the relevant equations to determine A11. 
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This gives a value to the Hamaker constant A11, and by extension to other Hamaker constants A22 and A33. 

For a combination of two disimilar materials (i.e. macrophage, 1 and the bacteria, 2) with the gap 
between 1 and 2 filled with sputum as the medium 3 (see Fig. 4).  

 
 
 
 
 
 
 
 
 
 
 

Figure. 4: Schematic representation of interaction of two solid bodies, depicted by 1 and 2 which are 
eventually isolated by d, in liquid 3. 

Thus, the combined Hamaker coefficient, A131, A232 and A132 could be gotten from the relations 
[Hamaker, 1937; Visser, 1981; Chukwuneke et al, 2015]; 
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       (10a) 

Alternatively;       (10b) 

                                        (11a) 

Alternatively;      (11b) 

23133312132 AAAAA −−+=      (12a) 

Alternatively;             ( )( )33223311132 AAAAA −−=     (12b) 

Equation (12b) shows that, for a three-component system involving three different materials, 1, 2 and 3, 
A132 can become negative; 

   0132 A      (13) 

When;      33223311 AAandAA            (14) 

   223311 AAA 

     
(15) 

Hamaker’s approach to the interaction between condensed bodies from molecular properties called 
microscopic approach has limitations. This is true against the backdrop of its neglect of the screening 
effect of the molecules which are on the surface of two interacting bodies as regards the underlying 
molecules. Therefore, Hamaker’s approach is regarded as an over simplification. 

A system containing two planes could be considered for computing the free energy of interaction. This 
can be done for semi-infinite, parallel bodies belonging to  material 1 and 2 isolated  by material 3, 
bearing thickness d (refer fig.4) provided in the following section (Hamaker, 1937; Lifshitz et al, 
1961).This is calculated by the following equation: 

                      (16) 

In this, refers to the Hamaker coefficient for a respective system.  

 

Considering nominal isolation distance d0, and Eq (16) as valid for such a small distance, the Hamaker 
coefficient should be expressed as (Chukwuneke et al, 2015; Hamaker, 1937; Lifshitz et al, 1961): 

         (17) 

The Hamaker coefficient A132 for the interactions between two different bodies in a liquid can be 
calculated from Eq.(17) once the free energy of adhesion between the two bodies is known or through 
the pair-wise additivity approach as originally proposed by (Hamaker, 1937) or by the macroscopic 
approach of (Lifshitz et al, 1961). Influence of neighbouring atoms remains major hurdle during the pair-
wise summation computing between various molecular interactions. In case of highly disperse media 

C O P Y R I G H T ©  S O C I E T Y  F O R  S C I E N C E  A N D  E D U C A T I O N  U N I T E D  K I N G D O M  5 4  
 



Chukwuneke J. L., Achebe C. H., Ejiofor O. S. and Sinebe J. E.; Surface Energetics of Mycobacterium Tuberculosis–Macrophage 
Interactions. Journal of Biomedical Engineering and Medical Imaging, Volume 2, No 6, December (2015), pp 49-61 
 

such influence is insignificant, for instance, gases whereas for condensed media it is important (Visser, 
1981). 

As the actual material atomic structures are overlooked, the Lifshitz method is suitable in certain cases. 
In this method, bulk material properties are considered for calculation of interactions between the 

macroscopic bodies. Properties like refractive indices and dielectric permittivity  are considered 

for such calculations.Dielectric permittivity represents the microscopic polarizability as a manifested 
macroscopic property for the constant atoms belonging to certain materials. The Hamaker coefficient 
represents the macroscopic resultant for the interactions happened due to the atom polarizations in a 
material (Hough and White, 1987). 

Following Lifshitz theory, the Hamaker coefficient is represented as follows:  

( ) ( )
( ) ( )

( ) ( )
( ) ( ) ζ

ζεζε
ζεζε

ζεζε
ζεζεπ d

ii
ii

ii
iiA

kj

kj

ki

ki
ikj













+

−








+
−

= ∫
∞

04
3
                         

 
(18) 

Where, εj(iζ) refers to the dielectric constant of a specific  material j, this is considered through the 
imaginary i, frequency axis (iζ), ђ is planck’s constant. In this context, the evaluation of Eqn. (6) should 
result in equivalent value with the thermodynamic free energy of adhesion, provided in Eqn. (19): 

ΔF132
adh (do) = γps – γpl - γsl                  (19) 

 The molecular contact was maintained at (d=0). Interestingly, constituent molecule numbers are of 
finite size and for that it is not possible to attain d=0 for two macroscopic surface. Therefore, whenever 
the surfaces attain a distance , molecular contacts are considered. The divergences according to 

Lifshitz theory are eliminated by the parameter . 

Thus, the Hamaker coefficient or the Lifshitz-van der Waals constant A132 may result in negative. In 
certain condition, the contact between the interacting particles will be hampered due to the repulsive 
(electrostatic) force originated. The resultant effect in certain cases remains as repulsion instead of 
attraction for the considered particles. The Hamaker coefficient and the interfacial free energies are 
connected through the following equation: 

                    (20) 

This equation has been derived through combining Eqn. (17) with Eqn. (19).  

 

For the issue of self-interaction of a particle Eqn. (8) should be considered;  
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                    (21) 

3 Results and Discussion  
The raw data obtained for both M-Tb and M-Tb/HIV positive and negative sputum samples were 
collated. This paved the way for the data analysis. However, since extinction coefficient “k”, absorption 
coefficient “α” and dielectric constant “ε” are obtained as functions of wavelength λ, an integration of 
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Eq. (18) will give a more accurate value. The data on absorbance obtained as a function of wavelength 
are plotted on figs 5, 6, 7, 8, and 9.  

 

 
Figure.5: Variation of Average Absorbance, ā with Wavelength, λ for Twenty Samples of M-Tb Infected and 

Uninfected Sputum 

Figure 5 shows a peak absorbance value of greater than 0.60 and 0.45 for M-Tb negative and positive 
sputum respectively were recorded at wavelength of 320nm. This peak value falls within the visible 
range of ultraviolet radiation which is between 300 – 600nm. This is important as a reference point in 
the study of the infection mechanism and may be of importance in determining the critical Hamaker 
coefficient that favours repulsion between the bacterium and the macrophage. It could be well-known 
that the infected M-Tb sputum has lower absorbance values than the uninfected ones.  

 

 
 

Figure.6: Variation of Average Absorbance, ā with Wavelength, λ for Twenty Samples of M-Tb Infected and 
Uninfected Macrophage 

Figure 6 shows a peak absorbance value of greater than 0.07 and 0.04 for M-Tb positive and negative 
macrophages respectively were recorded at wavelength of 320nm which corresponds exactly with that 
of the figure 5. It is interesting though, that at the lower wavelength of 230nm some negative 
absorbance values were recorded. The absorbance values of both the M-Tb positive and negative 
Macrophages were increasing with increase in wavelength. This is the opposite of the result obtained 
with the M-Tb sputum samples. This may be explained away by the fact of a higher energy level of these 
cells. The M-Tb infected macrophages gave higher absorbance values than the M-Tb uninfected 
macrophages. This is a clear indication that infection had occurred and shows the alteration in 
absorbance values due to M-Tb infection. 
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Figure.7: Variation of Average Absorbance, ā with Wavelength, λ for Twenty Samples of M-Tb/HIV Co-

infected and M-Tb/HIV Uninfected Sputum 

Figure 7 reveals an interesting pattern for both M-Tb/HIV positive and negative sputum. The absorbance 
of the M-Tb/HIV co-infected sputum samples systematically increased as the wavelength increased until 
a critical wavelength of 290nm, where peak absorbance values of greater than 0.60 and 0.06 for M-
Tb/HIV negative and positive sputum respectively were accomplished. The trend here shows that the 
uninfected sputum reveals higher absorbance values at all wavelengths. This indicates that a shift in the 
energy equation of the system is tenable by some alteration to the sputum as an intervening medium in 
the M-Tb/HIV – Macrophage interaction. It then suggests a possibility of attaining repulsion between the 
M-Tb/HIV and the Macrophage cells by some additives to the sputum. 
 

 
 

Figure.8: Variation of Average Absorbance, ā with Wavelength, λ for Twenty Samples of M-Tb/HIV Co-
infected and Uninfected Macrophage 

 
Figure 8 followed similar pattern as that of Fig.6 for uninfected macrophage with the peak values 
occurring at the wavelength of 320nm. The absorbance values of the M-Tb/HIV positive Macrophages 
were increasing with increase in wavelength. This is the opposite of the result obtained with the 
sputum. The M-Tb/HIV coinfected macrophages also gave higher absorbance values than the uninfected 
ones at wavelengths greater than 400nm. This may be explained away by the fact of a higher energy 
level of these cells. This is a clear indicator that bacteria ingestion had occurred and shows the alteration 
in absorbance values due to M-Tb/HIV infection.  
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Figure 9: Variation of Average Absorbance, ā with Wavelength, λ for M-Tb, M-Tb/HIV Sputum and M-Tb, M-
Tb/HIV Macrophages 

Figure 9 reveals the disparity between the peak absorbance values of M-Tb/HIV positive and negative 
sputum samples respectively, and this shows an indication of how the bacteria affect the properties of 
sputum.   

Eq.(21) was used to obtain for each interacting system,  by 

approximate change of variables. MatLab computation tools were used. This involved the numerical 
integration of Eq.(21) for each wavelength from 230 to 950 for all the twenty samples in each category. 
Applying Lifshitz derivation for van der Waals forces as in Eq.(18), The absolute value for the Hamaker 
coefficient could be derived by obtaining the mean of all the A132, A131, and A232  values got from the 
Lifshitz relation. 

 

Table 1: Values of the Hamaker Constants and Hamaker Coefficients for the Infected and Uninfected M-TB 
Sputum Samples 

Variable 
(x10-21 Joule)         

Infected Sputum Uninfected Sputum 
Peak 
Value 

Absolute 
Value 

Peak 
Value 

Absolute Value 

A11 --- --- 1.1328 0.94188 
A22 1.2134 0.96068 --- --- 
A33 0.4205 0.23067 0.6701 0.42470 
A132 0.5187 0.21631 --- --- 
A131 ---  --- 0.2241 0.10165 
A232 0.6298 0.24986 --- --- 

 
Table 1 shows the comparison of the Hamaker constants and coefficients for the positive and negative 
sputum samples. A11 is Hamaker constant for the uninfected sputum samples. A22 is the Hamaker 
constant for the M-Tb, here represented by the infected macrophage. This is as a result of no known 
process of isolation of the M-Tb at the moment. This is a very close approximation for the bacteria 
owing to the manner of the infection mechanism. The Hamaker constants A33 for the sputum show 
greater values for the uninfected samples which regularly indicate a higher surface energy than the 
infected samples. The higher absolute values of A132 and A232 as against that of A131, as well as the lower 
value of the absolute combined Hamaker coefficient A131abs for the uninfected samples is a clear 
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suggestion of the relevance of the concept of Hamaker coefficient in the M-Tb infection process. The 
surface energy A131 of the macrophages is less than the surface energy A232 of the bacteria (M-Tb).  

Table 2: Values of the Hamaker Constants and Hamaker Coefficients for the Infected and Uninfected M-TB/HIV 
Sputum Samples 

Variable 
(x10-21 Joule) 

Infected Sputum Uninfected Sputum 

 
 

Peak 
Value 

Absolute 
Value 

Peak Value Absolute Value 

Ã11 --- --- 1.1328 0.94188 
Ã22 1.0267 0.97862 --- --- 
Ã33 0.5962 0.28812 0.6701 0.42470 
Ã132 0.4253 0.18825 --- --- 
Ã131 --- --- 0.2241 0.10165 
Ã232 0.5014 0.20474 --- --- 

 

Comparing tables 1 and 2; A33, which serves as the energy of sputum as an intervening medium, is seen 
in M-Tb data to be reduced by infection from 0.4247 x10-21J to 0.23067 x10-21J by a factor of about 
45.7% (see table 1). In M-Tb/HIV co-infection, the reduction is from 0.4247 x10-21J to 0.28812 x10-21J, a 
factor of about 32.2% (see table 2). The reduction is lower in M-Tb/HIV co-infection probably because of 
the interaction between HIV and Tb. For the combined Hamaker coefficient, the value is 0.21631 x10-21J 
for M-Tb and 0.18825 x10-21J for M-Tb/HIV. This result is as expected. HIV has the tendency to reduce 
the energy on the surface of a given material, in this case by about 13%, conforming adverse effects 
observed in HIV patients with tuberculosis. Note that the values of A132 are all positive showing that 
attraction exists between the macrophage and the M-Tb particles. The effect of the infection can only 
be abated if a drug, in the form of additive is added that can change the value of A132 to negative under 
that condition, mutual repulsion will occur and it will be expected that, in principle, the Tb bacteria will 
not attack the macrophage. 

4 Conclusion 
This research predicts the interaction that occurs between M-Tb/HIV co-infections and macrophages. 
This prediction was based on the concept of van der waals attractive forces and absolute Hmaker 
coefficient whose positive values indicate attraction. The positive values of the absolute combined 
Hamaker coefficients A132=0.21631x10-21Joule and Ã132 = 0.18825x10-21Joule obtained for both the M-Tb 
and M-Tb/HIV positive samples respectively, are a confirmation that the sputum samples were actually 
infected. The absolute Hamaker coefficient A131=0.10165x10-21Joule gives the interaction energy among 
the macrophage cells in the sputum while A232 is the interaction energy among the Tb particles in the 
sputum. A232 for M-Tb/HIV co-infection is less than that for M-Tb alone. Reduction in energy in the 
presence of HIV confirms the adverse effect when Tb and HIV occur simultaneously in a patient. 
Reduction in energy leads to reduction in macrophage cells in M-Tb/HIV patient and hence greater 
prospect for death. This is so since a positive Hamaker value for any interacting system implies an 
attraction between the interacting bodies or particles. 

This work concludes that there is a prospect of finding remedy for the M-Tb/HIV pandemic since the 
desired outcome is that the bacteria do not adhere to the macrophage to avoid penetration, in which 
case a condition for rendering combined Hamaker coefficient negative is required. Thus, a condition was 
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sought for repulsion to occur and that condition will be based on the value of A33 that would render the 
absolute combined Hamaker coefficient A132abs negative. To achieve the condition of A33 above, possible 
additive(s) to the system (in form of drugs) to the sputum as intervening medium should be required. 
That, as expected, may be the much desired way out for drug resistant strains of the M-Tb bacteria. 
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ABSTRACT 

RBCs with their shapes, volumes and concentrations are very important indicators for the normal and 
abnormal healthy body. Plasma had electrical characteristics different from the red blood cells. 
Consequently, the impedance of the plasma- RBCs is proportional to the number or the volume of the 
RBCs with the plasma. This paper had presented new proposed method for classification of the RBCs by 
using surface acoustic wave and the bioimpedance so it can be called bioimpedance surface acoustic 
wave.  

Keywords: Bioimpendance, Erythrocytes Sedimentation Rate, RBCs, Surface acoustic wave. 

1 Introduction 
Blood is the vital liquid in the human body. The major part of it with more 99% is called RBCs. Any 
variation in the shape or the volume or the number of them in the blood is inherent with not only the 
blood diseases but also the human organs. Due to the difference in the electrical characteristics 
between the RBCs and the plasma (the RBCs have conductivity with lower values than the plasma), the 
impedance of RBCs-plasma is related to the blood cell concentrations and volumes [1].   

Recent researchers had proposed mathematical models including the relations between the permittivity 
and the volume fraction regardless the number and the volume of the cells [2]. These investigations also 
had proved that the electrical polarization formula of the cells is the milestone parameter for estimating 
the electrical characteristics of the plasma-RBCs solution [3]. 

In [4], the researchers had tried to estimate the impedance of the solution as a tool for determining the 
solutions' concentration at three different frequencies for determining the parameters of the equivalent 
circuit of the cell.  

The applications of bioimpedance for detecting the blood diseases are numerous. These applications 
had depended on determining the variation of the electrical blood characteristics as compared to the 
normal cases [5,6,7,8]. Microcytes and macrocytes are two phenomena as examples of the volume 
variations and so the impedances of the RBCs that are referred to certain diseases or drinking alcohol or 
wines [9].  
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This paper presents a model that can be used for diagnosing the variations in the erythrocytes 
sedimentation rate (ESR) and classifying the shapes, the volumes and the volume fractions of the RBCs. 
These are the main parameters related to the RBCs beside the hemoglobin as in the CBC lab test. This 
process had been done by using the surface acoustic wave (SAW) as known with its sensitivity to the 
electrical properties of the medium solution. Depending on the phenomena of Erythrocytes 
sedimentation rate (ESR), during the time progressing the concentration of the RBCs within the blood 
samples changes along the blood sample so does the electrical impedance that can detected by using 
SAW. This model had proved the SAW's ability to classify the RBCs with different volumes not volume 
fractions only.   

2 Mathematical Model 
For the plasma-RBCs solution with volume fraction,Φ, number of particles, N as a volume of each 
particle, Vp, the permittivity and the conductivity of this solution was calculated by the following 
equations [3]: 

                                                               (1) 

Where  and  are the dielectric constants at infinity and zero frequencies, respectively.  is 

called the relaxation time for the particle as function of its size, volume fraction, rigidity of the particle.  

The volume fraction of any solution is calculated by: 

                                                                        (2) 

The general formulation for the effective permittivity (  for any cell structure as a function of 

the volume fraction was calculated as shown [10]: 

                                     (3)        

Ak is the axial polarization factor of the cell as function of its shape [10].  

 and  are the equivalent permittivity of the plasma and the cell only, respectively. 

As shown the last equations had studied the influence of the RBCs through the effect of the volume 
fraction of the cells without focusing on the effect of the number and their volumes individually. 

In this paper new proposed model had been presented. This model had detected the ESR of various 
kinds of RBCs by using the bioimpenace surface acoustic wave. Surface acoustic wave (SAW) is an 
acoustic wave generated by using transducers called interdigital transducers (IDTs). The generated wave 
has two components, which are mechanical and electrical. SAW has its ability to detect the medium 
characteristics depending on its electrical characteristics. As comparing the transmitted signal on the 
medium with the received one, the variation in the transmitted signal is related to the medium 
characteristics. This variation is called the wave's perturbation, which is classified as frequency (velocity) 
perturbation and amplitude perturbation. The applications of the SAW as a bioimpedance tool were 
numerous [11]. The associated equations for the time-frequency perturbation was derived in [12]: 
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                                          (4) 

Where  and  are the velocity and frequency shifts, respectively in the received signal as compared 

to the input or transmitted one.  is the reference solution ( the plasma-RBCs).  is angular frequency, 
K2 is the mechanical coupling.  is the dielectric constants of the substrate and  is the dielectric 

constant of the free space. 

 From this equation we can deduce that the response of this SAW is a signal with shifted frequency with 
 but this shifted varies with time, where the during the sedimentation process, the RBCs will separate 

from the plasma. So two solutions will be formed in the top of the sedimentation tube, which are RBCs-
plasma with subscript 1 and plasma solution with subscript 2 as shown in Fig.1. So at any time, the total 
conductivity  of the solution under the IDT was calculated by: 

                                                                 (5) 

Also the equation of the total dielectric constant of the solution under the IDT,  was given by: 

                                                                                             (6)   

 
(a) 

 

(b) 
Figure.1 a) The sedimentation process and 

formation of three different solutions 
Figure.1 b) SAW with blood sample 

                 

As shown in Fig.1a, at the top of the tube during the sedimentation process the RBCs will separate from 
the plasma. So three liquids will be formed, which are the plasma (top) and the RBCs-plasma (medium) 
with normal concentration and RBCs-plasma with higher concentration (bottom), respectively. With the 
progress of the time, the heights of these two liquids vary from time to another. The time rates of 
changing for the heights are related to the sedimentation velocity, where higher velocity means high 
rates of these lengths or heights. The sedimentation velocity of the RBCs as function of their radii and 
the volume fractions was given by [13] 

                                               (7) 
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ρRBC and ρplas are the densities of the RBCs and plasma, respectively. d is the RBC radius, and µ is the 
viscosity of the free plasma.  is the acceleration of gravity.   

According to the mechanism of the sedimentation process, three sections will be formed (upper 
medium and lower). So it was assumed that the length of sample is L and assume that this length is 
divided to three divisions each has length, L/3. The first and the third divisions are under the IDTs of the 
SAW as shown in Fig1b. 

Fig.2 is the flowchart that explain the mechanism of the bioimpedance by using SAW. The problem here 
is that all parameters in this flowchart aren't constants, where the velocity of the sedimentation is 
function of the volume and the volume fraction (Eqn.7). The electrical impedance of the medium under 
the interdigital transducers (IDTs) is related to the permittivity and the conductivity that change with the 
time. But these electrical parameters depend also on the volume fraction and the polarization factors of 
the cells beside that they are frequency dependent of the used SAW signal. This process stops when the 
plasma solution fills the tube under the IDT (l=L1=L/3). 

 

 Figure 2: The flowchart of the proposed model 

3 Results 
As mentioned before this model deals with the mechanical and the electrical properties of the RBCs in 
the plasma solution. So this section had discussed the relation between the ESR of the RBCs and their 
bioimpedances by using the SAW at different cases. These cases are related to the diseases affect the 
formation either the volume or the number of the RBCs. The influence of the drugs or the alcohol was 
presented also.   

3.1 RBCs with the same volumes but with different volume fractions 
Figure 3 shows the response of the RBCs-plasma solution with different volume fractions. Four different 
responses for four different values of volume fractions with the same cells volume as common. 
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Consequently, different responses will be expected but parallel to each other as indicator that the 
volumes' cells are equal.  

(If the response is parallel to the response of the normal curves it means equal volumes' cells but 
different in volume fractions) 
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Figure 3.The responses of the RBCs for the same volumes at different volume fractions  
(0.35, 0.40. 0.45, 0.50) 

3.2 RBCs with the same volume fractions but with different cells' volumes  
Here lower and higher volumes are the main properties of the Microcytes and macrocytes cells, 
respectively. As shown the cell's volume is the main parameter that controls the   sedimentation 
velocity. Since the volume fractions are the same, the starting point or the starting impedance is the 
same. But as changing the time the variation in the impedance depends on the sedimentation velocity 
that depends on the cells velocity. Higher volumes cells have faster responses than the lower as shown 
in Fig.4. 
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Figure 4 Responses of microcytes and macrocytes as compared to the normal volume of RBCs 

3.3 Influence of alcohol on the RBCs formation   
Alcohol and wines have an effect not only the RBCs but also on the body organs. The blood with its RBCs 
are the most effective part. Lake in the number of the RBCs is associated with drinking alcohol due to 
the problems inherit with the production of RBCs. So as a compensation of this problem an increment in 
the volume had been shown clearly [14]. Fig.5 shows the response of this model as the raw collected 
data had been applied. The variation here in both the volume and the number of the RBCs. The variation 
in both the volumes and the radius is about +0.08 and -0.07, respectively as compared to the normal 
values.  
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Figure 5. The third application: detection of the RBCs for the alcohol drinkers 

4 Conclusion 
Surface acoustic wave with its characteristics is a complete bioimpedance system depending on its 
sensitivity for any variation within any solution. The electrical properties of the RBCs as compared to the 
plasma was the main point that this model had built on. With the aiding of the mechanical 
characteristics of the RBCs summarized in the ESR, this model had proved its ability to classify the RBCs 
and will be a good tool for studying the blood characteristics. In the future, with the aiding of any 
classification technique as ANFIS, complete blood analysis may be proposed for studying not only the 
RBCs but also all blood components. 
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ABSTRACT 

Recent developments in Brain Computer Interfacing (BCI) and neuroprosthetics have played a vital role 
for disable people to expect better life quality. In this contribution Electroencephalographic (EEG) signals 
acquired from six healthy test subjects, are used for the offline analysis of BCI through classification of 
four lower limb movements including talocrural (ankle) joint dorsi-planter flexion and knee joint 
extension-flexion. Fourteen channel Emotive EPOC head set is used to acquire EEG signals from 
sensorimotor cortex area of brain, using a particular data acquisition timeline protocol. Features are 
extracted in time domain from raw EEG data. Power spectral density, variance, mean value and kurtosis 
features are applied on raw EEG signals. Multiple classification algorithms are implemented for 
discrimination of four lower limb movements within data set. The paper uses Quadratic discriminant 
analysis, Naïve Bayes and Support vector machine classifiers to stratify the movement intent of lower 
limb. Maximum classification accuracies achieved through various classifiers are; 86.35% with average 
band power & QDA, 84.38% with mean value & QDA and 78.13% with power spectral density & 
Quadratic-SVM. The presented findings are optimistic in making the path easier towards the 
development of BCIs with rich EEG based control signals using noninvasive technology. 

Keywords: kurtosis, Quadratic Discriminant Analysis, Naïve Bayes, Support Vector Machine. 

1 Introduction 
BCI technologies decode signals acquired from brain activities in order to translate the human intentions 
into useful readable commands to control external devices like prosthetics or computer applications. It 
provide an alternative opportunity to people suffering from severe diseases causing paralysis and motor 
disabilities. It is an emerging technique nowadays and provide a communication facility to control and 
actuate devices using brain signals [1]. Various techniques have been adopted to extract signals from 
brain which includes magneto electroencephalography (MEG), Functional magnetic resonance imaging 
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(fMRI), near infrared spectroscopy (NIRS), electrocarticogram (ECoG) and electroencephalography (EEG) 
[1] & [2]. Among these aforementioned techniques signals acquisition using EEG is a rapid infusion in BCI 
since it reflects the electrical responses of human brain in actions and it is widely used because of its 
noninvasiveness, higher temporal resolution, Inexpensiveness, and no exposure to radiations.  

In this contribution EEG data is collected from brain using EMOTIV Headset [13] with fourteen channel 
electrodes. The main benefit of using emotive headset is that it provides better portability along with 
providing a noninvasive medium for collection of EEG data.  According to a survey majority of the cases 
of strokes or brain injuries causes disability of people and this type of disability can be addressed either 
by providing a prosthetic device or by restoring the motor function of such disable patients [6]. 
Nowadays with the advancements in the field of biomedical engineering, evoked potential recorded 
from brain combining with the robotic feedback is used to help people with disabilities. Some of the 
most recent and important research applications of BCI are human to human interface, control of a 
prosthetic robotic arm, exoskeleton control, mobile and guided robotics [4].  

In this paper, classification of offline EEG data signals for lower limb joints movements is presented in 
which two knee movements (extension & flexion) and two talocrural (ankle) movements (dorsiflexion & 
plantarflexion) are included. According to literature review most of the work on EEG signals classification 
is carried out on distinguishing the movements of upper limbs which includes carpus, ante brachium, 
fingers and hand gestures whereas for lower limb movements higher number of electrodes are required 
to record the evoke potential from the scalp of the brain, as the signals are quite weak and noisy.  Table 
1 shows brief survey of bunch of the classification & features extraction techniques which have been 
implemented to classify different lower limb movements. 

Table 1: Literature Review 

Authors/References No. of Electrodes 
Classification 

Algorithm 
Features Acquired Accuracy 

Josheph T. GWin, 
Daniel P Farris [4] 

 
264 Channel Naïve Bayes 

Independent 
Components Analysis 

 
80% 

Kaiyang Li, Xiaodong 
Zhang, Yuhuan Du 

[14] 
 

16 Channel 
Support Vector 

Machine Wavelet Transform 
 

78.9% 

Presacco A, 
Goodman R, 

Forrester L [9] 
 

60 Channel 
 

Linear Weiner Filter 
Power Spectral 

Density 

 
 

75% 

Hosni S.M, 
Ain Shams Univ, 

Cairo [16] 
 

16 Channel 

 
Radial Basis 

Function Support 
Vector Machine 

Auto Regressive, 
Band Power, PSD 

 
70% 

Fathy A, Elhelw M, 
Eldawlatly S [19] 

 
14 Channel 

Linear Discriminant 
Analysis 

Principal 
Components Analysis 

 
73% 

 

This paper focuses on the Electroencephalographic signals (EEG) acquisition through noninvasive 
method in which Emotiv headset equipped with 14 active electrodes is used to collect EEG data from 
test subject. Data is recorded individually for four movements of lower limb for predefined period of 
time, according to data acquisition protocol. Once the EEG data is recorded, sixth order Butterworth 
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filter is applied for removal of noise and undesirable artifacts from the data set. Further this paper uses 
multiple feature extraction techniques to figure out the prominent features and supervised learning 
classification algorithms to stratify lower limb movements including knee joint extension & flexion and 
talocrural joint dorsiflexion & plantarflexion. 

2 Methodology and Data Acquisition 
An experimental protocol for data acquisition is designed for offline analysis of the time series EEG data. 
Six volunteers (3 males & 3 females) age between 21 to 30 years participated in the data acquisition 
experimentation without any prior training of the experimental procedure. All test subjects are 
physically healthy and neurologically stable. Data acquisition is carried out in noiseless room with 
subjects sitting comfortably in a chair with arms rested on sides. The subjects performed the 
movements shown on a computer screen in the form of a video in which a person is performing lower 
limb movements (knee joint extension, knee joint flexion, talocrural joint dorsiflexion and talocrural 
joint plantarflexion). The test subjects are instructed to avoid any eye blinking, facial expressions in 
order to minimize unnecessary artifacts while performing the limb movements. Twenty five trials of 
each type of movement with 1000 data points in 9.50 seconds are acquired from each subject. Figure 1 
shows the block diagram of whole process.   

 

Figure 1: Block Diagram of Brain Computer Interface System 

 

Figure 2: Lower Limb Movements 

EEG signals recorded in this paper are based on the international 10-20 system [13] which are AF3, F7, 
F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4 respectively. Signals were recorded at 128 Hz 
sampling rate and they are spontaneous signals as these signals have rhythmicity. It can be divided into 
different frequency bands out of which alpha (8-13Hz) and beta (14-30Hz) frequency bands [14] are 
more dominant during the state of consciousness and limbs movements therefore these two bands are 
filtered by applying Butterworth filter (8-30Hz) for the classification of lower limb movements, as 
Butterworth filter have smooth pas bands as compared to other types of filters.   
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Emotiv Headset equipped with 14 active electrodes is used to record visually evoked response from the 
sensorimotor cortex on the scalp of the brain. Specifications of the Emotiv headset are discussed in 
below mentioned table 2 [13]. 

Table 2: EMOTIV Headset Specifications 

 

3 Filtration of Acquired EEG Data 
Once the data is recorded, band pass filter is applied (8-30Hz) in both forward and reverse direction with 
sampling frequency of 500Hz. In Brain computer interfacing, the purpose of filtration is to minimize the 
undesirable artifacts recorded during data acquisition [9]. Most common source of artifacts are 
physiological artifacts like eye movement and muscles movements [7], where eye movements have 
frequency of 2-5 Hz which are removed by bandpass filter[10] & [17].  Frequency response of the sixth 
order Butterworth filter, raw and filtered EEG data is shown in figure 3. 

 

Figure 3: Frequency Response of Band Pass Filter, Raw EEG Acquired Data of 14 Channel, Filtered Data 

4 Feature Extraction 
Multiple feature extraction techniques are implemented to extract the features from filtered EEG data 
in time domain [16]. Average band power (PSD) [12] provides us information about the distribution of 
time series data over different frequencies. It shows the variation of data with respect to different 
frequencies. 
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Where is the power spectral density of the filtered EEG signal ( ) and  is Fourier transform of 

filtered signal .  

The measurement of spread between the numbers in the observed data set is termed as variance and 
kurtosis depicts the statistical distribution of observed EEG data around the mean, as EEG data is a 
nonstationary data and its distribution is purely non Gaussian. 

 

Where  is a 14 column vector representing the EEG data recorded from 14 electrodes and  is the 
mean of individual columns and N is the number of data points. 

Kurtosis =    

Where  is the observed data, N represents number of points,  indicates mean of observed data and 
 represents the standard deviation. There are multiple techniques available to translate the features 

from observed data in combine frequency-time domain like Hilbert Transform, Wavelet Transform and 
Auto Regressive [8] & [17] but these methods increase the complexity of parameters and enhancing the 
difficulties like overfitting of data during classification. Topographical distribution of feature vectors 
(average band power) of lower limb movement’s data is shown in figure 4. The red area shows 
convergence of the data over the left hemisphere of frontal lobe of motor cortex. 

 

Figure 4: Topoplots of feature vector (Average band power) for knee extension movement, knee flexion 
movement, Talocrural Dorsiflexion movement and Talocrural Plantarflexion movement 

5 Classification Techniques 
Once the feature vectors are extracted from filtered EEG data, these feature vectors are classified into 
four classes representing four types of lower limb movements. This paper used Quadratic Discriminant 
Analysis (QDA), Naïve Bayes and one to one support vector machine (SVM) [12] & [14] with quadratic 
kernel. Mathematically QDA can be formulated as; 
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where is the weight vector , is the bias threshold/ weight threshold 

and  is the average mean. Discriminant analysis assigns objects to one of the several classes depending 
upon the 14 column feature vector. The classifier is said to assign feature vector x to a class  if. 

                    for all j  

Architectural diagram of the QDA is shown in figure 4. 

 

Figure 5: Quadratic Discriminant Analysis Architecture 

Naïve Bayes [15] is based on Bayesian Theorem according to which it splits the posterior in terms of 
prior distribution and likelihood. Bayes classifier assumes that the values of a particular feature of EEG 
signal is unrelated to the presence or absence of any other feature translation given the class. 
Mathematical formulation is presented as; 

 

where  represents the posterior probability of the class given feature vectors 

(X1,X2……X14),  represents likelihood of the feature vectors given 

Class(W1,W2,W3 & W4). Indicates prior probability about the class (0.25 for each class) and 

 represents evidence or normalizing factor. 

Support vector machine constructs a hyperplane in feature space to classify different classes of data. 
Nature of hyperplane depends upon the type of kernel function used as in this paper quadratic kernel is 
implemented to classify EEG data among four classes by drawing a nonlinear hyperplane. 
Mathematically SVM is represented by following equation [14]; 

 

Where  is support vector,  is weight and b is the bias which is used to classify feature vector x into 

four classes. Here  represents the kernel function. As stated above quadratic kernel is implemented in 

this paper and mathematically it can be represented as. 
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where r is the quadratic function parameter and for the sake of better classification it is selected 
carefully.   

6 Results and Discussion 
Classification rates achieved using multiple feature extraction techniques with different classifying 
algorithms are presented in table 3. Based on the analysis, results obtained and the literature survey, it 
can be concluded that Quadratic Discriminant Analysis with average band power as feature vector give 
the best classification accuracy of 86.25% whereas SVM with average band power feature set give 
78.13% and Naïve Bayes give 74.38% respectively. Mean, variance and kurtosis as feature set also 
showed classification accuracy in acceptable range.  

Table 3: Percentage Accuracies of Different Classifiers verses Multiple Feature Sets 

Classification Algorithm Average 
Band power 

Mean Value Variance Kurtosis 

QDA 86.25% 84.38% 83.10% 60.63% 
Quadratic SVM 78.30% 65.53% 71.88% 51.26% 

Naïve Bayes 74.56% 71.29% 73.75% 53.45% 
 

The research work carried out in this paper has of great importance as one can understand that how 
specific neural activity differs from the other motor cortex area, as primary motor cortex of brain is 
organized such that the left side of the primary cortex is responsible for the movements of right side of 
the body and right side of brain cortex is responsible for movements of left side of the body. Stratified 
and cross validated results along with the weighted average results of Naïve Bayes and average band 
power, Kurtosis & Variance as feature set, are presented in table 4. 

Table 4: Naïve Bayes Classified Cross Validation, Weighted Average by Class and Relative Error   

Naïve 
Bayes 

Classifier 

Mean 
Absolute 

Error 

Root 
Mean 

Squared 
Error 

Relative 
Absolute 

Error 

Root 
Relative 
Squared 

Error 

Coverage 
of Cases 

(0.95 
level) 

Mean 
Rel. 

Region 
Size 

True 
Positive 

Weighted 
Avg. 

False 
Positive 

Weighted 
Avg. 

Average 
Band 

Power 

 
0.1259 

 
0.3378 

 
33.57% 

 
78.01% 

 
78.75% 

 
28.59% 

 
0.750 

 
0.083 

Kurtosis 0.2238 0.4326 59.67% 99.90% 71.25% 35.15% 0.550 0.150 
Variance 0.1363 0.3552 36.24% 82.02% \78.125% 28.12% 0.725 0.092 

The deviation in results occur due to variation in the size of classes as it increases the misclassification 
rate and the weighted average of false positives. As shown in table 4, weighted average of false positives 
in case of average band power is 0.083, in case of kurtosis 0.150 and in case of variance 0.092 whereas 
weighted average for true positives is 0.750, 0.550 and 0.725 respectively. In this research, a novel 
combination of feature vectors and classification algorithms has been implemented to decode lower 
limb movements (knee and talocrural joint extension/flexion) with maximum classification accuracy of 
86.25%. 
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7 Conclusion 
This research work is focused on the optimization of classification techniques with multiple set of 
feature vectors. In this study, the performance of Quadratic discriminant analysis, Naïve Bayes and 
Support vector machine using average band power, mean value, variance and kurtosis feature vectors 
for the classification of four lower limb movements has been analyzed. The performance metric for this 
study was to achieve better classification accuracy by using lesser number of EEG electrodes. At the 
culmination of this research work, it was shown that maximum classification accuracy of 86.25% is 
achieved using 14 channel Emotive headset. Future work is aimed at the online EEG data acquisition and 
processing along with interfacing of robotic lower limb with FPGA controller and Emotiv Headset. 
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ABSTRACT 

Many geometrical angles are measured directly on bone radiographs and are difficult to recall, we 
wanted to explore an automatic method of measurement. Edge detection was needed to determine 
bone edges and use them for calculation. There is no consensus on which is the best one for use in 
skeletal radiographs. We decided to compare commonly used edge detection methods qualitatively and 
quantitatively for measuring the carrying angle of the elbow using a framework we developed in PHP: 
Hypertext Preprocessor. Five-Hundred patients’ elbow radiographs were collected. They were run 
through the measurement algorithm using the following edge detection methods: Sobel, Scharr, Prewitt, 
Frei-Chen, Kirsch, Robinson, Difference of Gaussians (DoG), Laplacian of Gaussian (LoG), Canny, Hough. 
Five observers manually measured the carrying angle. Results were compared using Intraclass 
Correlation Coefficient (ICC), Regression Analysis and Validity calculation. The Robinson algorithm was 
best in the qualitative analysis. Observer ICC was 0.643 which showed a strong agreement. Quantitative 
analysis revealed that, developing bone caused a significant bias compared to mature bone and DoG 
algorithm was the best due to low bias, high validity and low processing time. Automated radiographic 
measurement of the carrying angle of the elbow is a feasible and reliable process. 

Keywords: edge detection; carrying angle; elbow; automation; radiographic 

1 Introduction 
Musculoskeletal imaging encompasses many geometrical angle measurements made directly on bone 
radiographs, these are usually measured by orthopedic surgeons or diagnostic radiologists as part of 
their assessment. Unfortunately, there are many angles in common use which vary in their clinical 
significance as well as their observational reliability [1, 2], and it is sometimes difficult and time 
consuming to recall and ascertain them all. For that reason, an automated approach may be useful to 
aid in measurements and assist clinicians in their diagnostic evaluations. In order to achieve automation, 
a framework has to be explored and set, along which a computer may work upon, for that purpose. 
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There are multiple methods available for computers that enable them to read and understand images. 
One notable example of such methods is edge detection, which works by identifying and isolating edges 
inside an image. Edges are characterized by a substantial difference in intensity across a local area. Edge 
detection is considered an important and primary step in many analyses and for that reason, it is under 
continuous research. [3] Its operators and algorithms have been extensively employed in the digital 
analysis of images from various kinds of medical imaging techniques such as: radiography [4-8], 
mammography [9], ultrasonography [10, 11], echocardiography [12], computed tomography [13], 
magnetic resonance [14-17], radioisotope scanning [18], positron emission tomography [19], optical 
coherence tomography [20, 21], near-infrared [22], fundography [23-27], angiography [28], microscopy 
[29], confocal microscopy [30-32] and prosthetic vision [33]. 

Many methods and variations exist in the processes used to achieve the detection and some were found 
to be more effective than others for analyzing different types of images. For instance in 
orthopantograms, the Canny algorithm was found to be superior to other tested common methods for 
qualitative landmark detection [4]. In chest radiographs the Sobel operator was found to be superior to 
the Roberts operator in detecting edges; however, the Canny algorithm, amongst other common 
methods, was not studied [34]. In retinal images, one study found the Kirsch operator to be superior to 
other methods, including the Canny algorithm, in blood vessel edge segmentation [23]. Whereas 
another study, which did not test the Kirsch operator, found the Canny algorithm to be superior among 
common methods but inferior to a newly proposed fusion algorithm in accurately delineating blood 
vessels [24]. Nevertheless, the literature lacks a large scale study that specifically tests edge detection 
techniques, both quantitatively and qualitatively, for use in analyzing medical images. Additionally, the 
vast majority of studies carried out on edge detection employed high-level mathematical packages, such 
as the MATLAB environment [4, 5, 7, 10, 15, 19, 25-27, 30], to perform their analyses; however, 
although these programs are powerful, they are not readily available for wide use and are not always 
needed for simpler functions. 

In order to address the aforementioned issues, we decided to compare edge detection methods after 
incorporating them into an algorithm that automatically measures the carrying angle of the elbow, 
which is defined as the angle made between the axis of the upper arm and that of the forearm [35]. This 
angle was chosen mainly because of the high precision obtained through radiographic versus 
goniometric measurements [36] in addition to its good inter-observer reliability [37]. Furthermore, the 
algorithm was coded in PHP: Hypertext Preprocessor (PHP), a widely used web scripting language, to 
allow for ease of access and simpler usage. 

The aim of this study was to: 

1. Compare the reliability of various edge detection operators and algorithms qualitatively and 
quantitatively in the context of automatic measurements of the carrying angle 

2. Check for some patient-specific variables that may affect the reliability of edge detection at the 
elbow. 

3. Develop a framework by which automated measuring of the carrying angle could be made 
through an easy digital environment 
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2 Methods 

2.1 Image Collection 
Five-hundred digitized elbow radiographic images were obtained by searching the hospital’s PACS 
v3.7.3.9 (Picture Archiving and Communication System) database for all stored elbow studies. Since the 
images were obtained retrospectively with no risk to patients, no ethical approval was required to carry 
out the study and informed consent was waived after the study was reviewed by the local research 
committee at the Medical Research Center in accordance with the hospital’s rules and regulations policy 
for research in section III titled “Consent Procedure”, subsection 8.3 titled “Types of Consent”. 
Furthermore, approval to access the stored images was given by the same committee after completing 
their review. 

The search results were then sorted by age and manually selected in order to meet the required quota 
of one-hundred images, divided into fifty males and fifty females, of patients’ elbows taken at each of 
the following ages: one, five, nine, eleven and twenty to forty. These ages were selected to 
approximately represent the different stages of ossification [38]. Table 1 shows the patient distribution. 

Table 1 Overall distribution of patient and variables for elbow radiographs 

 Number of Patient Radiographs 
Sex Side 

Age Males Females Left Right 
1 50 50 42 58 
5 50 50 55 45 
9 50 50 57 43 

11 50 50 51 49 
20-40 50 50 49 51 
Totals 250 250 254 246 

Total Patient Radiographs: 500 

After a patient’s radiograph was selected, it was viewed on a monitor set at a screen resolution of 1024 
× 768 using the PACS Viewer Component v3.7.3.9078. Any image containing the following criteria was 
excluded:- 

• Major deformities of the humerus, radius or ulna 

• Displaced fractures 

• Bone lesions 

• Anterior-posterior view taken in forearm pronation or any other inappropriate position 

• Visible bone implants 

• External interference such as slabs, casts or an examiner’s hand 

The brightness and contrast settings of the radiograph were altered within the viewer in order to 
minimize soft-tissue and skin interference and maximize visibility of the bone. Subsequently, the screen 
was captured using the ‘Print Screen’ function, pasted into Microsoft Windows Paint v6.1 and further 
cropping of the corners was carried out. Finally, all remaining labels were removed from the image and a 
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scale was applied in order to approximately obtain a width of 400 and a height of 500. The end result, as 
shown in Figure 1, was then stored as a png image in a folder and recorded in a spreadsheet with a 
study specific identifier along with the patient’s age, sex and the limb side. 

 

Figure 1 A sample Anterior-Posterior elbow radiograph to be used as an input image for automated 
measurement 

2.2 Measurement Algorithm 
The algorithm used to measure the carrying angle from the input images was programmed in PHP and 
run on the PHP Engine v5.5.8 using an Intel i7 Core 3.46GHz 8.0GB RAM 64-bit Windows 7 Professional 
system in order to centralize the processing of images on a single server while allowing various users to 
utilize the service. 

Steps involved in the algorithm:- 

Step-1 Create an array of all images in the specified system folder 

Step-2 Enter a loop that stops after all the images have been processed 

Step-3 Apply the edge detection algorithm to the image 

Step-4 Loop through all the image’s pixels and eliminate pixels according to a set threshold 

Step-5 Create different groups for all remaining pixels adjacent to each other 

Step-6 Collect the first six groups which span the highest value for vertical range 

Step-7 Define the bone borders based on each group’s location within the image space 

Step-8 Estimate the central axis of the humerus and ulna based on the defined borders 

Step-9 Calculate the carrying angle of the elbow based on the bone axes and store the result 

Step-10 Go to Step 2 or end the loop and output all results 
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All five-hundred images were placed in a folder and run through the algorithm a total of eight times to 
test all the edge detection methods included in this study. 

2.3 Edge Detection Algorithms 
All the following algorithms were chosen due to their common use and were tested in this study by 
being incorporated into the measurement algorithm in 2.2 at Step 3. The threshold values in 2.2 at Step 
4 were different for each algorithm and they were determined by testing the algorithm on ten random 
elbow radiographs and selecting the output with the most accurate values obtained for the carrying 
angle. 

2.3.1 Sobel Operator 

The Sobel Operator was applied by carrying out a two dimensional image convolution in both the 
vertical and the horizontal direction. The following matrices were used:- 

                                                                         (1) 

Fx is the horizontal derivative and Fy is the vertical derivative at a specific point in the image 

2.3.2 Scharr Operator 

The Scharr Operator was applied in similar way to the Sobel in 2.3.1 using the following matrices:- 

                                   (2) 

2.3.3 Prewitt Operator 

The Prewitt Operator was applied in similar way to the Sobel in 2.3.1 using the following matrices:- 

                                  (3) 

2.3.4 Frei-Chen Filter 

The Frei-Chen Filter was applied by performing nine separate image convolutions using the nine 
matrices below:- 

                 

                                

                   

(4) 
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This was then followed by the calculation of the weighted average from the results of the image 
convolutions. 

2.3.5 Kirsch Operator 

The Kirsch Operator was applied by rotating a single kernel matrix through eight different compass 
directions and calculating the final sum resulting from the addition of all the image convolutions in all 
directions. The kernel matrix is given below:- 

                                          (5)  

2.3.6 Robinson Operator 

The Robinson Operator was applied in similar way to the Kirsch Operator in 2.3.5 using the following 
kernel matrix:- 

                                                     (6)  

2.3.7 Difference of Gaussians 

The Difference of Gaussians (DoG) was applied by using two Gaussian blur masks at different intensities, 
followed by subtracting their results. The Gaussian function and the matrix used for convolution is given 
below:- 

 (7) 

 

Where x is the horizontal and y is the vertical coordinate inside an image. σ is the standard deviation of 
the Gaussian function. 

2.3.8 Laplacian of Gaussian 

The Laplacian of Gaussian (LoG) was applied by using a Gaussian blur mask on the image along with a 
Laplacian kernel. The Gaussian, Laplacian and combined functions as well as the matrix used for 
convolution are given below:- 

                                              (8) 

                                               (9) 

U R L :  http://dx.doi.org/10.14738/jbemi.26.1753  83 
 

http://dx.doi.org/10.14738/jbemi.26.1753


J O U R N A L  O F  B I O M E D I C A L  E N G I N E E R I N G  A N D  M E D I C A L  I M A G I N G ,  V ol u me  2 ,  Is s ue  6 ,  D e c ,  2 0 1 5  
 

 

 

2.3.9 Canny Algorithm 

The Canny Algorithm was applied by following the four steps:- 

1. Blur the image using the following Gaussian mask  

 

(10) 

2. Apply the Sobel Operator as in 2.3.1 then calculate the gradient angle using the equation 

 

Where θ is the gradient angle, y is the vertical gradient and x is the horizontal gradient 

3. Suppress non-maximum pixels within the image based on the neighboring pixels 

4. Apply a double threshold to the remaining pixels 

2.3.10 Hough Transform 

The Hough Transform was applied through the following steps:- 

1. Apply the Canny edge detector as in 2.3.9  

2. Create the Hough space for remaining pixels using the following equation 

    (11) 

Where r is the distance of the line from the origin, θ is the slope of that line and x, y are the coordinates 
of an arbitrary point on that line 

3. Collect votes from the image’s pixels for all the lines in the Hough space 

4. Dehough the lines with the most votes by using their predetermined line equation 
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2.4 Observer Measurements 
Five different observers were each given the 500 images obtained from the collection in 2.1 in order to 
manually measure the carrying angle using the radiographic method. The observers were ‘blinded’ by 
not being given any details about the automatic measurement algorithm until after the completion of all 
manual measurements. The angle was determined by drawing the long axis of the humerus and the long 
axis of the ulna followed by measuring the angle made by their bisection as shown in Figure 2 [37]. 
Afterwards, the measurements were recorded in a MySQL database for later comparison to the values 
obtained from the algorithm. 

 

Figure 2 Radiograph showing the labelled long axes of the Humerus and Ulna with the formed Carrying Angle 

2.5 Algorithm Validity 
The validity of all automated measurements was calculated by comparing all of the readings to the real 
value of the carrying angle, which was assumed to be the mean of all observer measurements, in order 
to check if they fall within a ±50 range in which case the readings would be considered correct. This 
range was chosen based on the approximate error observed in different readings of the carrying angle 
[36, 49]. A percent validity was then obtained through dividing the total number of correct readings by 
the total number of readings and then multiplying by 100. 

2.6 Statistical Analysis 
All data were analyzed within the SPSS program (v20, SPSS Inc., Chicago, IL, USA). All p values <= 0.05 
were considered statistically significant. In order to evaluate the consistency of observer measurements, 
the Intraclass Correlation Coefficient (ICC) was calculated for single readings. Based on the values of the 
ICC the following agreement ratings were selected: poor (0-0.200), fair (0.201-0.400), moderate (0.401-
0.600), strong (0.601-0.800) and excellent (>0.801) [50]. The 95% confidence interval range was also 
quantified. Subsequently, the manual and automated readings obtained for the carrying angle were 
compared for any biases using linear regression analyses. This was carried out by first calculating the 
mean of all observer readings for a single elbow, the result was considered the real value of the carrying 
angle. After that, the difference as well as the average of the real value and the algorithm’s 
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measurement was calculated. The average was set to be the independent variable and the difference 
was set to be the dependent variable. Consequently, the measurements were then split by variables of 
age, sex and side and the regression analysis was carried out for each one. 

3 Results 

3.1 Qualitative Comparison 
All the output images were checked in order to identify which edge detection method included the most 
accurately defined bone edge with the least noise. Samples can be seen in Figure 3. With regards to the 
output from the Sobel, Scharr and Prewitt Operators, the level of noise and edge accuracy was almost 
similar with only a negligible reduction in noise by the Scharr Operator. When compared to the prior 
three, the Frei-Chen output showed a largely reduced external noise but a greatly increased internal 
bone noise; moreover, the edges were generally less accurate and much thicker than all other outputs. 
The Kirsch and Robinson Operators were superior to all other methods in both the noise level and the 
edge accuracy. Compared to each other, the Robinson output exhibited slightly less noise than the 
Kirsch output but no significant change was noted in edge thickness or accuracy. The DoG output was 
largely similar to the Frei-Chen output with a notable increase in noise as well as edge thickness. The 
LoG output was similar to the three initially mentioned operators in terms of edge accuracy, the 
thickness was slightly increased; however, there was a small decrease in external noise coupled with a 
large increase in internal noise. The Canny output revealed a highly accurate thin edge but the image 
contained more noise, both internal and external, than the Kirsch and Robinson output images. Finally, 
the Hough output revealed a thick edge which was less accurate than all other outputs, with little 
internal and external noise. 

 

Figure 3 Sample output images from all ten edge detection methods obtained from the input image in Figure 1 

In summary, the Robinson Operator was superior to other methods for edge accuracy and noise level. 
Table 2 shows the relative rankings of all edge detection methods. 
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Table 2 Relative rankings of all ten edge detection methods with regards to various aspects of qualitative 
analysis. Ascending order (A) Descending order (D) 

Edge Accuracy (D) Edge Thickness (A) Internal Noise (A) External Noise (A) 
Robinson Canny Robinson Robinson 

Kirsch Robinson Kirsch Kirsch 
Canny Kirsch Hough DoG 

LoG Prewitt Canny Frei-Chen 
Scharr Sobel Prewitt Hough 

Sobel Scharr Sobel Canny 
Prewitt LoG Scharr LoG 

DoG Hough LoG Scharr 
Frei-Chen Frei-Chen Frei-Chen Prewitt 

Hough DoG DoG Sobel 

3.2 Observer Comparison 
The ICC for all observer measurements was found to be 0.643 (95% CI: 0.547 to 0.718). This indicated a 
strong agreement based on the predefined ratings. The ICC values were also calculated after separating 
the observer readings by variables of age, sex and side and, although there were some differences in the 
ICC values, they did not show any statistical significance based on the confidence interval ranges. ICC 
values are shown in Table 3. 

Table 3 The Intraclass Correlation Coefficients (ICC) and 95% Confidence Intervals calculated based on observer 
carrying angle measurements for all radiographs which was divided by variables age, sex and side 

Group ICC 95% Confidence Interval 
Lower Upper 

Age 1 0.546 0.410 0.663 
Age 5 0.589 0.456 0.699 
Age 9 0.607 0.437 0.731 

Age 11 0.738 0.641 0.813 
Age 20-40 0.755 0.632 0.837 

Males 0.598 0.486 0.687 
Females 0.691 0.599 0.762 
Left Side 0.651 0.542 0.734 

Right Side 0.635 0.527 0.719 
Overall 0.643 0.547 0.718 

3.3 Algorithm Comparisons 
The measurements for each edge detection method, as well as their final mean, were checked for bias, 
validity and processing time. 

3.3.1 Sobel Operator Results 

The Sobel measurements obtained an overall B value of -0.729 (95% CI: -0.815 to -0.643 p<0.001) with 
an overall 67% validity and an average 3min 27s of processing time per image. Further analysis based on 
variables revealed no statistically significant differences in any reading. Table 4 shows the detailed 
results obtained from each variable. 
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Table 4 Results for the Sobel Operator measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity, all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -0.794 0.101 -0.994 -0.594 <0.001 69% 
Age 5 -0.791 0.095 -0.980 -0.602 <0.001 61% 
Age 9 -0.735 0.087 -0.908 -0.562 <0.001 66% 

Age 11 -0.548 0.099 -0.745 -0.351 <0.001 69% 
Age 20-40 -0.841 0.121 -01.08 -0.601 <0.001 69% 

Males -0.759 0.067 -0.890 -0.628 <0.001 66% 
Females -0.703 0.058 -0.818 -0.588 <0.001 67% 
Left Side -0.658 0.057 -0.771 -0.545 <0.001 66% 

Right Side -0.816 0.067 -0.949 -0.684 <0.001 68% 
Overall -0.729 0.044 -0.815 -0.643 <0.001 67% 

3.3.2 Scharr Operator Results 

The Scharr measurements obtained an overall B value of -0.633 (95% CI: -0.717 to -0.548 p<0.001) with 
an overall 72% validity and an average 3min 38s of processing time per image. Further analysis based on 
variables revealed a higher validity result in the Age 20-40 group at 88%. Table 5 shows the detailed 
results obtained from each variable. 

Table 5 Results for the Scharr Operator measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence 
Interval 

p value Validity 

Lower Upper 
Age 1 -0.709 0.093 -0.894 -0.525 <0.001 73% 
Age 5 -0.785 0.100 -0.983 -0.587 <0.001 61% 
Age 9 -0.664 0.110 -0.883 -0.444 <0.001 61% 

Age 11 -0.472 0.093 -0.656 -0.288 <0.001 75% 
Age 20-40 -0.537 0.083 -0.702 -0.373 <0.001 88% 

Males -0.603 0.064 -0.729 -0.477 <0.001 72% 
Females -0.646 0.059 -0.762 -0.531 <0.001 72% 
Left Side -0.552 0.056 -0.663 -0.441 <0.001 73% 

Right Side -0.729 0.066 -0.858 -0.600 <0.001 70% 
Overall -0.633 0.043 -0.717 -0.548 <0.001 72% 

3.3.3 Prewitt Operator Results 

The Prewitt measurements obtained an overall B value of -0.730 (95% CI: -0.819 to -0.642 p<0.001) with 
an overall 65% validity and an average 3min 19s of processing time per image. Further analysis based on 
variables revealed a significantly lower B value when comparing the Age 1 group (B = -0.956 95% CI: -
1.157 to -0.755 p<0.001) and the Left Side group (B = -0.631 95% CI: -0.749 to -0.512 p<0.001). Table 6 
shows the detailed results obtained from each variable. 
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Table 6 Results for the Prewitt Operator measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -0.956 0.101 -1.157 -0.755 <0.001 69% 
Age 5 -0.602 0.080 -0.761 -0.444 <0.001 65% 
Age 9 -0.641 0.099 -0.838 -0.445 <0.001 64% 

Age 11 -0.596 0.100 -0.795 -0.397 <0.001 63% 
Age 20-40 -0.927 0.127 -1.179 -0.674 <0.001 64% 

Males -0.722 0.061 -0.843 -0.602 <0.001 66% 
Females -0.739 0.066 -0.869 -0.609 <0.001 64% 
Left Side -0.631 0.060 -0.749 -0.512 <0.001 67% 

Right Side -0.846 0.067 -0.978 -0.714 <0.001 63% 
Overall -0.730 0.045 -0.819 -0.642 <0.001 65% 

3.3.4 Frei-Chen Filter Results 

The Frei-Chen measurements obtained an overall B value of -0.539 (95% CI: -0.615 to -0.462 p<0.001) 
with an overall 75% validity and an average 1min 16s of processing time per image. Further analysis 
based on variables revealed a significantly higher B value in both the Age 11 group (B = -0.251 95% CI: -
0.393 to -0.109 p=0.001) and the Age 20-40 group (B = -0.327 95% CI: -0.438 to -0.215 p<0.001) with a 
significantly lower B value in the Age 1 group (B = -0.879 95% CI: -1.071 to -0.687 p<0.001). Similarly, the 
validity results were much higher in the Age 11 (83%) and Age 20-40 group (95%) compared to the Age 1 
group (61%). Table 7 shows the detailed results obtained from each variable. 

Table 7 Results for the Frei-Chen Filter measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence 
Interval 

p value Validity 

Lower Upper 
Age 1 -0.879 0.097 -1.071 -0.687 <0.001 61% 
Age 5 -0.671 0.094 -0.858 -0.483 <0.001 69% 
Age 9 -0.512 0.084 -0.679 -0.345 <0.001 69% 

Age 11 -0.251 0.072 -0.393 -0.109 0.001 83% 
Age 20-40 -0.327 0.056 -0.438 -0.215 <0.001 95% 

Males -0.543 0.056 -0.653 -0.432 <0.001 72% 
Females -0.535 0.055 -0.642 -0.427 <0.001 78% 
Left Side -0.404 0.048 -0.500 -0.309 <0.001 79% 

Right Side -0.682 0.061 -0.801 -0.562 <0.001 72% 
Overall -0.539 0.039 -0.615 -0.462 <0.001 75% 

3.3.5 Kirsch Operator Results 

The Kirsch measurements obtained an overall B value of -0.432 (95% CI: -0.505 to -0.358 p<0.001) with 
an overall 77% validity and an average 1min 20s of processing time per image. Further analysis based on 
variables revealed a significantly lower B value when comparing the Age 1 group (B = -0.621 95% CI: -
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0.791 to -0.451 p<0.001) and the Age 11 group (B = -0.298 95% CI: -0.438 to -0.159 p<0.001). Moreover, 
the validity was higher in the Age 20-40 group (85%) compared to the Age 9 group (67%). Table 8 shows 
the detailed results obtained from each variable. 

Table 8 Results for the Kirsch Operator measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -0.621 0.086 -0.791 -0.451 <0.001 79% 
Age 5 -0.404 0.073 -0.548 -0.260 <0.001 73% 
Age 9 -0.516 0.104 -0.723 -0.310 <0.001 67% 

Age 11 -0.298 0.070 -0.438 -0.159 <0.001 82% 
Age 20-40 -0.303 0.079 -0.460 -0.147 <0.001 85% 

Males -0.455 0.053 -0.559 -0.351 <0.001 77% 
Females -0.408 0.053 -0.513 -0.303 <0.001 77% 
Left Side -0.405 0.052 -0.506 -0.303 <0.001 76% 

Right Side -0.465 0.055 -0.573 -0.358 <0.001 79% 
Overall -0.432 0.037 -0.505 -0.358 <0.001 77% 

3.3.6 Robinson Operator Results 

The Robinson measurements obtained an overall B value of -0.511 (95% CI: -0.597 to -0.425 p<0.001) 
with an overall 77% validity and an average 1min 13s of processing time per image. Further analysis 
based on variables revealed a significantly higher B value in both the Age 11 group (B = -0.284 95% CI: -
0.434 to -0.134 p<0.001) and the Age 20-40 group (B = -0.389 95% CI: -0.549 to -0.230 p<0.001) with a 
significantly lower B value in the Age 1 group (B = -0.928 95% CI: -1.181 to -0.675 p<0.001). Additionally, 
the validity was higher in the Age 20-40 group (86%). Table 9 shows the detailed results obtained from 
each variable. 

Table 9 Results for the Robinson Operator measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -0.928 0.128 -1.181 -0.675 <0.001 75% 
Age 5 -0.516 0.088 -0.690 -0.342 <0.001 71% 
Age 9 -0.457 0.094 -0.645 -0.270 <0.001 70% 

Age 11 -0.284 0.076 -0.434 -0.134 <0.001 81% 
Age 20-40 -0.389 0.080 -0.549 -0.230 <0.001 86% 

Males -0.585 0.061 -0.706 -0.464 <0.001 74% 
Females -0.429 0.063 -0.553 -0.306 <0.001 79% 
Left Side -0.446 0.059 -0.561 -0.330 <0.001 75% 

Right Side -0.588 0.066 -0.718 -0.458 <0.001 78% 
Overall -0.511 0.044 -0.597 -0.425 <0.001 77% 
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3.3.7  Difference of Gaussians Results 

The DoG measurements obtained an overall B value of -0.487 (95% CI: -0.559 to -0.415 p<0.001) with an 
overall 80% validity and an average 1min 33s of processing time per image. Further analysis based on 
variables revealed a significantly higher B value in both the Age 11 group (B = -0.226 95% CI: -0.359 to -
0.093 p=0.001) and the Age 20-40 group (B = -0.302 95% CI: -0.468 to -0.136 p<0.001) with a 
significantly lower B value in the Age 1 group (B = -0.630 95% CI: -0.808 to -0.452 p<0.001) and the Age 5 
group (B = -0.654 95% CI: -0.810 to -0.499 p<0.001). Additionally, the validity was higher in the Age 20-
40 group (94%). Table 10 shows the detailed results obtained from each variable. 

Table 10 Results for the Difference of Gaussians measurements showing B values, Standard Error, 95% 
Confidence Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -0.630 0.090 -0.808 -0.452 <0.001 76% 
Age 5 -0.654 0.078 -0.810 -0.499 <0.001 70% 
Age 9 -0.552 0.084 -0.718 -0.386 <0.001 72% 

Age 11 -0.226 0.067 -0.359 -0.093 0.001 86% 
Age 20-40 -0.302 0.084 -0.468 -0.136 <0.001 94% 

Males -0.538 0.053 -0.643 -0.433 <0.001 76% 
Females -0.429 0.051 -0.529 -0.329 <0.001 83% 
Left Side -0.434 0.049 -0.529 -0.338 <0.001 80% 

Right Side -0.552 0.056 -0.662 -0.443 <0.001 79% 
Overall -0.487 0.037 -0.559 -0.415 <0.001 80% 

3.3.8 Laplacian of Gaussian Results 

The LoG measurements obtained an overall B value of -1.024 (95% CI: -1.122 to -0.927 p<0.001) with an 
overall 55% validity and an average 1min 37s of processing time per image. Further analysis based on 
variables revealed a significantly higher B value in both the Age 11 group (B = -0.495 95% CI: -0.701 to -
0.290 p<0.001) and the Age 9 group (B = -0.799 95% CI: -0.986 to -0.611 p<0.001) with a significantly 
lower B value in the Age 1 group (B = -1.419 95% CI: -1.614 to -1.224 p<0.001). Moreover, the validity 
was higher in the Age 11 group (72%) and lower in the Age 1 group (30%). Table 11 shows the detailed 
results obtained from each variable. 
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Table 11 Results for the Laplacian of Gaussian measurements showing B values, Standard Error, 95% Confidence 
Intervals, p values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence 
Interval 

p value Validity 

Lower Upper 
Age 1 -1.419 0.098 -1.614 -1.224 <0.001 30% 
Age 5 -1.091 0.112 -1.314 -0.869 <0.001 48% 
Age 9 -0.799 0.094 -0.986 -0.611 <0.001 58% 

Age 11 -0.495 0.103 -0.701 -0.290 <0.001 72% 
Age 20-40 -0.977 0.111 -1.198 -0.756 <0.001 68% 

Males -1.089 0.072 -1.231 -0.946 <0.001 50% 
Females -0.963 0.068 -1.097 -0.828 <0.001 60% 
Left Side -0.943 0.069 -1.079 -0.806 <0.001 54% 

Right Side -1.114 0.071 -1.254 -0.975 <0.001 57% 
Overall -1.024 0.050 -1.122 -0.927 <0.001 55% 

3.3.9 Canny Algorithm Results 

The Canny measurements obtained an overall B value of -0.881 (95% CI: -0.978 to -0.785 p<0.001) with 
an overall 67% validity and an average 5min 3s of processing time per image. Further analysis based on 
variables revealed a significantly lower B value when comparing the Age 1 group (B = -1.259 95% CI: -
1.494 to -1.024 p<0.001) and the Age 11 group (B = -0.663 95% CI: -0.883 to -0.444 p<0.001). 
Additionally, the validity was higher in the Age 20-40 group (81%). Table 12 shows the detailed results 
obtained from each variable. 

Table 12 Results for the Canny measurements showing B values, Standard Error, 95% Confidence Intervals, p 
values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -1.259 0.118 -1.494 -1.024 <0.001 58% 
Age 5 -0.869 0.087 -1.042 -0.696 <0.001 62% 
Age 9 -0.788 0.111 -1.008 -0.569 <0.001 64% 

Age 11 -0.663 0.111 -0.883 -0.444 <0.001 69% 
Age 20-40 -0.778 0.114 -1.004 -0.553 <0.001 81% 

Males -0.895 0.066 -1.026 -0.764 <0.001 65% 
Females -0.868 0.073 -1.012 -0.724 <0.001 68% 
Left Side -0.889 0.064 -1.016 -0.763 <0.001 63% 

Right Side -0.858 0.078 -1.011 -0.704 <0.001 70% 
Overall -0.881 0.049 -0.978 -0.785 <0.001 67% 

3.3.10 Hough Transform Results 

The Hough measurements obtained an overall B value of -0.558 (95% CI: -0.637 to -0.479 p<0.001) with 
an overall 78% validity and an average 8min 13s of processing time per image. Further analysis based on 
variables revealed a significantly higher B value in the Age 11 group (B = -0.239 95% CI: -0.372 to -0.106 
p=0.001) with a significantly lower B value in the Age 1 group (B = -1.054 95% CI: -1.249 to -0.858 
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p<0.001). Additionally, the validity was higher in the Age 20-40 group (93%) and lower in the Age 1 
group (65%). Table 13 shows the detailed results obtained from each variable. 

Table 13 Results for the Hough measurements showing B values, Standard Error, 95% Confidence Intervals, p 
values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -1.054 0.099 -1.249 -0.858 <0.001 65% 
Age 5 -0.515 0.078 -0.670 -0.360 <0.001 73% 
Age 9 -0.412 0.084 -0.578 -0.246 <0.001 74% 

Age 11 -0.239 0.067 -0.372 -0.106 0.001 84% 
Age 20-40 -0.315 0.067 -0.448 -0.182 <0.001 93% 

Males -0.586 0.054 -0.692 -0.479 <0.001 76% 
Females -0.530 0.060 -0.648 -0.412 <0.001 80% 
Left Side -0.507 0.052 -0.609 -0.404 <0.001 80% 

Right Side -0.624 0.062 -0.747 -0.501 <0.001 76% 
Overall -0.558 0.040 -0.637 -0.479 <0.001 78% 

3.3.11 Combined Results 

These results were obtained by running the same analyses after calculating the mean for all different 
algorithm measurements of a single carrying angle. This method obtained an overall B value of -0.281 
(95% CI: -0.349 to -0.213 p<0.001) with an overall 80% validity. Further analysis based on variables 
revealed a higher validity result in the Age 20-40 group at 92%. Table 14 shows the detailed results 
obtained from each variable. 

Table 14 Results for the Combined measurements showing B values, Standard Error, 95% Confidence Intervals, p 
values and validity all divided by the variables age, sex and side 

Group B Standard 
Error 

95% Confidence Interval p value Validity 
Lower Upper 

Age 1 -0.371 0.088 -0.546 -0.195 <0.001 73% 
Age 5 -0.361 0.070 -0.500 -0.221 <0.001 76% 
Age 9 -0.318 0.079 -0.475 -0.161 <0.001 75% 

Age 11 -0.152 0.066 -0.284 -0.020 0.024 83% 
Age 20-40 -0.207 0.075 -0.357 -0.058 0.007 92% 

Males -0.286 0.049 -0.382 -0.190 <0.001 80% 
Females -0.274 0.049 -0.371 -0.177 <0.001 80% 
Left Side -0.280 0.045 -0.370 -0.191 <0.001 80% 

Right Side -0.283 0.054 -0.388 -0.177 <0.001 79% 
Overall -0.281 0.035 -0.349 -0.213 <0.001 80% 

4 Discussion 
In the qualitative comparison, the Robinson operator was superior with the Kirsch operator closely 
behind. This revealed that the best methods for isolating bone edges in radiographic images of the 
extremities, especially in diaphyseal regions, are those which incorporate kernels in all eight compass 
directions. The Canny algorithm was also relatively more successful than other methods probably due to 
the incorporation of gradient angles, which is somewhat related to isolating edges in compass 
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directions. Interestingly however, these results did not coincide with the ones obtained from the 
carrying angle measurement comparisons. This indicates that, for the purposes of the automated 
algorithm used in this study, there are different factors which affect the measurement’s validity. 

When comparing the observer measurements, a strong positive inter-rater correlation was noted; 
however, the actual value for the ICC was significantly lower in this study, 0.643 (95% CI: 0.547 to 0.718) 
compared with the literature, 0.80 (95% CI: 0.75 – 0.84) [37]. This may have been due to the difference 
in the subject ages, number of elbows and the number of observers. In Goldfarb’s study, the minimum 
age recruited was 12 and the total number of subjects was 178 with three different observers. The 
inclusion of the pediatric population at all stages of ossification as well as the increase in number to 500 
with five different observers making measurements may have contributed to a lower ICC in our study. 

Comparison of the algorithms revealed varying degrees of negative bias, the highest obtained in the LoG 
algorithm and the lowest in the Kirsch. Interestingly, after analysis of the variables, it was noted that the 
greatest number of significant bias came from the younger age groups and gradually decreased as the 
age increased. This indicated that skeletally immature bones inherently cause a bias in the automated 
readings of the carrying angle. This may be due to several reasons related to the radiographic 
characteristics of these bones such as: Poor contrast between the bone and the film, vague bone 
borders especially in non-ossified areas, rotated radiographic view related to questionable limb 
positioning due to the uncooperative nature of the patient and finally, short overall limb length which 
may affect the availability of adequate continuous bone edges. 

In comparing the algorithm validity, the highest value for overall results came from the DoG algorithm 
(80%), while the highest value after variable analysis came from the age 20-40 group of the Frei-Chen 
algorithm (95%) followed closely by the same group in the DoG algorithm (94%) and the Hough 
Transform (93%). The lowest value for overall results was found in the LoG algorithm (55%), while the 
lowest value after variable analysis came from the age 1 group of the LoG algorithm (30%). As expected, 
algorithms with higher values for validity also had less bias than others. 

With regards to the average processing time, the Robinson Operator (1min 13s) required the least time 
followed closely by the Frei-Chen (1min 16s) and Kirsch (1min 20s) Operator and then the DoG (1min 
33s) and LoG (1min 37s) algorithms. Therefore, the best edge detection method based on all these 
factors was the DoG Algorithm which had a relatively low bias, high validity and low processing time. 
The Frei-Chen Algorithm was comparable but had a slightly lower validity while the Hough Transform 
had a much longer processing time. The worst edge detection method used in this study was found to 
be the LoG Algorithm due to its high bias and low validity. 

The combined results showed the least bias, which was an expected consequence of averaging, but did 
not increase validity. They also suffered from the longest processing time due to the need to run all the 
edge detection methods before calculating the mean. This favored the usage of a single edge detector 
rather than a hybrid one. 

The reasons which may have contributed to the DoG Algorithm being superior may be seen in the 
qualitative analysis which showed the highest edge thickness and internal noise with low edge accuracy 
and external noise. These factors can also be seen in the Frei-Chen Algorithm and the Hough Transform, 
which have obtained results comparable to the DoG Algorithm. Consequently, the most important 
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qualitative factors needed for automated angle measurements within diaphyseal areas of bone are: high 
edge thickness, high internal noise, low edge accuracy and low external noise. The LoG algorithm’s poor 
results may have been due to its insensitivity towards external noise, which results in the incorrect 
approximation of the bone’s edge. 

5 Conclusion 
The automated radiographic measurement of the carrying angle of the elbow is a very feasible and 
reliable process given the low bias and high validity of the algorithm when the DoG Algorithm is 
employed, especially if used strictly for mature bone. Since the lowest processing time was 1min 13s, 
the framework developed in this study may not be applicable for real-time processing or instant analysis 
results; however, it may be more practical to employ it as a batch processor. Nevertheless, if centralized 
on a high-end server, it could potentially provide fast results for clients, but this option has to be 
explored further. 
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ABSTRACT   

The diagnosis of illness and certain underlying conditions can be effectively done by the use of Medical 
imaging. Higher resolution images are used to increase the diagnostic capabilities of the medical 
practitioner which leads to early and effective diagnosis of an ailment. Although a lot of advanced 
devices like Computerized Tomography (CT), Magnetic Resonance Imaging (MRI) etc. are currently 
available, the problem of Noise, Blur limits the overall ability of these devices to produce higher 
resolution images. A solution which can be proposed is the use of Super Resolution (SR) techniques 
which can be used for processing of such images. In this paper we make use of intensity correction of 
input medical images. The super resolution methods are done patch wise. The input images are divided 
into patches and dictionaries containing high and low resolution patches are obtained. Using the k-SVD 
algorithm for dictionary learning and OMP method for image super resolution reconstruction, the final 
high resolution image is obtained. The combination of intensity correction and super resolution leads to 
computationally and visually better results. 

Keywords: Intensity inhomogeneity, Super Resolution, Dictionary learning, Sparse Representation, MRI 

1 Introduction 
It is desirable to have high resolution images for all our daily applications involving Image processing. 
With the help of a high resolution image, one can easily increase the accuracy with respect to finding a 
localized tumor or increase the visual excellence of watching a high definition video. The quality of the 
sensor generally decides the resolution of the image. But as the quality of the sensor increases, so does 
the cost of the acquisition device. Therefore a solution needs to be reached to overcome this hardware 
problem and replace it with a software system which will help to increase the resolution by keeping the 
hardware same. Such a software system is discussed in this paper and the name of the image processing 
technique used is called as Super Resolution Reconstruction. 

In Image processing, the manipulation of digital images are undertaken. Image enhancing algorithms 
and software are incorporated to achieve this image enhancement. This high resolution image is used in 
various different engineering fields to zoom in on a particular region of interest. The raw data from the 
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image acquisition sensors are processed further and are given to different image processing and 
enhancement algorithms to help remove the noise element blur components and increase the 
resolution of the image.  

2 The Concept of Super Resolution 
Super-resolution basically points out to the concept of combining low resolution and noisy images of a 
particular region and using these to obtain the higher resolution image.  

The basic final aim of Super Resolution (SR) or Super Resolution Reconstruction (SRR) methods is to get 
the High Resolution (HR) image from one or more Low Resolution (LR) input images. Super Resolution 
(SR) is done either using the single image method wherein one low resolution image is used to obtain 
the higher resolution image using a dictionary method or is done using the multiple image method 
wherein multiple low resolution images are used to obtain the final high resolution image. [12] 

The advantage of the single image based super resolution method is that we do not require many LR 
images. We use only one LR image and divide these into patches and work on one specific patch to 
obtain the higher resolution patch. The higher resolution patches are then used to find out the final high 
resolution images by combining all the higher resolution patches together.  

We resample the high resolution image and produce the low resolution image. To this low resolution 
image we apply the Super Resolution algorithms which include the steps of Interpolation, noise and blur 
removal. When these steps are applied to the patch of the sampled LR image, we receive the HR patch. 
These HR patches later on form the HR image. 

3 Super Resolution in Medical Images 
Normal interpolation techniques are found for medical images consisting of intensity inhomogenity, blur 
and additive noise. Simple techniques like interpolation can only add extra pixels and improve the 
resolution but not do any task of removal of noise and intensity corrections. Such problems give rise to 
the new methods of Super Resolution wherein along with image resolution, the quality of the image 
with respect to noise and blur removal also needs to be considered.   

Medical images are unique for the particular reason that they are taken in an environment which is 
much more challenging than the normal acquisition atmosphere. Therefore, the problems that 
accompany the medical images are very much of a higher magnitude when compared to normal images. 
General problems plaguing the medical images are given as below: [12] 

• Low resolution  
• Higher magnitude of Noise component 
• Images with low contrast 
• Imaging artefacts present in the image 

4 Intensity Correction of Medical Images 
Variations of illumination in the spatial domain and the imperfections of devices that capture the images 
can lead to many problems in Computer vision and Image processing techniques. The particular cases of 
Image segmentation may be difficult for images that have intensity inhomogenity due to different 
ranges of intensity that exist in an inhomogeneous image, thus making it difficult to identify images 
based on image intensity. Present day algorithms rely on the homogeneity of intensity and therefore 
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images that are inhomogeneous are not applicable for practical purposes. Therefore, the idea of having 
level intensity homogeneity is very important. [10] 

In this paper, a novel region-based method for image segmentation is used. This paper makes use of a 
local intensity clustering property and defines a local area clustering benchmark function for the 
intensities in a neighbourhood of each point. An accepted model of images with intensity 
inhomogeneities is used. This local area clustering benchmark is integrated over the intensity centre to 
define an energy functional. This energy function is then converted into a level set formulation. By 
means of bias field estimation and energy minimization, a level set evolution of intensity is achieved. 

Bias correction and segmentation of MRI images can be extensively done with this method. This method 
is based on a model of an image which describes a combination of real world images which defines 
intensity inhomogenity to be a part of the image. By using the multiplicative model of intensity in 
homogeneity, we can observe a given as a combination of the original image as the first part, the second 
part that consists of intensity in homogeneity and the third part that consists of additive noise. The 
component that gives an observation of the pixels that have high intensity is referred to as a bias field 
(or shading image). This field we assume to be slowing varying. The additive noise is assumed to be 
zero-mean Gaussian noise.  The image segmentation methods based on region selection typically relies 
on a specific region description of the intensities in each region to be segmented. But it becomes very 
difficult to give a descriptor for images which have intensity in homogeneities. As a result it gets very 
difficult to segment the inhomogeneous regions directly based on the different intensities of pixels 
involved in the image. 

Here a variation level set criterion for image segmentation and image bias correction with intensity in 
homogeneity is used. [10] The twin tasks of Segmentation and bias field exploration is jointly done by 
reducing the proposed energy functional. This method is much better than piecewise smooth model 
used earlier. An experimental result on the MRI of a shoulder and MRI image of a brain gives superior 
results which can be seen in the below figure. Effective Image segmentation and bias estimation of the 
MRI image occurs and we observe an intensity homogenous image as under. 

 

Figure. 1 Intensity Correction MRI image of shoulder: Original image of MRI of shoulder (a), bias field of the 
image (b) and Intensity corrected image (c) 
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Figure. 2 Intensity Correction MRI image of shoulder: Original image of MRI of shoulder (a), bias field of the 
image (b) and Intensity corrected image (c) 

5 Existing Technologies & Proposed Algorithm for Super Resolution of 
Medical Images 

We can write the single image scale of problem as follows:  

• Denote the original high-resolution image as yh. 
• Denote the blur and decimation operators as H and S. 
• H is a low-pass filtering which we perform on the image and S is the decimation of the image which 

we perform by an integer factor s. 
• zl is the Noisy and low-resolution  image obtained from the  version of the original image yh  
Therefore, we denote the low resolution image obtained as zl.  

zl = SHyh + v, 

Where v is an Additive i.i.d. White Gaussian noise. 

Given zl, the problem is to find a new image y such that y ≈ yh. The maximum-likelihood estimation is 
obtained by the minimization of ||SHy − zl||2 due to the inherent Gaussian nature of the Gaussian noise 
component v.  

The Sparse-Land model is used for the scale-up problem in this paper as was introduced in [7], [8] & [9]. 
The basic assumption is that each of the patches from the images selected can be represented as a 
linear combination of patches from the dictionary i.e. each patch is obtained by multiplying the 
dictionary by a sparse vector of coefficients.  

Often there is a problem in the resolutions of zl and yh. To avoid this issue, zl is scaled up by Bicubic 
interpolation to realize into the same size as yh. Let us now call this scaled up image as yl instead of zl. 
Let Q be the operator by which we work on zl. Therefore,  

yl=Q.zl.= Q(SHyh+v)= (QSHyh+Qv)=X. yh + v 

By using this algorithm, we can operate on patches extracted from yl and therefore aiming to estimate 
the corresponding patch from yh. 

The algorithm of the proposed method can be segregated into two main sub phases given below: 
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5.1 Construction of the Training set and Dictionary Training 
The first task to construct the training set is to collect the High resolution images yh. We then blur and 
down scale these images by a factor of s. Thus the low resolution images zl are formed. These zl are then 
scaled up using the Q interpolation factor to yl. Thus, yl= X. yh + v 

Next, pairs of matching patches are extracted which will eventually form the training database P= {ph, 
pl}. All these patch-pairs individually undergo a pre-processing stage that removes the low frequencies 
from ph and extracts features from pl. [2][3] 

The very important step of the dictionary learning stage is done using the K-SVD dictionary training 
proposed in [4]. This algorithm is applied to the patches and we get the LR dictionary Dl. The residual 
component of this training procedure is the sparse representation coefficients vectors {qk} that 
correspond to the training patches {pl}. To represent the low resolution patches sparsely, the dictionary 
Dl is trained. 

Now that the low resolution dictionary is constructed, we need to construct the high resolution 
dictionary Dh. Once we get Dh, then we can get the HR patch ph by approximating it as ph ≈ Dhqk.  

5.2  Super Resolution Reconstruction of Low resolution image into High 
Resolution Image 

• First the low resolution image zl is scaled to yl using Bicubic interpolation and bought to same size as 
yh. 

• The image yl is then pre-processed using High pass filters and then patches are extracted from the 
result of this filtering giving us pl. 

• The OMP algorithm [11] is applied to pl by allocating L atoms to the representation and the sparse 
representation vector qk is obtained. 

• qk is then multiplied with the high resolution dictionary Dh and the approximated HR patch ph is 
obtained.  

• The final high resolved output yh is constructed from ph by combining all these high resolution 
patched together. 

5.3 Using Single Image as Dictionary set 
If during the training process of the dictionary, there are no external set of images, then the algorithm is 
trained to use a single image. This single image will be the same Low resolution image that we input to 
the system i.e. image zl. This image zl is then used as the supposed high resolution image and the scaled 
down version of this image is called as zls. The images zl and zls are then subjected to the dictionary 
training phase. These trained dictionaries are then used to reconstruct the high resolution image back 
i.e. to get back zl and ultimately we can scale that up and get yh.  

The following block diagram in figure no. 3 gives a basic pictorial idea of the entire flow of the proposed 
algorithm of the project. 
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Figure. 3 Basic Block Diagram of the Proposed Method. 

6 Outputs 
The following outputs were achieved for the flow chart of the proposed algorithm shown above. The 
input to the sparse representation method and proposed method is the resized down scaled input 
image, in this case, it is the MRI image of the shoulder. 

The fig. 4 shows the resized image of the original image. This image is given to the Bicubic, Sparse and 
the proposed Image upscale algorithm. The outputs obtained and the corresponding PSNR and SSIM are 
mentioned below in Table No I.  

 

Figure. 4 Super Resolution of MRI image of shoulder: Input Resized image (a), Output of Bicubic Interpolation 
(b), Output of Sparse Representation (c) and Output of Proposed Image scale up algorithm (d) 

Table 1: comparing the PSNR & SSIM values for Bicubic interpolation, sparse representation and proposed image 
scale up algorithm 

TECHNIQUE PSNR (dB) 
Bicubic Interpolation 27.9 

Sparse representation (ScSR) 29.7 
Proposed Image scale up algorithm 30.5 
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Figure No. 5 shows the output of the three methods when Intensity correction is performed on the input 
image prior to it being downscaled and given to the super resolution stages. 

 

Figure. 5 Super Resolution of MRI image of shoulder: Input resized scaled down image with Intensity 
correction performed (a), Output of Bicubic Interpolation (b), Output of Sparse Representation (c) and Output of 

Proposed Image scale up algorithm (d) 

Now, before the intensity correction is done, the image is subjected with Gaussian Noise to replicate the 
real world effect which is bound to occur while capturing medical images. The PSNR & SSIM of the 
images subjected to Gaussian Noise & Intensity Correction are shown Table II and the corresponding 
images capture in Figure No. 6.  

 

Figure 6 Effect of adding Gaussian Noise to an Image and then image correcting and super resolving it  

Table2: comparing the PSNR & SSIM values for the different methods when the image is subjected to Gaussian noise  

TECHNIQUE PSNR (dB) 
Bicubic Interpolation 19.9 

Sparse representation (ScSR) 20.2 
Image Scale up algorithm 20.3 

The intensity corrected & Gaussian noise added image in now given to an averaging filter to check for 
certain changes in the output. Therefore, before the super resolution stage, the resized and intensity 
corrected image is given to an averaging filter. The basic functional block diagram of the proposed 
system is shown in Figure No. 7. The corresponding outputs are shown in Figure no.  8 and PSNR and 
SSIM values are mentioned in Table No. III.  
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Figure. 7 Basic Block Diagram of the Proposed Method for an image added with Gaussian noise and then 

passed through an Averaging filter just before the super resolution stage 

 

Figure. 8 Effect of using Averaging filter just before the super resolution stage for partially removing the 
effects of the Gaussian Noise Added to the image 

Table 3: Comparing the PSNR & SSIM values when the image subjected to Gaussian Noise is passed through an 
averaging filter before giving it to the Super Resolution Methods 

TECHNIQUE PSNR (dB) 
Bicubic Interpolation 22.9 

Sparse representation (ScSR) 24.4 
Image Scale up algorithm 26.2 

 

7 Conclusion 
In this paper, the basic work of super resolution is carried out with the help of image patches. Low 
resolution image patches are converted into high resolution image patches. The detailed work of Yang 
et. al. in [2] & [3] forms the cornerstone of all research into the subject of sparse representation. The 
input image is first intensity corrected before applying to the super resolution phase. This intensity 
correction forms the special part of this paper. Intensity correction leads to better medical images which 
are visually and mathematically far better than other images which have intensity inhomogenity. Once 
the image intensity is performed, the image is given to the super resolution process wherein the image 
is divided into number of patches. Prior to this, a dictionary consisting of low resolution and high 
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resolution patches is separately trained. Based on this dictionary and the k-SVD algorithm, the dictionary 
is properly trained. By using the OMP algorithm, the super resolution reconstruction occurs. The high 
resolution patches are formed which then combine to give us the final high resolution image.  

Obtaining a High resolution image is of paramount importance for medical images. A high resolution 
medical image is necessary for better diagnosis of the ailment. Therefore the concept of Super 
Resolution is of great value for overcoming the problem of low resolution.  

The future scope in the development of SR techniques is tremendous. One can develop newer and 
better algorithms for the continuous enhancement of the image parameters like PSNR and SSIM, 
thereby making this field challenging and evolving.  
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