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Department of Computer Applications, Madurai Kamaraj University, 

danithatce@gmail.com 

ABSTRACT 

In Image processing, Image denoising becomes mandatory for many applications. In medical imaging, An 

MRI (Magnetic Resonance Imaging) image provides high quality when estimated with CT imaging 

techniques and hence it is best suited for diagnosis. Even though it’s providing high quality informations, 

images may corrupted by noise due to acquisition and transmission. Noises have to remove while the 

mean time there is no loss of information and also have the capability to preserve edges. This paper 

presents a novel approach for denoise the brain tumor MRI images using combine features of Stationary 

Wavelet Transform (SWT), median filter and sharpening filter. Accordingly, this approach is intended to 

develop for the noise removal with the edge preserving qualities in brain tumor MRI images.  In Wavelet, 

SWT shows a superior performance in denoising because of its multi-resolution property and no signal 

leakage. Median filter helps in preserving edges and edges are enhanced by sharpen filter .And the results 

are compared using some image quality factors to find out the similarity with the original images. 

Key words —Wavelet transform, Image denoising, Sharpen filter, Median filter. 

1 Introduction 

Image denoising is the most significant steps to remove the noise in an image that leads to provide good 

results in an image processing. Normally MRI images provide high quality when compared to CT 

(Computed Tomography) imaging techniques. So it is best suited for medical diagnosis. Even if an MRI 

image provides high quality that is also corrupted with some noises such as impulse noise, speckle noise, 

blur noise (unexpectedly patients shaking their heads during scanning the brain) during acquisition and 

transmission [14]. So denoising technique is needs to remove the noise from the image, which is 

applicable for further processing such as segmentation, classification, etc. Moreover edges are important 

features for MRI images. The most important in image denoising is to preserve the edges and all fine 

details of an image during noise reduction [10].  

Median filtering is used to remove salt and pepper noise because of its effective noise suppression 

capability and computational efficiency.  This filter tends to preserve edges during filtering. However, this 

median filter is performed poorly in the presence of signal dependent noise [9]. Wavelet transform is a 

tool for denoising the image. It endeavors to remove the noise present in the signal while preserving the 

characteristics of signal of its frequency content. This work contains various wavelet types with median 

filtered image and that are used for sharpen filter to enhance the edge features of an image [12]. 
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Wavelets being used more and more because that are capable of deconstructing complex signals into 

basis signals of bandwidth and then reconstructing it again with very little loss of information [1]. 

Particularly this means there is little to no signal leakage of phase-shifting of the original signal when 

decompose it. Conventional filters generally have problems with signal leakage of phase-shifting that have 

to be dealt with least acknowledge in the output. The SWT is designed to overcome the drawbacks of 

DWT. So this SWT is used for denoising the brain images. The main objective is to remove noise in MRI 

images without loss of any information and preserve edge features. 

2 Literature Review 

Kanwaljeet Kaur et.al [5], worked with the spatial filter like median [8] and weiner filter, etc. and 

disadvantage of median filter is the extra computation time needed to sort the intensity value of each set. 

Rong Zhu et al [9] has discussed about various median filtering techniques and which filters works well 

with the noise and which filter having edge preserving quality while removing noise and they proposed 

improved median filtering techniques that works well than other filters. It smoothen the edge information 

to overcome this drawback Abdulla Al Juma [1] worked with wavelet transform is used to remove the 

noise information in the signal without loss of image originality [6]. Jaspreet kaur et al [4] proposed a 

novel approach to denoising the speckle noise in ultrasound images using DWT and that is used for FCM 

based segmentation. Here the drawback is time invariant and loss of information due to down sampling 

to overcome these drawback S.Janani et al [3] worked with the SWT filter. There is no sub sampling so no 

loss of its originality. They processed a new approach for segmentation based on SWT and FCM. Mirajkar 

PradnyaP, et al [6], V N Prudhvi Raj, et al [7] worked with wavelet transform for denoising and image 

fusion. Rupinderpal Kaur, et al[10] worked with denoising the medical images using DWT. Soundarya K 

[13] worked with the SWT based noise removal using video processing images. A. Velayudham et al [14] 

has been worked with medical image denoising [15]. Types of noises corrupted the medical images which 

denoising techniques are provided good denoised images that are researched by them. Quality 

assessment of spatial filtering techniques has been discussed [11] and various types of quality metrics 

used to measures the dissimilarity between the input images and denoised images are also discussed in 

[2] and region based segmentation is used to extract the brain tumor images along with the morphological 

operator. 

3 Proposed Work 

The main intention of the work is to reduce noises in the MRI images without loss of information. So, for 

this work we proposed a novel approach that is combined features of three filters such as median filter, 

SWT and Unsharp masking filter. Basically MRI images may corrupt salt and pepper noise during 

acquisition and transmission. Median filter is well performed with all types of impulse noise. Wavelets 

help denoising the image without loss of its originality. So Wavelet based denoising technique is applied 

in the gray image. Although these filters are removing noises and also preserve edges of an image that 

also need to enhance the edges so, sharpen filter is used. The result of novel approach denoised image is 

used to measure the quality using various quality metrics with its original image. During quality 

measurements dissimilarity of the pixels of denoised image is identified. And the novel approach is 

compared with the existing filters of median filter and the combinations of median and SWT filters and 

how the novel approach result is better than other filters results that discussed. 
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4 Methodology 

In this novel approach three types of filtering techniques are used to remove noises while the mean time 

enhances the edges of an image. The denoised image has got from original image subtracted with noise. 

So it can preserve edge features. Combine features of the filters such as 

• Median Filter 

• SWT Filter 

• Unsharp Filter 

4.1 Denoising Procedure: 

 The procedure to denoise an image is given as follows: 

• Step1: Convert input image into grayscale image with standard window size. 

• Step2: Apply Median Filter to the MRI brain image. 

• Step3: Apply stationary wavelet transform with the image. 

• Step4: Decompose the image to remove noise. 

• Step5: Apply inverse Stationary Wavelet Transform to get a denoised image. 

• Step6: Combine the result of median and SWT filters 

• Step7: Apply Unsharp masking filter with the combined denoised image.  

Denoised Image g(x,y) = Original Image f(x,y) – noise ท(x,y) 

Obtain a sharp image by subtracting a lowpass filtered(i.e., smoothed) image from the denoised image: 

Enhanced denoised image = DenoisedImage – smoothed information 

Over all block diagram of the work is shown in figure 1 

 

Figure 1: Block diagram of the denoising using combinations of filters. 
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5 Novel Approach Filtering Techniques 

5.1 Median Filter 

MRI image may corrupted by salt and pepper noise and random valued noises. Noises may arise due to 

the changes of transmission of an image. Median filtering is a nonlinear process useful in reducing 

impulsive or salt-and-pepper noise. It is also useful in preserving edges in an image while reducing random 

noise [2, 5]. Impulsive or salt-and pepper noise can occur due to a random bit error in a communication 

channel. In a median filter, a window slides along the image, and the median intensity value of the pixels 

within the window becomes the output intensity of the pixel being processed. 

 

(i) 

    

 

 

(ii) 

Figure 2:  (i,ii) Filtering the 1D signal with 5 point median filter 

Like lowpass filtering, median filtering smoothes the image and is thus useful in reducing noise. Unlike 

lowpass filtering, median filtering can preserve discontinuities in a step function and can smooth a few 

pixels whose values differ significantly from their surroundings without affecting the other pixels. Figure 

(2(i)a) shows a 1-D step sequence degraded by a small amount of random noise. Figure (2(i)b) shows the 

result after filtering with a lowpass filter whose impulse response is a 5-point rectangular window. Figure 

(2(i)c) shows the result after filtering with 5-point median filter. It is clear from the figure that the step 

discontinuity is better preserved by the median filter. Figure (2ia) shows a 1-D sequence with two values 

that are significantly different from the surrounding points. Figures (b) and (c) show the result of a lowpass 

filter and a median filter, respectively. The filters used in figure (2(ii)) are the same as those used in figure 

(2(i)). If the two impulsive values are due to noise, the result of using a median filter will be reducing the 

noise. If the two values are part of the signal, however, using the median filter will distort the signal. To 

prevail over this problem go for wavelet transform. 

5.2 Wavelet Transform 

Wavelet transform is a tool to represents the image in multiple resolutions. Wavelet transform is used for 

denoising the signal frequency. So loss of information is avoided.  The computation of an image requires 

filtering and sub-sampling. In each level of sub sampling there are three detail images such as horizontal, 

vertical, and diagonal informations in high frequency [1]. The decomposition allows a perfect 
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reconstruction of the original image.  There are various types of wavelet transforms among them SWT is 

the improved version of DWT.    

In DWT there is up and down sampling to denoising the image, so information may loss due to down 

sampling. The stationary wavelet transform is designed to overcome the disadvantages of discrete 

wavelet transform such as sub sampling the image, there is no translation invariant. There is no down 

sampling take place between levels. This provides better time frequency localization. DWT and SWT 

process designed diagram is shown in figure 2. 

 

Figure 3: Filter bank structure of the DWT & SWT. 

Wavelet decomposition preserved and depicted the sharp transition in images, which results in very 

accurate denoising in images. So there is no loss of information. These properties of the stationary wavelet 

transform make the image effective for denoising. Now-a-days multi resolution wavelet denoising 

techniques are used such as haar, daubechies, Symlet, coiflets, orthogonal and bi-orthogonal [4]. Wavelet 

thresholding approach is sensitive to denoising. There is two thresholding hard and soft. In hard 

thresholding, All co-efficient whose magnitude is greater than the selected threshold value that remains 

same and the other whose magnitude is smaller than the threshold value are set to zero. In soft 

thresholding all co-efficient who magnitude is greater than the selected threshold value are shrunk 

towards zero by an amount of threshold and others set to zero. Inverse transform is used to reconstruct 

the denoised image after decomposition of the original image. The result of median and SWT filters are 

combined for edge enhancements. The SWT filters process flow diagram is mentioned in figure3. 
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Figure 4: Process flow diagram for SWT denoised Image. 

5.2.1 Unsharp Masking 

Digital unsharp masking is a flexible and powerful way to increase the sharpness, especially in scanned 

images. Unfortunately it may create unwanted conspicuous edge effects, or increase image noise. 

However, these effects can be used creatively, especially if a single channel of an image is sharpened. 

Undesired effects can be reduced by using a mask [12]. 

6 Experimental Results and Analysis 

6.1 Experimental Results 

MRI brain tumor images are taken as an input image. In the 2nd column of denoised images are combine 

features of Median and SWT filters. Images which are in the En.denoised images are the results of novel 

method. These results are shown in table 1. From this result haar transform works better with this novel 

approach. The statistical measurement is shown in table 3. 
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Table 1: Denoised images of various MRI brain Images using Haar wavelet transform. 

 
In table 2, MRI brain tumor images are compared with various types of wavelet techniques. Image1 and 

Image2 are taken as an input image from table 1. Column 2-denoised images are the result of combined 

features of median and SWT filters. Column 3-En.denoised images are the result of edge enhanced 

denoised images with various wavelet techniques. Among this which wavelet transform is working well 

with novel approach that statistical report is given in table 4 and 5.    
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Table 2: a, b are Various wavelet techniques used for denoising the different MRI images. 

  

(a) (b) 

6.2 Image Quality Parameters for Analysis  

Image Quality Measurement (IQM) is essential in the development of image processing algorithms such 

as deblurring, denoising etc. as it can be used to estimate their performances in terms of quality of 

processed image. In image processing, the image quality parameters are applied for the evaluation of the 

imaging system. In fact, in image enhancement system, the truly characteristic measure of image quality 

is perceptual quality.  

The quality of the output image can be tested by exploiting the differences between the corresponding 

pixels in the test and the output images. Average Difference (AD), Maximum Difference (MD), Normalized 

Absolute Error (NAE), Signal-to-Noise Ratio (SNR), Mean Square Error (MSE), Mean Absolute Error (MAE), 

Peak Mean Square Error (PSNR), Structural Content (SC) and Normalized Cross Correlation (NCC) are 

examples IQM measures. These measures measure the dissimilarity between the two images on the basis 

of comparing the corresponding pixels of the two images. 

6.2.1 Mean Squared Error (MSE) 

Mean Squared Error (MSE) is the average squared difference between input and denoised output image. 

The error is the amount by which the value obscure by the estimator differs from the quantity to be 
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estimated. The image quality parameters used in this work for comparing the denoised result with the 

original image. It is expressed as 

 

Where x is the original image and x’ is the denoised image, Where M and N is number of rows and columns 

of the image. The quality of the tested image should have MSE values lower as the lowest error rate, so 

that it is having good result [12]. 

6.2.2 Peak Signal-To-Noise Ratio (PSNR) 

Peak signal-to-noise ratio (PSNR) is the ratio between the    maximum possible power of a signal and the 

power of corrupting noise that affects the reliability of its representation. PSNR is the evaluation standard 

of the reconstructed image quality. The PSNR represents a measure of the peak value of the error. If MSE 

is zero, then PSNR is infinity. This means that a high value of the PSNR provides a higher image quality 

[12]. Similarly, the smaller value of the PSNR implies that the difference between the images is larger and 

the image quality is lower. It is expressed as 

 

Where255 is maximum possible value that can be attained by the image signal and MSE is mean square 

error, using this only PSNR will be calculated. 

6.2.3 Normalized Cross Correlation (NK/NCC) 

Normalized Cross Correlation is a measure of similarity of two images as a function of a time-lag applied 

to any one of them. It is co relational based quality measure which normally looks at correlation features 

between the pixels of original and reconstructed image. Normally NK is in the range of 0 to1, very near to 

or one is the best. This is also known as a sliding dot product or sliding inner-product. It is expressed as 

 

Where x is the original image and x’ is the denoised image, Where M, N are number of rows and columns 

of an image. 

6.2.4 Normalized Absolute Error (NAE) 

Normalized Absolute Error is the difference between the measured or inferred value of a quantity and its 

actual value. The large the value of NAE means that image is poor quality. It is given by 

 

Where x is the original image and x’ is the denoised image, M and N is number of rows and columns of an 

image. 

6.2.5 Structural Content (SC) 

Structural count is actual difference between original and denoised image. It is co relational based quality 

measure which normally looks at correlation features between the pixels of original and reconstructed 

image. Normally SC is in 
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the range of 0 to1, very near to or one is the best. SC is defined as 

 

Where x is the original image and x’ is the denoised image, Where M and N is number of rows and columns 

of an image. 

Quality measurements of table 3 images are compared with the original image to find dissimilarity 

between images. Quality measured values of those images are mentioned in the below tables. 

Table 3: Quality measurements of various MRI brain images. 

IQM/ 
Images 

Image
1 

Image
2 

Image
3 

Image
4 

Image
5 

MSE 44.0533 109.4396 70.6554 77.9763 59.0214 

PSNR 87.7774 73.4776 68.2471 67.2612 70.0463 

NCC 1.0347 1.0040 1.0070 1.0259 1.0242 

AD -1.0686 0.1630 -0.1806 -1.4602 -0.8766 
 

SC 0.9181 0.9689 0.9712 0.9372 0.9419 

MD 58 108 124 78 113 
 

NAE 0.0213 0.0872 0.0929 0.1138 0.0868 

From this table 3, the statistical measures of the PSNR values are higher than the MSE values. NCC & SC 

values are very close to 1, NAE values are low and MD, AD values are very favors so the novel approach 

gives the best result. Graphical based diagrammatic representation of above table is given in figure 5. 

 

Figure 5: Novel method quality measurements with various brain tumor MRI images. 

Different types of wavelet transforms are applied with the novel approach. This comparison made on 

many images, but here only two images (Image1, Image2) quality measurements are shown in table 4 and 

5. Along with these wavelet transforms which technique contains the highest values of all these quality 

measurements except MSE is considered as a best result. Because that works well with the novel approach 

compared with other. From the result it is observes the haar wavelet transform gives better result than 

other wavelet transforms. So haar wavelet transform is used to decompose the image in SWT filter. 
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Table 4: Image1 Quality measurements of novel approach denoised image with various wavelet transforms. 

IQM/ 
wavelets 

Haar DB Smy Coif Bior RBio 

MSE 44.0533 59.8257 78.8209 79.2611 60.6547 70.8508 

PSNR 87.7774 69.9109 67.1535 67.0978 69.7733 68.2195 

NCC 1.0347 1.0401 1.0463 1.0465 1.0374 1.0367 

AD -1.0686 -1.9586 -1.1484 -1.1485 -1.0213 -1.0548 

SC 0.9181 0.9123 0.8980 0.8976 0.9167 0.9154 

MD 58 87 67 68 77 85 

NAE 0.0213 0.0980 0.0916 0.0930 0.0841 0.0925 

Figure 6 is the graphical representation of various types of wavelet transforms results with the given 

quality metrics in table4. 

 

Figure 6: Comparison of various wavelets transforms. 

Table 5: Image2 Quality measurements of novel approach denoised image with various transforms. 

IQM/ 
Wavelets 

Haar DB Sym Coif Bior RBio 

MSE 109.4396 271.1021 270.1382 266.3461 278.5668 300.0552 

PSNR 73.4776 54.8003 54.8359 54.9773 54.5287 53.7856 

NCC 1.0040 1.0081 1.0081 1.0082 1.0060 1.0054 

AD 0.1630 -0.7024 -0.7170 -0.7076 0.2326 0.1042 

SC 0.9689 0.9640 0.9640 0.9642 0.9673 0.9670 

MD 108 223 205 197 218 245 

NAE 0.0872 0.0813 0.0808 0.0804 0.0795 0.0871 

Figure 7 is graphical representation for various wavelet techniques of SWT are compared and statistical 

report is given in table 5. 

 

Figure 7: Comparison of various wavelets transforms. 
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The results of denoised image with three filtering techniques such as Median, Median with SWT filter and 

novel method filters are compared with the quality measures of various quality metrics. Among these 

wavelet transforms which technique contains the highest values of all these quality measurements except 

MSE is considered as a best result. From this result, it is observed that the denoised images of the novel 

method are providing better results. 

Table 6: Quality measurements of denoised images based on median and SWT filters. 

IQM/Filters Median filter 
Median & 
SWT filters 

Novel 
method 

MSE 88.9391 77.5264 44.0533 

PSNR 73.9209 64.7788 87.7774 

NCC 0.9899 0.9958 1.0347 

AD -1.1501 -1.8162 -1.0686 

SC 1.0182 1.0049 0.9181 

MD 98 83 58 

NAE 0.0894 0.0516 0.0213 
 

The statistical values of the quality measurements are among various filtering techniques are done of 

image1 and image2 are shown in table 6 and 7. And the graphical based diagrammatic representation of 

these two tables is given in figure 8 and 9. From these tables, it is observed that the quality measurements 

experimentally made between original and denoised image. 

 

Figure 8: Comparison between three filters with image1. 

Table 7: Quality measurements of denoised images based on median and SWT filters. 

IQM/Filters Median 
Median & 
SWT 

Novel 
method 

MSE 399.7375 306.6644 109.4396 

PSNR 67.8552 57.5143 73.4776 

NCC 1.9811 1.9845 1.0040 

AD 1.3117 0.3166 0.1630 

SC 1.0227 1.0150 0.9689 

MD 248 187 108 

NAE 0.0949 0.0859 0.0872 
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Figure 9:  Comparison between three filters with Image2. 

7 Conclusion  

The results obtained using novel approach is applied in the various brain tumor MRI images and different 

types of wavelet transforms. This novel approach also compared with the various filtering techniques. It 

is clearly estimated and proved from the statistical measurements of this work that the novel approach is 

providing better results. So the denoising performance can be improved by choosing the better denoising 

techniques. The novel approach is produced the image with high perceptual quality and preservation of 

edge informations. From the overall work, it was verified that the single algorithm will never work better 

for all fields. In future, this approach is used for diverse applications. 
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ABSTRACT   

In liver, separating touching objects in an image is one of the more difficult image processing operations. 

Because of the presence of speckle noise in these images affects edges and fine details which limit the 

contrast resolution and make diagnostic more difficult. Thus, with using segmentation based algorithm, 

choice of appropriate segmentation technique type for each circumstance becomes an essential task.  The 

watershed transform is often applied to this problem. The watershed transform finds "catchment basins" 

and "watershed ridge lines" in an image by treating it as a surface where light pixels are high and dark 

pixels are low. Segmentation using the watershed transform works well if one can identify, or "mark," 

foreground objects and background locations. This algorithm was done on twenty-five patients. A 

watershed transform Algorithm liver segmentation method was proposed in this study. Proposed method 

is able to determine the liver boundaries accurately. It is able to segment liver and improves radiological 

analysis and diagnosis.  

Keywords: Text classification; Semantic Web with weighted idf feature; Expanded query; Fuzzy Semantic 

Web; Fuzzy Ranking Algorithm. 

1 Introduction  

A rapid sequence of images is acquired without table movement immediately after a bolus intravenous 

injection of radiographic contrast medium. The rate of enhancement in each pixel within the chosen slice 

can then be used to determine perfusion. The technique provides a quantifiable display of regional 

perfusion combined with the high spatial resolution afforded by CT. Computed tomography (CT) involves 

continuous patient translation during x-ray source rotation and data acquisition. As a result, a volume 

data set is obtained in a relatively short period of time. For chest or abdominal scanning, an entire 

examination can be completed in a single breath hold of the patient or in several successive short breath 

holds[1]. The data volume may be viewed as conventional transaxial images or with multiplanar and three-

dimensional methods. The authors review the technologic aspects of spiral CT, as well as its advantages, 

limitations, and current clinical applications. Computed tomography (CT or CAT scan) is a noninvasive 

diagnostic imaging procedure that uses a combination of X-rays and computer technology to produce 

horizontal, or axial, images (often called slices) of the body[2]. A CT scan shows detailed images of any 

part of the body, including the bones, muscles, fat, and organs. CT scans are more detailed than standard 

X-rays. CT scans may be done with or without "contrast." Contrast refers to a substance taken by mouth 
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and/or injected into an intravenous (IV) line that causes the particular organ or tissue under study to be 

seen more clearly[3][4]. Contrast examinations may require fast manipulation for a certain period of time 

before the procedure. CT scans of the liver and biliary tract may also be used to visualize placement of 

needles during biopsies of the liver or during aspiration (withdrawal) of fluid from the area of the liver 

and/or biliary tract[5]. CT scans of the liver are useful in the diagnosis of specific types of jaundice 

(yellowing of CT scans of the liver and biliary tract (the liver, gallbladder, and bile ducts) can provide more 

detailed information about the liver, gallbladder, and related structures than standard X-rays of the 

abdomen, thus providing more information related to injuries and/or diseases of the liver and biliary tract 

[6][7]. CT scan of the liver and biliary tract may be performed to assess the liver and/or gallbladder and 

their related structures for tumors and other lesions, injuries, bleeding, infections, abscesses, unexplained 

abdominal pain, obstructions, or other conditions, particularly when another type of examination, such 

as X-rays, physical examination, and ultra sound is not conclusive [8]. A CT scan of the liver may be used 

to distinguish between obstructive and non-obstructive jaundice. Another use of CT scans of the liver and 

biliary tract is to provide guidance for biopsies and/or aspiration of tissue from the liver or gallbladder [9].  

Image segmentation has been a long-standing problem in computer vision. It is a very difficult problem 

for general images, which may contain effects such as highlights, shadows, transparency, and object 

occlusion [10]. Segmentation in the domain of medical imaging has some characteristics that make the 

segmentation task easier and difficult at the same time. On the one hand, the imaging is narrowly focused 

on an anatomic region [11]. The imaging context is also well-defined. While context may be present to 

some extent in segmenting general images (e.g., indoor vs. outdoor, city vs. nature, people vs. animals), 

it is much more precise in a medical imaging task, where the imaging modality, imaging conditions, and 

the organ identity is known. In addition, the pose variations are limited, and there is usually prior 

knowledge of the number of tissues and the Region of Interest (ROI). On the other hand, the images 

produced in this field are one of the most challenging due to the poor quality of imaging making the 

anatomical region segmentation from the background very difficult [12][13]. Often the intensity variations 

alone are not sufficient to distinguish the foreground from the background, and additional cues are 

required to isolate ROIs. Finally, segmentation is often a means to an end in medical imaging [14]. It could 

be part of a detection process such as tissue detection, or for the purpose of quantification of measures 

important for diagnosis, such as for example, lesion burden which is the number of pixels/voxels within 

the lesion regions in the brain[15]. 

2 The Existing Ranking Methods 

Separating touching objects in an image is one of the more difficult image processing operations. The 

watershed transform is often applied to this problem. The watershed transform finds "catchment basins" 

and "watershed ridge lines" in an image by treating it as a surface where light pixels are high and dark 

pixels are low. Segmentation using the watershed transform works well if one can identify, or "mark," 

foreground objects and background locations. Marker-controlled watershed segmentation follows this 

basic procedure: 

1. Computation a segmentation function. This is an image whose dark regions are the objects I 

was trying to segment. 

2. Computation the foreground markers. These are connected blobs of pixels within each of the 

objects. 
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3. Computation the background markers. These are pixels that are not part of any object.  

4. Modification of the segmentation function so that it only has minima at the foreground and 

background marker locations. 

5. Compute the watershed transform of the modified segmentation function.   

Steps of liver segmentation using MatLab program showed in flowchart below: 

 

Figure 1. Steps of liver segmentation using MatLab program 

3 The Results 

Experimental study: 

Step 1: Read in the Color Image and Convert it to Grayscale (Figure2) 

 

Figure2 Original image used for liver segmentation 

Step 2: Use the Gradient Magnitude as the Segmentation Function 

The Sobel edge masks, imfilter, and some simple arithmetic were used to compute the gradient 

magnitude. The gradient is high at the borders of the objects and low (mostly) inside the objects (Figure3). 
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Figure 3. Gradient Magnitude as the Segmentation Function 

The image was segmented by using the watershed transform directly on the gradient magnitude (Figure4). 

 

Figure 4. The watershed transform 

Step 3: Mark the Foreground Objects 

A variety of procedures could be applied here to find the foreground markers, which must be connected 

blobs of pixels inside each of the foreground objects. In this study morphological techniques were used 

and they called "opening-by-reconstruction" and "closing-by-reconstruction" to "clean" up the image. 

These operations will create flat maxima inside each object that can be located using imregionalmax. 

Opening is an erosion followed by a dilation, while opening-by-reconstruction is an erosion followed by a 

morphological reconstruction (Figure5).  

 

Figure 5. The Opening-by-reconstruction algorithm 
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Next the opening-by-reconstruction was computed using imerode and imreconstruct as shown in 

(Figure6). 

 

Figure 6. The opening-by-reconstruction was computed using imerode and imreconstruct  

Following the opening with a closing can remove the dark spots and stem marks. Compare a regular 

morphological closing with a closing-by-reconstruction. First imclose code was tried as shown in (Figure6).  

 

Figure 6. The 'Opening-closing algorithm 

The imdilate code was used followed by imreconstruct. The image inputs and output of imreconstruct 

should complement as shown in (Figure7).  

 

Figure 7. Opening-closing by reconstruction algorithm 

When Iobrcbr with Ioc were compared, reconstruction-based opening and closing found more effective 

than standard opening and closing at removing small blemishes without affecting the overall shapes of 
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the objects. Calculate the regional maxima of Iobrcbr to obtain good foreground markers as shown in 

(Figure 8). 

 

Figure 8. Regional maxima of opening-closing by reconstruction (fgm) filter 

To help interpret the result, superimpose the foreground marker image on the original image as shown 

in (Figure9). 

 

Figure 9. Regional maxima superimposed technique on original image 

Some of the mostly-occluded and shadowed objects are not marked, which means that these objects will 

not be segmented properly in the end result. Also, the foreground markers in some objects go right up to 

the objects' edge. The edges of the marker blobs should clean and then shrink them a bit. This could be 

done by a closing followed by an erosion. This procedure tended to leave some stray isolated pixels that 

must be removed. 

This could be done using bwareaopen, which removed all blobs that had less than a certain number of 

pixels as shown in (Figure10). 

 

Figure 10. Modified regional maxima superimposed on original image 
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Step 4: Compute Background Markers 

Now the background need to be marked. In the cleaned-up image, Iobrcbr, the dark pixels belong to the 

background, a thresholding operation could start with as shown in (Figure11). 

 

Figure 11. Thresholded opening-closing by reconstruction 

The background pixels are in black, but ideally the background markers shouldn’t to be too close to the 

edges of the objects which would segment. the background would "thin" by computing the "skeleton by 

influence zones", or SKIZ, of the foreground of bw. This can be done by computing the watershed 

transform of the distance transform of bw, and then looking for the watershed ridge lines (DL == 0) of the 

result. 

Step 5: Compute the Watershed Transform of the Segmentation Function 

The function imimposemin can be used to modify an image so that it has regional minima only in certain 

desired locations. Here imimposemin used to modify the gradient magnitude image so that its only 

regional minima occur at foreground and background marker pixels. Finally I compute the watershed-

based segmentation using the following code: 

L = watershed (gradmag2); 

Step 6: Visualize the Result 

One visualization technique is to superimpose the foreground markers, background markers, and 

segmented object boundaries on the original image. Dilation could use as needed to make certain aspects, 

such as the object boundaries, more visible. Object boundaries are located where L == 0 as shown in 

(Figure 12) 

 

Figure 12. Markers and object boundaries superimposed on original image 
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4 Conclusion 

MatLab is an interactive system whose basic data element is an array that does not require dimensioning. 

This allows operators to solve many technical computing problems, especially those with matrix and 

vector formulations, in a fraction of the time it would take to write a program in a scalar non-interactive 

language such as C or FORTRAN. Magnetic resonance imaging (MRI) has become a common way to study 

liver. Information provided by medical images has become a vital part of today’s patient care. The images 

generated in medical applications are complex and vary notably from application to application. The main 

objective of this research was to study an accurate liver segmentation method using a parallel computing 

algorithm. Computed Tomography images show characteristic information about the physiological 

properties of the structures-organs. In order to have high quality medical images for reliable diagnosis, 

the processing of image is necessary. The scope of image processing and analysis applied to medical 

applications is to improve the quality of the acquired image and extract quantitative information from 

medical image data in an efficient and accurate way. The main techniques of segmentation used in this 

study was watershed transform. The results of this technique agreed other author’s’ results who used 

different segmentation filtering based on the methods of enhance the computed tomography images. 

The watershed transform is often applied to solve the contrast and boundaries problem. The watershed 

transform finds "catchment basins" and "watershed ridge lines" in an image by treating it as a surface 

where light pixels are high and dark pixels are low. Segmentation using the watershed transform works 

well if one can identify, or "mark," foreground objects and background locations. This algorithm was done 

on twenty-five patients. A watershed transform Algorithm liver segmentation method was proposed in 

this study. Proposed method is able to determine the liver boundaries accurately. It is able to segment 

liver and improves radiological analysis and diagnosis. 
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ABSTRACT 

A lump in breast may suggest a possible development of breast cancer. As the tumor develops, it changes 

the physical property of the tissue by changing its stiffness. To detect the tumor generally mammography 

is performed. The findings of mammography are often inaccurate as it does not take into account the 

stiffness of tissue. Elastography is an imaging technique to measure the stiffness of tissues. In the current 

study, we have used a breast phantom to analyze differences between a tumor and a cyst via comparing 

shear-wave elastography and strain elastography techniques. Both the techniques performed equally for 

the diagnosis of tumour. However, it is suggested that strain elastography must be used in the diagnosis 

of a cyst as it provides enhanced details of the surrounding tissues. 

Key-words: Elastogrpahy, Shear-wave, Strain, Ultrasound, breast, tumor, phantom. 

1 Introduction 

Changes in elasticity of tissue is attributed to pathological condition [1]. Various cancers appear as hard 

nodules as a result of increased density, while other diseases involves deposition of fat or collagen that 

might alter the tissue elasticity. Cysts filled with fluid may also be invisible to traditional ultrasound 

examination. In several cases, a diminished pathological lesion or a lesion that is not superficial may not 

be detected via conventional ultrasound technique [2]. Conventional ultrasound is a qualitative method 

[3], however there was a need to a more quantitative approach to differentiate healthy tissues from the 

diseased. To overcome this issue ultrasound elastography was introduced. 

Elastography is a medical imaging technique that is non-invasive, which detects tumors according to their 

stiffness when compared to normal tissue. 

Elastography is a non-invasive medical imaging technique. The purpose of this technique is detecting 

tumors based on their stiffness (elasticity) compared to normal tissue. Ultrasonic imaging used for the 

most common type of elastography to compare the shapes of the tissue under examination before and 

after it is compressed slightly. Normal tissue tend to be less stiff cancerous tumors. Elastogram is an image 

show as different shades of light and dark, also has different degree of stiffness. The elastogram show up 
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many tumors, including breast tumors better than conventional ultrasonic images. Elastography is an 

imaging modality that apply a small axial uniform compression on the tissue that provides insight into the 

elastic properties of biological tissue [4]. Currently two basic types of elastography is performed; the shear 

wave elastography (SWE) and strain elastography (SE) [5]. SWE uses a set of shear waves to measure the 

modulus of tissue and provides tissue stiffness based on pressure values determined by the machine [6, 

7]. On the other hand SE make use of application of localized strain manually by the operator and 

determining the relative strain of a lesion in comparison to surrounding tissues [8, 9]. Recent studies have 

demonstrated similar use of both SWE and SE techniques individually for various tissues. However, their 

comparable results are not studied significantly. Here we report the evaluation of breast tumor in a 

phantom using both the SWE and SE techniques. 

2 Materials & Methods 

2.1 Elastography examination 

SWE and SE was performed on elastography breast phantom. Breast tumor and cyst was identified using 

linear transducer with a bandwidth ranging from 4 – 15 MHz for SWE while 5 -15 MHz linear transducer 

was used for SE. After determining the tumor and cyst via B-mode ultrasound the SWE and SE 

elastography images were acquired and most crisp image was selected from a pool of several images. No 

compression was applied when performing SWE imaging, however in case of SE imaging a light 

compression was applied which was confirmed by the feedback loop in the machine itself. 

This study was performed in accordance with guidelines followed by ethical review board of King Saud 

University (KSU). SE procedures were performed with SonixTouch Q+ from Ultrasonix Medical 

Corporation, 130-4311 Viking Way, Richmond, Canada, at Department of biomedical technology, College 

of applied Medical Sciences, KSU. SWE procedures were performed with Aixplorer from SuperSonic 

Imagine Les Jardins de la Duranne, Aix-en-Provence, France, at department of radiology, King Fahad 

Medical City. Elastography breast phantom was purchased from CAE healthcare USA, 6300 Edgelake Drive 

Sarasota, FL, USA. 

2.2 Image evaluation 

After the selection of appropriate image from the pool of several images from SWE and SE examination, 

the lesion size and area of tumor and cyst were recorded. Tissue stiffness for SWE was recorded as 

displayed in the machine. Results for SWE displayed blue coloration in the range of 30 kPa while the red 

color demonstrated tissue stiffness to be around 180 kPa. In case of SE, the strain ratio between normal 

and pathological tissue was measured. Blue coloration showing a soft tissue while red coloration 

demonstrating a hard tissue. 

3 Results & Discussion 

The images obtained from breast phantom using two different elastography machines were analyzed 

using Tsukuba elasticity score patterns [10]. It was observed that both the elastography equipment 

displayed similar images (figure 1B, 1D & 2B, 2D) in B-mode which was effective in differentiating a tumor 

from cyst. Furthermore it was observed that elastography patterns varied from equipment to equipment. 

A significant variation was observed among the color patterns of the tumor (figure 1A & 2A). The strain 

ratios were only measureable in SonixTouch Q+ ultrasound machine. The strain ratio was 0.17 for the 
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tumor observed. Furthermore, color patterns of cyst were also different. Aixplorer from Supersonic, 

depends on shear wave technology so it displays the cyst as cavity while all its surrounding tissue as 

normal tissue (figure 2A) whereas, on the other hand, the SonixTouch Q+ from Analogic depends on 

external compression, so it provides elastography images based on relative stiffness. It displays cyst in 

blue color as soft tissue while surrounding tissue as hard (red) in figure 2C  

 

Figure 1: Figure A shows a tumor observed under SWE, B-mode ultrasound is shown in figure B and D. 

Figure C shows a tumor detected via SE. 

In figure 1A SWE image for the tumor demonstrates that the left periphery of the tumor is stiffer than the 

right periphery. This tumor is expected to be soft in the middle while on the periphery as a whole the 

tumor is stiff. However contradicting results are visible in figure 1C where SE image shows a uniform high 

stiffness in the tumor. Although the periphery is less stiff than the tumor itself but a spread of tumor is 

suspected in the surrounding tissue. 

 

Figure 2: Figure A shows a cyst observed under SWE, B-mode ultrasound is shown in figure B and D. Figure C 
shows a cyst detected via SE. 

Figure 2A displays a cavity with elastographic analysis. The blue area indicates that there is no stiff tissue 

while the uncolored black area is the cavity. However in figure 2C a cavity is shown in blue color while the 

surrounding tissue displays a stiff tissue in comparison to the cavity itself. 



Mahdi Al-Qahtani, Eraj Humayun Mirza, Mubarak Dhafer Al-Qahtani and Mohammed Fahad Al-Muqati; A Comparative Study of 
Shear-Wave Elastography and Strain Elastography on a Breast Phantom for Diagnosis of Tumor and Cyst. Journal of Biomedical 
Engineering and Medical Imaging, Volume 2, No 3, June (2015) , pp 24-28 

 

U R L :  http://dx.doi.org/10.14738/jbemi.23.1228       27 
 

In our study, SWE and SE showed similar results. Both elastographic modalities improved diagnostic 

performance in combination with normal B-mode ultrasound. However, sensitivity was improved in SWE. 

These results are similar to that of Chang et al. [11], where they compared SWE and SE on benign and 

malignant breast lesions. Our results for cyst is the first of its kind. The cyst shows a normal tissue without 

any significant stiffness for SWE imaging, however a difference in tissue stiffness can be observed for 

surrounding tissue under SE imaging. We suggest imaging of cyst is definitely better under SE imaging as 

it might provide detailed strain ratios in case where there is inflammation of surrounding tissue. Whereas, 

in case of SWE, if there is a difference in tissue stiffness for surrounding tissue it might not be detected as 

SWE imaging shows the cyst as a cavity while its surrounding tissue is displayed as normal. 

4 Conclusion 

Both elastography techniques (SWE & SE) demonstrates promising future for diagnosis of breast tumours. 

However it is suggested that SE must be used for reviewing the cyst as it will provide more detailed 

diagnostic information for the surrounding tissue. Furthermore, Elastography must be combined with B-

mode ultrasound to enhance the diagnostic performance. 
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ABSTRACT 

Macular edema is an advance stage of diabetic retinopathy which affects central vision of diabetes 

patients. The main cause of edema is the appearance of exudates near or on macular region in human 

retina. If the exudates are present in the macular region of retina, it will lead to diabetic macular edema. 

Early detection of macular edema in diabetic patients paves a path for prevention from blindness. The 

automatic system for early detection of diabetic macular edema should identify all possible exudates 

present on the surface of retina. In the proposed work, a computer added diagnosis system is design for 

the identification of the exudates in color retinal fundus images. The system consists of three stages; 

candidate exudates detection, feature extraction and classification. The system is designed with (i) 

background estimation, morphological reconstruction, normalization for candidate exudates detection (ii) 

Gray level co-occurrence matrix for feature extraction and (iii) support vector machine for classification. 

The classifier classifies in between the region of exudates and non-exudates. The system performance is 

evaluated in terms of the parameters such as sensitivity, specificity, mathews correlation coefficient, 

positive predicative value, and accuracy whose values are 88.23%, 100%, 88.23%, 100%, 93.75% 

respectively. 

Keywords: Macular edema, Diabetic retinopathy, Exudate, Retina fundus images, Morphological 

reconstruction, Normalization, Candidate exudates detection,    

1 Introduction 

Diabetic retinopathy (DR) is a progressive eye disease that currently affects millions of people worldwide. 

Diabetic macular edema (DME) is a complication of diabetic retinopathy and it is a common cause of vision 

impairment and blindness [1]. DME is one of the complications caused by diabetes; DME may lead to 

visual damages in people at a working age. However, the risk of vision loss and blindness may be reduced 

if DME is detected early, and followed by appropriate treatment. DME occurs from swelling of the retina 

in diabetic patients due to leaking of fluid from micro aneurysms within the macula.  This presentence of 

fluid causes retina thickening in diabetic patients which is termed lipid deposits also known as exudates. 

Exudates appear as bright structures with well-defined edges and variable shapes.  

Study in medical imaging has shown that most of the exudates screen themselves in the human retina. 

This leads to a clear road for researchers to device and improve the method for analyzing exudates. 
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Therefore, specialized image processing method is used to obtain proper identification of exudates in 

retinal fundus images [2-3]. These image processing methods may help to medical professionals in timely 

diagnosis of DME and improve medical facilitation available to the patients.  

There are two types of macular edema, (i) Non Clinically Significant Macular Edema (Non-CSME) and (ii) 

Clinically Significant Macular Edema (CSME). Non-CSME is a mild form of edema in which there are no 

symptoms of the disease because the locations of exudates are at a distance from fovea and the central 

vision is not affected. CSME is the severe form of edema in which the exudates leak out and get deposited 

very close to or on fovea affecting central vision of the eye [4]. Fig.1. is an example of retinal fundus image 

showing digital image of human retina along with its main components and exudates.  

Many methods for diagnosing macular edema and other retinal diseases are discussed in literature [5-7]. 

Also exudates segmentation and classification method  presented in the literature are based on: 

Thresholding  and morphological methods, thresholding method analysis [8], Thresholding methods 

identify the exudates by local and global analysis of threshold whereas morphological methods first 

identify all the structure of predictable shape and removed them afterwards  for easy detection of 

exudates in retinal fundus images [9-12]. Also, there are number of classification method to classify 

various lesion types in retinal images such as drusen, cottonwood spot, exudates [13-14]. In this work 

classification is performed in between exudates and non-exudates region on pixel to pixel basis, which 

will further aid to ophthalmologist in diagnosis of patient diabetic macular edema. 

 

Figure 1.Digital fundus image of human retinal along with its main components and exudates 

2 Background 

The previous research works to identify exudates on retinal fundus images are based on two main criteria 

i.e., lesion based and image based, for assessing the diagnostic accuracy of exudates detection technique. 

In lesion-based criterion each abnormal retinal image can be segmented into a number of exudates 

regions. By considering a set of retinal image and applying an appropriate segmentation technique. The 

lesion based accuracy can be measured in terms of lesion sensitivity and specificity. The lesion-based 

accuracy can be assessed either in pixel-level basis or alternatively using large collection of pixel e.g., 

10x10 slice. Exudates detection and identification was investigated by Phillips et al. [15,16]. The contrast 

of the exudates are enhanced, then after global and local thresholding values were used to segment 

exudates lesions.  The sensitivity of this technique was reported between 61% and 100%, based on 14 

images. 

Ege et al. [17] locates exudates and cotton wool acne in 38 color images. These abnormalities were initially 

detected using a combination of templates matching, region growing, and thresholding technique. 
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Bayesian classifier based technique was classified the bright region into cotton wool spots, exudates and 

noise. The classification performance was only 62% for exudates and 52% for cotton wool spots. 

Wang et al. [18] using the minimum-distance discriminate classifier to identify the retinal bright lesion 

such cotton wool and exudates.  Neural network (NN) have been also classify the retinal exudates Another 

NN based exudates detection work was conducted by Hunter et al. The NN was trained to discriminate 

exudates from drusen based on 16x16 pixel slice. This technique achieved 100% sensitivity and 70% 

specificity.    

Walter et al. [12] identified exudates from green channel of retinal image. After initial localization, the 

exudates are determined by mathematical morphology technique. This method had three parameter: size 

of local window, and two other threshold value. The first threshold find the minimum variation within 

each local window. The candidate exudates region based on first thresholding value. The second threshold 

changes the surrounding background pixels to be classify the exudates. This technique was achieved 

92.8% sensitivity and 92.8%. predictivity asset of 15 abnormal retinal images.  

Niemeijer et al. [19] distinguished the bright lesion, i.e., exudates, cotton wool spot, and drusen from 

color retinal images. In the first step, the image pixels are classified, in a lesion probability map that 

grouped into probable lesion pixel cluster characteristics, each probable cluster was assigned the 

likelihood that the cluster was a true bright lesion. these clusters were classified as exudate, cotton, wool 

spot, or drusen.  

Goldbaum et al. [20] have discriminated similarly colored objects in retinal images based on color 

information, not many work have shown interest in color classification of retinal images. 

Alireza et al. [21] proposed a method to automatic segment of exudates based on computational 

intelligent techniques. The color retinal image are segmented using fuzzy c-means clustering following 

some preprocessing steps, set of initial feature such as color, size, edge strength, and texture are extracted 

to classify these segmented image initial exudates and non-exudates region.  

Ahmed et al. [22] proposed a method to automatically segment optic nerve and exudates. In the 

algorithms, they used preprocessing steps such as averaging filter, contrast adjustment, Thresholding, 

morphological opening, watershed transformation on the green component of the image. This method 

yielded sensitivity 96.7%. 

Chugh et al. [23] detection of exudates such as uses homogeneity of healthy areas rather than unhealthy 

areas. In this method first extracted the healthy area such as optical nerve using sobel filter method and 

blood vessel by entropy thresholding method. Thresholding method is segmented exudates from diabetic 

retinopathy images. The proposed method yields accuracy 90%.   

3 Material and method 

3.1 Materials  

MESSIDOR, a publicly available dataset is used to test performance of segmentation and classification for 

exudation. The MESSIDOR[24] dataset containing 80 fundus images with exudates region with Zeiss 

Visucam PRO fundus camera, at resolution of 1449x2201 pixel and with a 45° Field of view. The image 
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capturing process is vetted by automatic quality assessment algorithms based on the Elliptical local 

vasculature density feature [25-26].  

3.2 Method  

A method for the identification of exudates in fundus retinal images is presented which will further help 

in building a computer aided diagnostic system for macular edema. exudate, also known as bright lesions, 

appears as bright spots and patches in fundus image with highest contrast in the green channel of the 

color image. An automatic system for detection of exudates should enhance the contrast of bright region 

with smoothing the dark regions [27]. In this work, morphological reconstruction is used to smooth dark 

region such as haemorrhages and blood vessels [28]. The objective of contrast enhancement is to improve 

the contrast of lesion for easy detection. The image normalization technique used for detection all 

possible bright regions [29]. They are appropriate for texture representation and discrimination. The 

binary candidate region for exudates was extracted by applying a low adaptive Thresholding value [30]. 

The region was segmented by the thresholding, enhanced image also contain optical nerve region and 

pixel due to their similarity with exudates. For correct detection the false and unauthentic pixel should 

removed before the classification stage. The proposed system segmented optical nerve using masking of 

related area where optical nerve probability in fundus image data base system. 

 

Figure.2. Proposed computer added diagnosis system for the identification of exudates in retinal fundus 
image   

i) Selection: The green channel is selected because of better contrast of this channel then the rest two 

channels and it will further help in extracting brightest region from background. 

ii) Preprocessing: Selected green channel of retinal fundus images are passed through the various 

preprocessing steps in order to detect the region of exudates. The first step is the application of a big size 

median filter shown in the work of Niemeijer et.al [31], showed that the size of the median filter should 

be 1/30th of the height of the fundus image for background estimation. After that estimated back ground 

is subtracted from original image. The step has great computational performance advantage by avoiding 

the multiple passes.   

iii) Image normalization: Image normalization is the process where highest intensity of image is centered 

at zero. We enhanced the normalization with addition of morphological reconstruction [29]. It improved 

the nerve fiber layer and other structure of edges of optical nerve, without any expansion of exudates 

region. The histogram showed the clear division between dark structure and bright structure. The dark 

structure like macula, vasculalature are located at the left side of the histogram. On other hand bright 

structure are formed on the positive side of the histogram. Which contain the optical nerve, bright lesion 
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such as exudates and other structure related to very bright retinal pigment epithelium layer. Because of 

the alignment of the histogram after the normalization we can select all exudates candidate region.  

The method of optical nerve removal [32], it is understandable that the similarity of potential of color 

between optical nerve and exudates in fundus image. The optical nerve detection is the mature technique. 

So we only concentrate to exudate detection. We did not implement automatic optical nerve detection 

in our paper. We did manual removal of optical nerve by the having size slightly greater than optical nerve. 

iv) Exudate edge detection: The exudate detection is performing by conveying a score for each exudates 

candidate. The exudate candidates are selected by running 8-neighbour connected component analysis 

of exudates candidate region. The way of implementation is based on Kirsch’s Edges [33]. The advantage 

of this method to take the higher inner and outer edge value of exudates in compare to non-exudates 

structure. Kirsch’s edges try to capture the external edges of the lesion candidate. This edge detection is 

based on kernel K to evaluate at 8 different directions. The kernel output are combined together by 

selecting the maximum value found on each pixel output 

It computes the gradient by convolution the image with eight template impulse response arrays as shown 

in figure. The scalar factor is 1/15. 
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The gradient of different direction is obtained by convolving the image with eight impulse response arrays. 

The final gradient is set to be a large gradient among different direction. Thus edge is enhanced by Kirsch’s 

method. The threshold is set after edge enhancement to determine if a pixel belongs to the edge or not. 

Thresholding based technique focus on a global or adaptive gray level analysis, but the automatic selection 

of proper Thresholding is difficult due to uneven illumination of the image. 

v) Feature Extraction: Feature extraction involves simplifying the amount of resources required to 

describe a large set of data accurately. The large number of variable generally requires a large number of 

memory and computational power or a classification algorithm. Texture plays a significant role in image 

analysis and pattern recognition. In this proposed method, Gray level co-occurrence matrix (GLCM) is 

formulated to obtain statistical texture features. There are two types of texture feature measures. They 

are first order and second order measures. GLCM is the second order texture calculation.  In second order 

texture measures consider relationship between neighbors. But first order texture measures are statics, 

consider not pixel neighbor relation.  Texture features have high discrimination accuracy, requires less 

computation time and hence efficiently used for real time Pattern recognition applications.  

GLCM is defined over an image to be distribution of co-occurrence values at a given offset; GLCM is a 

matrix where the number of row and columns is equal to the number of gray level. The use of statistical 

feature is one of the early proposed methods in the image processing literature. Haralic [34] suggested 

the use of co-occurrence matrix of GLCM. The feature extraction from GLCM is Energy, Contrast, Entropy, 

Correlation and Homogeneity. 

1. Contrast- it is a measurement of intensity contrast between a pixel and its neighborhood 

pixels in the whole image. 
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2. Correlation – It is a measure of how a pixel is correlated to its neighborhood pixel in whole 

image. 
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3. Energy – It is the sum of squared elements in GLCM. It ranges from 0 to 1. For constant image, 

energy value is 1. 

              Energy = 
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4. Homogeneity – The closeness measurement of the elements distribution in GLCM to GLCM 

diagonal. 

Homogeneity = 
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vi) Classification: Classification based technique supervised approaches attempt to extract different 

feature and then use a classifier to classify the exudates and non-exudates region. Support vector machine 

(SVM) classifier is used to classify the Exudates and Non-Exudates regions. SVM is a supervised learning 

model with associated learning algorithms that analyze data and recognize patterns, used for classification 

and regression analysis. The basic SVM takes a set of input data and predicts, for each given input. The 

classification process is divided into training phase and testing phase. The known data is the training phase 

and unknown data is the given in testing phase. The accuracy depends on the efficiency of the 

classification. 

vii) Measurement and performance evaluation: Different measures are used to evaluate the 

performance of the system. The measures used are   Accuracy, Mathews correlation coefficient (MCC), 

Sensitivity, Specificity and Positive prediction value (PPV). These values are calculated from the Confusion 

Matrix [35]. A confusion matrix contains information about actual and predicted classifications done by a 

classification system. Performance of such systems is commonly evaluated using the data in the matrix.  

TN (True negative) - correct prediction as normal 

FN (False negative) - incorrect prediction of normal 

FP (False positive) - incorrect prediction of abnormal 

TP (True positive) -correct prediction of abnormal 

 
 The accuracy is the percentage of prediction that is correct 

   Accuracy = )()( FNTNFPTPTNTP                                                   (6) 

 



Santosh Kumar Mishra, Deepti Mittal and Ramesh Kumar Sunkaria; Designing of Computer Aided Diagnostic System for the 
Identification of Exudates in Retinal Fundus Images. Journal of Biomedical Engineering and Medical Imaging, Volume 2, No 3, June 
(2015) , pp 29-40 

 

U R L :  http://dx.doi.org/10.14738/jbemi.23.1278        35 
 

The Matthews correlation coefficient is used in machine learning as a measure of the   quality of binary 

classifications.  

   MCC= )))()()((()( FNTNFPTNFNTPFPTPFNFPTNTP                   (7) 

The sensitivity is the percentage of positive level instances that were predicted as positive. 

   Sensitivity = )()( FNTPTP                                                                      (8) 

The specificity is the percentage of negative labeled instance that were predicted as negative. 

   Specificity = )()( FPTNTN                                                                    (9)  

  The Positive Prediction Value or precision rate is the percentage of positive prediction is correct.  

    PPV= )()( FPTPTP                                                                        (10) 

4 Result and discussion 

4.1 Green channel separation: 

The abnormalities are more visible in the green channel. So separation of green channel from RGB images 

is needed. The separate green channel images is show in figure 3(a).  

4.2 Median Filter and Background estimation 

4.2.1 Median filter:  

In the green channel, noise is present.  Hence median filter is using. The median filter is non linear digital 

filter technique. It’s proved to be best in removing salt & pepper and Impulse noise. Median filter erased 

black dots called the pepper and fills in white holes in the image, called salt. It better works than mean 

filter by preserving sharp edges. It simply replaces each pixel value by the median of the intensity level in 

the neighborhood of the pixel. As can be seen figure 3(b).Here using the big size window of median filter 

because saving the bright region of the image. 

4.2.2 Background estimation: 

Due to using median filter some bright region information are lost. For recovering of that information we 

are estimating the background. As shown in figure 3(c). In retinal image database containing 1449x2201 

pixel configurations, where 1449 rows are present there. So in result (49x49) size of median filter window, 

this result is good contrast between exudates and background. This approach has great computational 

performance advantage avoiding the multiple passes. After that estimated background is subtracted from 

the original image in order to obtain a normalized version, in proposed method, enhanced the 

normalization with morphological reconstruction. 

4.3 Morphological reconstruction: 

In morphological reconstruction process one image called the marker, based on the character of another 

image, called masked. The high point and the peak in the marker image specify where processing begins. 

The peaks spared out or dilate while being forced to fit within the mask image. The scattering processing 

continues until the image value stop changing as shown in figure 3(e).  
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4.4 Image normalization: 

In image normalization technique, the dark and bright region is classified shown in figure 3(e). Histogram 

of normalized image shown that all pixels centered at zero shown in figure 3(f). The normalized image is 

called exudate candidate detection.  

4.5 Edge detection and global thresholding: 

After image normalization we want to detect the external edge of the exudates candidate region, Using 

Kirsch’s edge detection. Kirsch’s operator is non-linear edge detector that find maximum edge strength in 

few predetermine direction. The operator takes a single kernel mask and rotates it in 45° increment 

through all compass direction. The edge magnitude of the kirsch operator is calculated as the maximum 

magnitude across all direction, and the resultant image is shown in figure 2(f). 

Global thresholding is used to convert an intensity image to binary image. Level is a normalized intensity 

value that lies in the range [0 1]. Then threshold to minimize the intra class variance of the black and white 

pixels. Final exudates segmented image is shown in figure 3(g). 

 
( a)                             (b)                                    (c) 

 
                        (d)                                  (e)                                    (f)                                  (g)        

                                                                       
Figure.3. a, b, c, d, e, f, g: green channel image, median filtered image, background estimation image, 

morphological image, histogram of normalized image, exudates candidate detection, exudates segmented 
image. 

4.6 Feature extraction: 

The GLCM feature of exudates and non-exudates segmented region of the image is extracted. The size of 

the exudates and non-exudates region is equal. The segmented region of exudates and non-exudates 

regional size is (10x10) pixel.  

The randomly select the slice of 42 exudates and 40 non-exudates region from 9 different retinal fundus 

images. And find the mean   variance of GLCM properties like contrast, correlation, energy and 

homogeneity of exudates and non-exudates regions. 
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                              Table1: GLCM feature values in terms of mean ± variance 

Mean±Variance Contrast Correlation Energy Homogeneity 

Exudates 0.1041±0.0032 0.7652±0.0245 0.4898±0.0187 0.9591±0.0008 

Non-exudates 0.1825±0.0156 0.3329±0.0334 0.6031±0.0524 0.9087±0.0038 

                                      

4.7  SVM classifier: 

For the proposed work, 82 slices of images were chosen randomly feature is extracted and its classification 

was obtained. The construct feature sets are separately tested using the SVM classifier .The SVM structure 

depends on the training set and testing set from feature like area, contrast, correlation, and homogeneity 

are given as input to SVM. To train the network 82 retinal images were taken than the system is loaded 

with the statistical features, which are, contrast, correlation, energy, and homogeneity of retinal image 

from the workspace or from file. There are 17 images of testing for exudates region and corresponding 15 

testing image for Non-exudates region .The computational result are presented 

Table2: Confusion matrix for exudates classification 

 
The performance of proposed system is measured using sensitivity, specificity, PPV, accuracy and MCC. 

Sensitivity is true positive rate. Specificity is true negative rate. Table 3 clearly shows that the designed 

computer aided system to diagnose AMD out performs the other existing methods in terms of its 

performance by measuring Sensitivity, specificity, PPV, Accuracy, MCC.   

Table 3: Comparative performance evolution of proposed computer aided diagnostic system with existing 
method    

 

5 Conclusions 

The proposed work presents the designing of computer aided diagnostic system for identification of 

exudates in retinal fundus images. System consists of three phases these are candidate exudates 

detection, feature extraction, and classification. The bright region is enhanced and segmented using 

morphological reconstruction, image normalization and global thresholding. Normalization procedure 

gives a substantial computational advantage to our method. The median filter and morphological 

reconstruction gives good contrast of foreground image. Feature set of each candidate region is formed 

using different properties of exudate and non-exudate region. We implemented a SVM based classifier to 

http://dx.doi.org/10.14738/jbemi.23.1278
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divide the region into exudate and non-exudate regions. The results demonstrated that the proposed 

system can be used in computer aided diagnosis system for DR as it identified and detected exudates with 

high accuracies.  
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