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ABSTRACT 

This paper presents a new method of wavelength selection combined with principle component 

analysis (PCA) and a hierarchal method for hyperspectral data analysis. Hyperspectral data analysis is 

a combination of imaging and spectroscopic technology, and is utilized in several fields. In the medical 

field, if it is possible to distinguish the region of interest by selecting a feature wavelength without the 

intervention of manufacturers, spectral application as a surgery support system would be feasible. 

There are several analysis techniques to extract the features using hyperspectral data; however, many 

of these methods are premised on using all wavelengths. Considering application to endoscopes and 

other medical devices and reducing number of wavelengths, these methods are not applicable. PCA 

is a popular analysis for reducing the number of wavelengths, and has been adapted for extracting 

general and clear features of specimens. However, such extracted features from the body tend to 

highlight the features of protein and blood making it difficult to extract the features of cancer or other 

diseases. This paper proposes a two-type feature extraction method that depends on “difference” and 

“similarity”. In this method, the PCA and hierarchal classification analysis are combined to merge the 

clusters based on similarity. The feasibility of the proposed method is verified by applying the method 

to discriminating the cancer of mouse: colonized cancer tissue after three weeks and colonized cancer 

tissue after one week. The results show that the proposed method can extract the two-type feature. 

The proposed method is had an accuracy of 75.9% in reducing the number of wavelength bands from 

256 to 8 for mature cancer in mice. Although less accurate than using all wavelength bands, the eight 

wavelength bands are distinguished using a simplified convolutional neural network model with an 

accuracy of 75.9%. The proposed method is able to select the feature wavelength bands for the target. 

As the learning model for improving the accuracy advances beyond the simple model and the new 

feature is extracted in the selected wavelength bands, the method is applied to a diagnosis supporting 

system for endoscopic surgery and more. 
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1 Introduction 

Medical image processing techniques have progressed rapidly in recent years [1–2]. These techniques 

are supported by many innovative technologies, such as X-ray imaging, computed tomography, 

magnetic resonance imaging, ultrasonic tomography, and positron tomography. X-ray imaging and 

scintigraphy, which utilize electromagnetic rays of the invisible wavelength region, are particularly 

useful for clinical diagnosis. Near infrared ray (NIR), which is noninvasive to the human body, is being 

actively applied to medical image techniques [3–4]. NIR has the potential to be usable in medical image 

processing techniques in addition to X-ray and gamma ray. More noninvasive diagnosis support 

system and identification technique of non-acquired lesion are possible by combining NIR with current 

technologies. Soga et al. proposed, as medical techniques using a spectrogram in NIR, fluorescent 

bioimaging techniques such as Fluorescent Probes [5] and NIR dual-functional targeting probes [6]. Such 

techniques generally require the use of markers to distinguish the target region as necessary for 

diagnosis in medical imaging. If the feature wavelength bands of the diagnosis target become available 

to replace the specific excitation wavelength bands of the spectrogram in probes, we can expect the 

diagnosis support system to be applicable without the intervention of any manufacturers or 

medication. With the number of wavelength bands/channels of the spectrogram reduced to extract 

feature wavelength bands of the target region, this has been applied to a diagnosis support system 

using an endoscope combined with a three-dimensional image capture system by confocal 

headscanning mechanism (Kondo et al.) [7–8]. Since this mechanism can use only several wavelength 

bands simultaneously, in this paper, we propose a new method to select the feature wavelength bands 

to extract the diagnosis target region from an NIR hyperspectral image. The proposed method is 

applicable to the development of new endoscopic imaging and diagnosis supporting systems. In order 

to select the specific wavelength bands in an NIR hyperspectral image, we focus the hyperspectral 

imaging data to acquire positional information over a two-dimensional (2-D) area and spectral data 

corresponding to the material of each pixel. Hyperspectral imaging data are utilized in several research 

fields, including soil analysis and quantitative evaluation of foods [9–13]. There are several analysis 

techniques to distinguish a target region using hyperspectral imaging data. These techniques include 

the Gabor filter, grey level co-occurrence matrix (GLCM), principle component analysis (PCA), 

minimum noise fraction (MNF), and wavelet transform [14–17]. In many cases, these methods assume 

the use of all wavelength bands of the hyperspectral image. The hyperspectral image data often have 

redundant information to detect the region of interest. In such cases, to consider only several 

wavelength bands is considerably more effective than to consider all wavelength bands. 

Pu et al. and Agarwal et al. proposed dimension reduction methods using PCA to reduce redundant 

information from hyperspectral imaging data [18–19]. In hyperspectral imaging data, these methods 

reduce the dimensions to improve the distinguishing accuracy, which is often dependent on the target. 

For applications to surgery support systems, the number of wavelength bands required to be reduced 

is dependent on the limitations of the endoscope hardware performance. Using these dimension 

reduction methods to improve accuracy, the accuracy is not guaranteed in the case of reducing the 

number of the wavelength bands of the target region. With the target located within the body where 

protein and blood are predominantly present, if PCA is applied to reduce dimension of the wavelength 

bands that are likely to extract the whole/specific feature, the results are prone to be affected by 

disproportionate weighing of protein and blood. 
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We propose a feature wavelength band selection method, combining a clustering method and neural 

network to reduce the dimensions and to improve the distinguishing accuracy. The proposed method 

has two steps; the dimension reduction step combines PCA [20] and a k-means clustering method [21], 

and the feature wavelength band selection step is based on a convolutional neural network (CNN) [22– 

23] using hyperspectral data. The proposed feature wavelength band selection method is able to 

distinguish a target in the body. 

2 Proposed Method 

2.1 Near infrared hyperspectral imaging data and calibration 

In this research, we used an NIR-hyperspectral imaging camera, Compovision (Sumitomo Electric 

Industries, Ltd., CV-N800HS), which can acquire spectral data of broad wavelength range and 2-D 

image data, to select the suitable wavelength band for the target (Fig. 1). The wavelength band 

resolution of the Compovision is approximately 6 nm from 900.00 to 2400.00 nm, and it is a line scan 

camera, 320 pixel per line. Each pixel has 256 wavelength bands. To improve the analytical accuracy, 

the original data Vn (0~216-1) is corrected from the dark and white data of the camera. The dark data D, 

obtained by turning off the light and covering the lens with a lens cap, is the background response of the 

camera. The white data W is obtained with a standard reflector, which is non absorbing in NIR 

wavelength bands, to area-correct for the wavelength sensitivity characteristic of the camera and light. 

The corrected reflectance value f is calculated as follows: 

 
(1) 

 

 

(a)  
Compovision® (Sumitomo Electric 

Industries, Ltd., CV-N800HS) 

 
(b) Visible image 

 
(c) NIR image 

Figure. 1 image of the Compovision using this paper. (b) shows the visible image by visible camera and 
(c)shows the NIR image by Compovision®. 
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2.2 Proposed method 

In this paper, we propose a new method of selecting the suitable feature wavelength bands, which 

combines dimension reduction and CNN. The flowchart of the proposed method is shown in Figure 2. 

The proposed method is mainly composed of the following two steps: (A) reducing dimension by PCA 

and k-means clustering and (B) selecting the wavelength bands by CNN. 

 

Figure 2 the flowchart shows the proposed method. The proposed method is mainly composed of the 
following two steps; (A) reducing dimension by PCA and k-means clustering and(B) selecting 

the wavelength bands by CNN. 

2.3 Reducing dimensions (A) 

The calibrated data is applied to PCA and each PCA score is calculated. PCA is a technique of 

multivariate analysis that reduces the dimensionality. PCA has been utilized to reduce dimension, 

extract features, compress data, and identify key factors. While the cumulative contribution ratio is 

less than 98%, that process is repeated. The PCA score is then applied to the k-means clustering 

method and is divided over some area. K-means clustering is representative of the partitioned 

optimization clustering techniques that search for an optimal partition by an evaluation function. The 

PCA score is divided into clusters by similarity on a principle component axis. K-means clustering is not 

applied to each PCA score, but rather to the PCA score derived from the 1st principle component to 

the nth principle component. This process prevents duplication of the extracted features and is more 

effectively able to reduce the wavelength bands. If the cluster region is changing, compared to the 

resulting visualized PCA score by k-means clustering, the number of principle component axis (NPCA) 

is selected. If the difference between the clustering result for the image of the ith and that of (i + 1)th 

principal components satisfies the following conditions: a change of cluster implies that a different is 

valued by number of pixels and is more 20% than result of pre-image, the (i +1)th principle component 

that contained feature information is selected to divide the image region. 
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2.4 Selecting wavelength bands 

2.4.1 Selecting representative wavelength bands 

The representative wavelength band is selected by the selecting NPCA at process A in the dimension 

reduction. The representative wavelength band is comprised of a maximum of three selected 

wavelength bands as significant peak values of NPCA, according to a loading factor value as the 

following equation. 

 

(2) 

where Fn is a loading factor value at a wavelength band, Fmax is the maximum value of the loading factor 

value and len () is an element-counting function. In PCA, the loading factor indicates the correlation 

between the principle component and the identified the factor that affects each principle component. 

The loading factor values of the selected principle component are compared and the peak wavelength 

band is extracted as feature values. If the loading factor value does not show a significant peak, the 

loading factor is regarded as not having strongly concerned the principle component and no wavelength 

band is extracted from this axis. The representative wavelength band is the group of selected 

wavelengths for each NPCA. If the region of the result image does not change as a whole, the 

representative wavelength band is the group of wavelengths that satisfies the maximum value of the 

loading factor value for every principle component. 

2.4.2 Selecting the wavelength using CNN 

To select a more suitable wavelength band from the representative wavelength bands for distinguishing 

the target, the proposed method uses mini batch learning by CNN. CNN is the technique of deep 

learning based on perception in the human visual cortex. To apply the same method if the number of 

wavelengths is changed, spectral data of 256 wavelength bands per pixel is converted into a 16 × 16 

image and CNN is applied to this image (Figure. 3). When wavelength bands are reduced, the data gap is 

interpolated by Lagrange interpolation. The value calculated by equation (3) and the value between 

edge points (0, 0), (255, 0) are fixed. 

 

Figure. 3 spectral data of 256 wavelength bands per pixel is converted into 16 *x 16 image and this image is 
applied is used for CNN (a). when wavelength bands are reduced, the data gap interpolates by Lagrange 

interpolation interpolates the data gap (b) 
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(3)  

where fi (x)=∏k≠1 (x-xk) and if the number of wavelength bands used is m, n=m+1. Considering using a 

method such as machine learning (ML) to improve accuracy for application after selecting the feature 

wavelength bands, a simplified model of CNN is used in this wavelength band selection. The model 

consists of two repeated two cycles of convolution and pooling layers and is termed multi-layer 

perception. This model uses two-class classification to distinguish whether the target is cancer or not. 

The batch size is 100, the epoch number is 40, and the model is shown in Figure 4. The accuracy by CNN 

is compared with many patterns that change number of wavelength bands or combination of 

wavelength bands in the representative wavelength selection. The wavelength pattern with the highest 

accuracy is regarded as the feature wavelength band. This method is able to select a more suitable 

wavelength band for distinguishing the target region. 

 

Fig. 5 The learning model of CNN using the proposed method. The model is repeated two times of 
convolution and pooling layer and sited multilayer perceptron. This model is two class 

classification to distinguish whether cancer or not. Bach size is 100, epoch is 40 

3 Experiment 

In order to assess the proposed method, we experimented to distinguish the cancer area of a mouse 

using the feature wavelength bands from the method. This study received the approval of the ethics 

committee of Tokyo University of Science. Targets are divided into Dataset 1 and Dataset 2 (Fig. 5). 

Dataset 1 consists of data from five mouse specimens of colonized cancer tissue and Dataset 2 consists  

 

Fig. 6 Targets in this experiment are divided with Dataset 1 and Dataset 2. Dataset 1 is 5 mouse data of 
colonized cancer tissue and Dataset 2 is 3 mouse data of colonized cancer tissue after 1 week. 
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of data from three mouse specimens of colonized cancer tissue after one week. In these experiments, 

we acquired hyperspectral image data of dimension 320 (pixels per line) × 234 (wavelength bands per 

pixel) × 720 (number of lines). 

3.1 Distinguishing mature cancer of mouse (A) 

The data of each mouse in Dataset 1 are applied to the proposed method. After selecting the feature 

wavelength bands of each mouse, the learning model is created by the wavelength band. The accuracy 

of the created model is calculated by test data using the other mouse data in Dataset 1. The average 

accuracy at the other four mouse data defines the accuracy of the feature wavelength band. 

Comparing the acquired accuracy data, the feature wavelength band that has the highest accuracy is 

the feature wavelength band for this experiment. 

3.2 Distinguishing early cancer of mouse (B) 

The feature wavelength bands acquired by experiment A are applied to all data of Dataset 1 and the 

learning model is created. The mouse data of Dataset 2 is distinguished of early cancer area using the 

model by Dataset 1. 

4 Experimental Results 

4.1 Distinguishing mature cancer of mouse 

Figure 6 and table 2 show the results of distinguishing the cancer area of each mouse of Dataset 1 by 

the proposed method. The distinguished cancer pixels are painted in color and the clear pixels 

represent the region not affected by cancer. M1–M5 are the mouse numbers of Dataset 1. The feature 

wavelength band of each data by the proposed method is selected. Mouse number identifies the mouse 

used to select the feature wavelength band and to create the learning model. In this 

experiment, accuracy is used as a metric for the sensitivity of detecting cancer. The accuracy is 

calculated by as the ratio of true results, as distinguished by CNN whether each pixel is cancer, as 

shown in equation (4) 

 
(4) 

Table 1 the table of confusion matrix 

 

The average accuracy of the other four data that are not used to select the feature wavelength band and 

create learning model is shown. Table 2 shows that the accuracy of M4 is highest in this experiment. The 

eight wavelength bands acquired by the proposed method are the feature wavelength band in this 

experiment. 
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Table 2 result of accuracy and number of wavelength bands that acquired by proposed method 

 

 

(a) 
 NIR image 

(b) 
 cancer area of answer 

(c)  

cancer area of 

distinguished 

by eight wavelength 

bands. 

Fig. 7 result image of distinguished mature cancer area of mouse by the proposed method. (b) is answer area 
given the learning model as label, and (c) is result of recognized cancer area using eight wavelength bands by 

proposed method. 

4.2 Distinguishing early cancer of mouse 

Figure 7 and table 3 show the result of distinguishing the early cancer area of Dataset 2 using the 

feature wavelength bands acquired in experiment A. The result is evaluated by accuracy (Equation 4). 

ALLSP is the result of the early cancer area of Dataset 2 using the learning model created by all the 

data of Dataset 1, and all 256 wavelength bands. 

DIVSP is the result using the 8 feature wavelength bands by the proposed method. E1–E3 indicate the 

mouse number of Dataset 2. 

Table 3 result of accuracy using all wavelength bands “ALLSP” and selected wavelength bands by 
proposed method “DIVSP” 
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(a)  

NIR image 

(b)  

cancer area of 

distinguished 

(c) 

cancer area of 

distinguished 

by eight wavelength 

bands. by 256 wavelength 

bands. 

Fig. 8 result image of distinguished early cancer area of mouse by the proposed method.                                               
(b) is result eight wavelength bands by proposed method, and (c) is result of recognized 

cancer area using all wavelength bands (256 wavelength bands). 

5 Discussion  

Table 2 shows that if the feature wavelength band is selected by the proposed method, the accuracy 

is approximately 46% in the mature cancer mouse. As the proposed method selects five patterns of 

feature wavelength band, the eight wavelength bands of M4 most clearly distinguished the cancer 

area and the accuracy is 75.9%. The result of using all wavelength bands maintained an average of 

97%. Although less accurate than using all wavelength bands, the eight wavelength bands are 

distinguished using a simplified CNN model and achieved an accuracy of 75.9%. This result suggests 

that if the learning model is created for extracting the features of the selected eight wavelength bands, 

the accuracy could be improved. The data used in this experiment were acquired at different angles 

and in different individuals. Since the accuracy is different, the feature wavelength band selected by 

the proposed method had 3–4 wavelength bands in common and contained wavelength bands 

different from one another. The proposed method extracted the feature in the same species and in 

the applied individual. The lower accuracy of the clear area is attributed in part to the lower accuracy 

of CNN. Figure 7 shows that the clear area is not truly distinguished compared with the cancer area. 

As the employed wavelength band was selected to distinguish the cancer in mice, the clear area 

information was lost. 

Table 3 shows that if the selected eight wavelength bands in experiment A are applied, distinguishing 

the early cancer area from the mature cancer area has an accuracy of 20.2%. Comparing the accuracy 

from using all wavelength bands to that using eight wavelength bands, the accuracy is shown to be 

drastically lowered. However, considering Fig. 8, the accuracy of distinguished cancer area is increased 

using the selected wavelength bands. Table 4 shows the results of recall and precision. 
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Table 4 result of recall and precision as each mouse data of Dataset 2 

 

 

(a)  

Cancer area of answer 

(b) 

cancer area of 

distinguished 

(c) 

cancer area of 

distinguished by eight 

wavelength bands. by 256 

wavelength bands 

Fig. 9 result image of distinguished early cancer area of mouse by the proposed method. (a) is answer area 
given the learning model as label, (b) is result of recognized cancer area using eight wavelength bands by 

proposed method and (c) is result of recognized cancer area using all wavelength bands. 

Recall and precision are calculated by equation 5 

 

(5) 

Table 4 shows that the accuracy of distinguished early cancer area increases drastically by using the 

selected eight wavelength bands by the proposed method as compared to using all wavelength bands. 

The ratio of false positive, i.e., identifying clear area as cancer, is higher. This is true in the cases of 

using the all wavelength bands and the selected wavelength bands. This suggests that early cancer 

and clear area had more similar features than mature cancer and clear area. In these, as the 

distinguishing accuracy is increased in cancer itself, the selected wavelength bands can remove 

redundant information to distinguish between cancer and clear area. The proposed method positively 

extracts the wavelength bands to distinguish cancer. These results suggest that interpolation of 

distinguished clear area may possibly improve the algorithm that removes the scattered pixels of 

distinguished cancer and to improve the learning model. The two-step method that extracts the 

features after the wavelength band selection may possibly improve the supporting system. 
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6 Conclusion 

We proposed a new method combining dimension reduction and CNN to select the feature 

wavelength bands for the target region. The proposed method had an accuracy of 75.9% to reduce 

the number of wavelength bands to 8 from 256 for mature cancer in mice. Although less accurate than 

the procedure using all wavelength bands, the procedure using eight wavelength bands can be 

distinguished using a simplified CNN model and achieved 75.9% accuracy. Improving the learning 

model and extracting the features in the selected wavelength bands may possibly further increase the 

accuracy. As distinguishing the early cancer using the mature cancer data, the whole accuracy is 

decreased considerably. The accuracy of distinguishing early cancer area is increased with respect to 

using all wavelength bands and is 99%. This indicates that as early cancer has more similar features to 

clear cell than mature cancer, the accuracy of the clear area is decreased. The proposed method 

positively extracted the wavelength bands to distinguish the target as cancer. The distinction among 

different stages cancer and visible difference in individuals suggests that it is possible to increase the 

accuracy. If the method is improved to a two-stage analysis that extracts the features after selecting 

the wavelength bands, the accuracy of distinction is enhanced. The proposed method is able to select 

the feature wavelength bands for the target. As the learning model for improving the accuracy is 

implemented beyond the simple model and new features are extracted in the selected wavelength 

bands, the method may be applied to a diagnosis supporting system for endoscopic surgery and more. 
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