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ABSTRACT   

X-ray image plays a very important role in the medical diagnosis. To help the doctors for diagnosis of the 

disease, some algorithms for enhancing X-ray images were proposed in the past decades. However, the 

enhancement of images will also amplify the noise or produce distortion of image, which are 

unfavorable to the diagnosis. Therefore, appropriate techniques for noise suppression and contrast 

enhancement are necessary. This paper proposed an algorithm including two-stage filtering and 

contrast enhancement for X-ray images. By using adaptive median filter and bilateral filter, our method 

is able to suppress the mixed noise which contains Gaussian noise and impulsive noise, while preserving 

the important structures (e.g., edges) in the images. Afterwards, the contrast of image is enhanced by 

using gray-level morphology and contrast limited histogram equalization (CLAHE). In the experiments, 

we evaluate the performance of noise removal and contrast enhancement separately with quantitative 

indexes and visual results. For the mixed noise case, our method is able to achieve averaged PSNR 39.89 

dB and averaged SSIM 0.9449; for the contrast enhancement, our method is able to enhance more 

detail structures (e.g., edges, textures) than CLAHE. 

Keywords: Medical Image Processing; Noise Reduction; Contrast Enhancement; X-ray images. 

1 Introduction  

X-ray imaging has been widely used in the real-world applications, for instance, medical diagnosis, 

customs inspection. The X-ray images are especially common way to aid the doctors in diagnosing the 

diseases of patients. The proper visual characteristics which determine the quality of X-ray images are 

density and contrast [1]. However, the contrast of X-ray images is usually low, which may influence the 

doctors’ diagnosis. Besides, the noises that accompany the low contrast X-ray images will also degrade 

the image quality. In the following, we will briefly review the classical methods of noise removal and 

contrast enhancement. 

The previous works applied different denoising methods for different noise types. For example, using 

Gaussian filter [2], anisotropic diffusion [3-5], or bilateral filters [6, 7], to deal with the Gaussian noise; or 

using median filters [8-11] to deal with the impulsive noises (like salt and pepper), which are produced 

by corrupted pixels. The Gaussian filter is a kind of mean filter with the Gaussian distributed weightings 

instead of equal ones. The anisotropic diffusion solves the partial differential equation iteratively. The 
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bilateral filter computes the distance weight and similarity weight of the pixels in the filter window. Both 

the anisotropic diffusion and bilateral filter can preserve the edges while reducing the noise. The median 

filter is a non-linear filter which replaces the center pixel with the median value within the filter window. 

To enhance the contrast of images, typical methods are based on the histogram equalization [12-22]. 

The histogram equalization enhances the contrast by remapping the intensity of the images from 

original distributions to the more uniform ones [12-14, 17, 18]. However, using histogram equalization 

may amplify the noise at the same time. Moreover, for some images with uniformly distributed 

histogram, the histogram equalization will show limited enhancement of the contrast. The adaptive 

histogram equalization can enhance the local contrast, which is more robust to the noise than the 

histogram equalization, and is able to obtain more visually satisfactory results  

[15, 19-22]. 

Recent works show impressive results of medical image enhancement [3, 23, 24]. Yang et al. [23] 

proposed an approach based on wavelet transform for medical image enhancement. Vibhakar et al. [24] 

applied five widely used techniques to enhance the medical images, including spatial domain filtering, 

frequency domain filtering, histogram processing, morphological filtering and wavelet-based filtering. 

Kurt et al. [3] proposed a hybrid algorithm which includes mathematical morphology, anisotropic 

diffusion filter and contrast limited adaptive histogram equalization (CLAHE). 

This paper proposed an algorithm for X-ray image enhancement which can reduce the mixed noises and 

enhance the contrast. We first remove the impulsive noise by adaptive median filter, which are only 

applied to the pixels detected as impulsive noises. The bilateral filter is applied to the image to reduce 

the Gaussian noises. Then, we perform two gray-level morphology techniques (top-hat and bottom-hat 

transform) to the image, followed by the CLAHE algorithm, to enhance the contrast of the image. 

2 The Proposed Method 

Figure 1 shows the flow chart of the proposed algorithm, which includes: adaptive median filter, 

bilateral filter, mathematical morphology, and contrast limited histogram equalization. The details of 

each part are described in the following subsections. 

 
Figure 1. The processing flow of the proposed algorithm. 
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2.1 Adaptive median filter 

The adaptive median filter [11] had been proposed as an improved version of traditional median 

filtering, which mainly contains two parts: noise detection and median filtering with adjustable window 

size. The noise detection determines whether a pixel is corrupted by impulsive noise or not. The median 

filter is then only applied to the noise pixel, which can reduce the computational cost. To determine the 

noise pixels, we defined a simple criterion as follows: 

  , 1, x yI x y I T                                                                            (1) 

where I(x,y) is an image pixel at (x, y),  is the mean value of the pixels within a n × n window centered 

at (x, y), and T1 is the predefined threshold. With this simple noise detection, the further processing is 

only applied to the detected noise pixels, thus the computational cost can be reduced.  

The traditional median filter is suitable for the impulsive noise (e.g., salt-and-pepper noise). However, it 

is possible that the median value of the pixels within a fixed window is still one of the noise pixels if the 

window size is small. On the other hand, one may lose the detail information or structure of an image if 

the window size is large. To avoid these problems, the window size should be adjustable according to 

the noise level and content of image. Figure 2 shows the flow chart of the adaptive median filter, where 

Wxy  is the window centered at (x, y), T2 is the predefined threshold, and Imin, Imed, Imax are minimum, 

median, maximum values within the window Wxy. 

 
Figure2. The flow chart of the median filter with adjustable window size. 

2.2 Bilateral filter 

The adaptive median filter is able to handle the dense impulsive noise, however, it still shows limited 

success to handle the Gaussian noise. To reduce the Gaussian noise effectively, we applied the bilateral 

filter [7] as the complement part of adaptive median filter. 

Bilateral filter is a non-linear filter which takes both the spatial distance and pixel similarity into 

considerations. The bilateral filtered result of a pixel Ic is computed as follows: 
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where W is the window centered at position c, f (.) is the spatial weighting function, and g(.) is the 

similarity weighting function. Typically, both the spatial and similarity weighting functions are Gaussian 

kernels, which are defined as follows:   
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Where A and B are normalization constants,  and  are the variances of the Gaussian kernels. 

Unlike the traditional spatial filter (e.g., Gaussian filter, mean filter) which may blur the edges of image, 

bilateral filter is able to effectively reduce the Gaussian noise while preserving the edges of image since 

it takes pixel similarity into consideration. The pixels which are dissimilar to the center pixel will have 

small weightings in Eq. (2), thus the edges will not be blurred. 

2.3 Mathematical morphology 

Mathematical morphology [25] is a branch of nonlinear filters, which is usually used to address the 

image sharpening problem [26]. We applied top-hat and bottom-hat transform in our morphological 

processing, which can extract the features of a gray scale image. The top-hat transform and the bottom-

hat transform of an image can be defined as follows: 

 topI I I b                                                                           (5) 

 bottomI I b I                                                                            (6) 

where ◦ is the gray scale “opening” operator, • is the gray scale “closing” operator, and b is the structure 

element. The opening operation is used to emphasize the features with darker gray scales, while the 

closing operation is used to emphasize the features with brighter gray scales. Therefore, by taking the 

difference between the original image and its opening and closing versions in Eq. (5) and Eq. (6), it is 

clear that the top-hat transform can extract the brighter features and the bottom-hat transform can 

extract the brighter features. 

After we obtained the top-hat and bottom-hat of the image, we combined the image and its top-hat and 

bottom-hat transformed versions to create an enhanced image: 

new top bottomI I I I                                                                        (7) 

The top-hat transform extracts the peaks and ridges which were removed by the opening operation, 

thus adding these features to the original image is able to enhance brighter structures; on the other 

hand, the bottom-hat transform extracts the valleys and troughs which were removed by closing 

operation, thus subtracting these features is able to enhance the darker structures (i.e., made the darker 

features even darker). 
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2.4 Contrast limited adaptive histogram equalization 

Pizar et al. [15] proposed the “Contrast limited adaptive histogram equalization” (CLAHE) as the 

improved version of adaptive histogram equalization (AHE). The AHE computes the histogram of a local 

window centered to determine the mapping function for the local region, which results in local contrast 

enhancement. However, AHE may amplify the noise in homogeneous region due to the large slope of 

mapping function. On the contrary, the CLAHE restricts the slope of mapping function which is able to 

reduce the undesired amplification of noise in homogeneous region. Since there are many 

homogeneous regions in medical images, thus the CLAHE is suitable for enhancing medical images. 

First, the image is divided into several non-overlapping regions with equal size, and the histograms of 

each region are then calculated. To restrict the slope of mapping function, the clip-limit β is defined as 

follows: 

 1 1
256 100

max

M
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                                                                   (8) 

where M is the number of pixels in a region, α is the clip factor within the range of [0, 100], and smax is 

the maximum slope which is typically in the range of [1, 4]. The histogram bins with the pixel counts 

exceeding the clip-limit are redistributed to all bins equally, as shown in Figure 3. This process will 

repeat until there is no histogram bin with pixel count exceeding the clip-limit. Next, the redistributed 

histograms of each region are used to compute their own mapping functions for the traditional 

histogram equalization. Finally, each pixel of image is obtained by using bilinear interpolation based on 

its remapped values from mapping functions of neighbor regions. For more details of CLAHE, please 

refer to [15]. 

 

Figure 3. The illustration of histogram redistribution in CLAHE. (a) The original histogram. (b) The 
redistributed histogram. 

3 Results and Discussions 

3.1 Experimental setup 

In the experiments, we test five X-ray images with low contrast, as shown in Figure 4, to evaluate the 

performance of different methods. We evaluated the performance of noise removal and contrast 

enhancement independently since the noise removal and contrast enhancement are two separate 

issues. To evaluate the performance of noise removal, we tested three cases: (1) adding the Gaussian 

noise with standard deviation 10 to the images; (2) adding the salt-and-pepper noise with probability 

10% to the images; (3) adding both the noises to the images. We compared our method with adaptive 

median filter, bilateral filter, and the method proposed by Kurt et al. [3], in the experiments of noise 
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removal. Then we compared our method with AHE and CLAHE in the experiments of contrast 

enhancement. The parameters in our method are: T1 = 8, T2 = 3,  = 2,  

 = 12, smax = 4, and α = 1, respectively. We fixed all the parameters for all the images in the 

experiments. 

 

Figure 4. The test images used in the experiments. 

3.2 Evaluation of noise removal 

To evaluate the results objectively, we use two quantitative indexes, which are peak signal-to-noise ratio 

(PSNR) and structural similarity (SSIM), in the noise removal experiments. These two indexes are 

computed as follows: 
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where X is the denoised image and Y is the original image; MSE(·) is the mean square difference 

between two images; N is the number of pixels; i is the pixel index; µx,i and  µy,i are the mean values of a 

local window centered at pixel i;  and  are standard deviations, and  is the covariance; c1 and 

c2 are constants. 

We first tested the images with Gaussian noise. Table 1 and Table 2 show the PSNR and SSIM of the 

images denoised by different methods. Bilateral filter is able to deal with the Gaussian noise, therefore, 

the PSNR and SSIM is higher than the other two. Our method combines the adaptive median filter and 

bilateral filter such that the results of our method are close to the results of bilateral filter. 

Table 1. PSNR (dB) of the denoised images with Gaussian noise 

Images 
Adaptive 
median 

filter 

Bilateral 
filter 

[3] 
Our 

method 

1 35.04 41.72 36.81 41.40 

2 35.22 42.10 40.16 42.11 

3 35.10 41.95 40.36 41.96 

4 35.70 38.87 36.19 38.66 

5 35.29 39.61 35.63 41.73 

Average 35.27 40.85 37.83 41.17 
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We then tested the images with impulsive noise, i.e., salt-and-pepper noise. Table 3 and Table 4 show 

the PSNR and SSIM of the images denoised by different methods. In this case, the adaptive median filter 

outperforms the other two. Since our method contains the adaptive median filter, therefore, in this case, 

the performance of our method is very close to the adaptive median filter. 

Table 2. SSIM of the denoised images with Gaussian 
noise 

Table 3. PSNR (dB) of the denoised images with salt-and-
pepper noise 

 

Images 
Adaptive 
median 

filter 

Bilateral 
filter 

[3] 
Our 

method 

1 0.8017 0.9683 0.9341 0.9686 

2 0.7754 0.9315 0.9026 0.9339 

3 0.8028 0.9602 0.9469 0.9617 

4 0.8410 0.9165 0.8779 0.9145 

5 0.8437 0.9661 0.9492 0.9662 

Average 0.8129 0.9485 0.9221 0.9490 

Images 
Adaptive 
median 

filter 

Bilateral 
filter 

[3] 
Our 

method 

1 52.32 24.57 26.44 51.42 

2 55.36 25.40 31.96 52.80 

3 55.70 25.12 29.43 53.40 

4 46.11 24.77 29.15 45.71 

5 43.15 25.34 31.21 43.01 

Average 50.53 25.04 29.64 49.27 
 

Table 4. SSIM of the denoised images with salt-and-pepper noise 

Images 
Adaptive 
median 

filter 

Bilateral 
filter 

[3] 
Our 

method 

1 0.9982 0.7240 0.8336 0.9973 

2 0.9975 0.6881 0.9377 0.9955 

3 0.9981 0.7129 0.9074 0.9966 

4 0.9889 0.9165 0.8697 0.9870 

5 0.9973 0.6959 0.9346 0.9961 

Average 0.9960 0.7475 0.8966 0.9945 
 

Finally, we tested the images with mixed noises. Table 5 and Table 6 show the PSNR and SSIM of the 

results of different methods. In this case, our method significantly outperforms the other three methods 

since we combine the adaptive median filters and bilateral filter such that even the mixed noise can be 

removed effectively without distorting the image structure. Our method obtained averaged PSNR 40.49 

dB and averaged SSIM 0.9469, which outperforms the PSNR of adaptive median filter (35.92 dB) and the 

SSIM of [3] (0.8655). For visual evaluation, Figure 5 shows an example of the denoised results in the 

mixed-noise case. We can observe that our method obtain the result with least noise which is most 

similar to the original image. 

Table 5. PSNR (dB) of the denoised images with mixed 
noise 

Table 6. SSIM of the denoised images with mixed noise 

Images 
Adaptive 
median 

filter 

Bilateral 
filter 

[3] 
Our 

method 

1 36.06 24.70 26.87 41.22 

2 36.28 25.41 31.32 42.05 

3 36.19 24.92 30.04 41.83 

4 35.68 25.10 30.04 37.80 

5 35.41 25.53 31.66 39.55 

Average 35.92 25.13 29.99 40.49 
 

Images 
Adaptive 
median 

filter 

Bilateral 
filter 

[3] 
Our 

metho
d 

1 0.8395 0.7126 0.8216 0.9684 

2 0.8144 0.6418 0.8692 0.9368 

3 0.8408 0.6771 0.8882 0.9617 

4 0.8417 0.6762 0.8329 0.9019 

5 0.8481 0.6911 0.9158 0.9657 

Average 0.8369 0.6798 0.8655 0.9469 
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Figure 5. The denoised results. (a) The original image. (b) The image with mixed noise. (c) Image denoised by 

adaptive median filter. (d) Image denoised by bilateral filter. (e) Image denoised by [3] (f) Image denoised by our 
method. 

3.3 Evaluation of contrast enhancement 

A typical way to compare the contrast enhancement is visual evaluation. Figure 6 shows the enhanced 

images of different methods. We can observe that the AHE results in over-contrast images, which is not 

the desired results; on the contrary, CLAHE and our method are able to obtain visually satisfactory 

results. By applying the mathematical morphology before contrast enhancement, our method can 

obtain more details such as edges and textures than the CLAHE. 
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Figure 6. The images enhanced by different methods. (a) The original images. (b) The results of AHE. (c) The 

results of CLAHE. (d) The results of our method.   

To evaluate the contrast enhancement objectively, we applied the “absolute mean brightness error” 

(AMBE) [22] as the quantitative index to compare the results of different methods. The AMBE is defined 

as follows: 

1

1 N

i i

i

AMBE I O
N 

                                                                      (11) 

where N is the number of pixels in the image;  and  are the mean values of  a local window with size 

5 × 5 centered at i-th pixel in the enhanced image and original image, respectively. The AMBE computes 

the averaged difference of mean brightness between the original image and the enhanced one. Ideally, 

the contrast enhancement should preserve the same mean brightness of an image. Therefore, the lower 

AMBE represents less brightness bias. Table 7 shows that the AHE has much higher AMBE than the 

CLAHE and our method since the over-contrast problem in the homogeneous regions. Our method 

obtained only slightly higher AMBE than CLAHE, therefore, we need another index, EME, to compare the 

performance of contrast enhancement. 
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Table 7. AMBE of the different methods for contrast 
enhancement 

Table 8. EME comparisons 

Images AHE CLAHE 
Our 

method 

1 82.4412 22.3001 24.0573 

2 59.5952 18.5297 19.2049 

3 61.6608 27.9984 29.7133 

4 62.9189 30.3828 32.5923 

5 45.3140 19.0869 19.8624 

Average 62.3860 23.6596 25.0860 
 

Images 
Original 
image 

CLAHE 
Our 

method 

1 15.5255 28.5173 34.3282 

2 12.2870 19.0951 24.1989 

3 10.8004 23.4589 29.2741 

4 22.5410 35.9354 46.9401 

5 14.8050 26.7551 33.2626 

Average 15.5255 28.5173 34.3282 
 

 

The EME is defined as follows: 

1

1
20 ln

K
i,max

i i,min

I
EME

K I

  
     

  
                                                               (12) 

where the image is divided into K non-overlapping blocks with equal size m × m (we set m = 32 in this 

paper),  is the maximum value of the i-th block, and  is the minimum value of the i-th block. 

The EME averages the contrast of all the local regions to represent the contrast of whole image, which 

means the higher EME, the better contrast of image. Table 8 shows that our method obtained the 

images with significantly higher EME than the original images and the images enhanced by CLAHE. 

4 Conclusions 

In this paper, we have proposed an algorithm with capability of noise reduction and contrast 

enhancement for X-ray images. The noise reduction part combines the adaptive median filters and 

bilateral filter to deal with the mixed noise. Then we apply the mathematical morphology followed by 

CLAHE to enhance the contrast with more details such as edges. The experiments show that our method 

is able to obtain averaged PSNR 40.49 dB and averaged SSIM 0.9469 in the mixed noise case; for the 

contrast enhancement, our method is able to obtain higher EME values than CLAHE, which means the 

images enhanced by our method have better contrast than the images enhanced by CLAHE. 
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