
 
 

 

Medical Image Compression using DCT and DWT Techniques 

Gullanar M. Hadi 
College of Engineering-Software Engineering Dept. 

Salahaddin University-Erbil, Iraq 
gullanarm@yahoo.com 

ABSTRACT 

In this paper we used DCT (Discrete Cosine Transform) and DWT (Discrete Wavelet Transform) to 
achieve optimal compression ratio for two types of medical images (CT scan and MRI) with keeping 
good quality of these images. In 2D- DCT; the image is broken up into blocks of n × m pixels pxy (with 
n=m= 8 typically), and then 2D- DCT is used to produce a block of n × m DCT coefficients for each 
block of pixels, the result coefficients are quantized, which must result in lossy but highly efficient 
compression ratio . The important feature of the DCT the feature that makes it so useful in data 
compression, is that it takes correlated input data and concentrates its energy in just the first few 
transform coefficients. For the same images we used DWT method, and then compare their results to 
choose the best method for compressing medical image with good quality. The compression 
algorithms programmed and tested to achieve the goal of reducing the file size (i.e., good 
compression ratio) using Matlab (R2008a).The conclusion part in this paper explain the results. 
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1 Introduction  
In computer science and information theory, data compression, source coding, or bit-rate reduction 
involves encoding information using fewer bits than the original representation. Compression is 
useful because it helps reduce resources usage, such as data storage space or transmission capacity. 
Because compressed data must be decompressed to use, this extra processing imposes 
computational or other costs through decompression. Compression can be either lossy or lossless as 
follows: [1] [2] Lossless compression reduces bits by identifying and eliminating statistical 
redundancy, where redundancy in information theory is the number of bits used to transmit a 
message minus the number of bits of actual information in the message. Lossless data compression 
make use of data compression algorithms that allows the exact original data to be reconstructed from 
the compressed data. No information is lost in lossless compression. This can be contrasted to lossy 
data compression, which does not allow the exact original data to be reconstructed from the 
compressed data. Also lossless compression is used when it is important that the original and the 
decompressed data be identical, or when no assumption can be made on whether certain deviation is 
uncritical. Typical examples are executable programs and source code. 

Some image file formats, notably PNG, use only lossless compression, while others like TIFF and MNG 
may use either lossless or lossy methods. GIF uses a lossless compression method, but most GIF 
implementations are incapable of representing full color, so they quantize the image (often with 
dithering) to 256 or fewer colors before encoding as GIF. Color quantization is a lossy process, but 
reconstructing the color image and then re-quantizing it produces no additional loss. On other hand, 
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WebP is a new image format that provides lossless and lossy compression for images on the web. 
WebP lossless images are 28% smaller in size compared to PNGs. WebP lossy images are 25-34% 
smaller in size compared to JPEG images. [3] Lossless data compression is used in many applications. 
For example, it is used in the popular ZIP file format and in the UNIX tool gzip. It is also often used as a 
component within lossy data compression technologies.  

Lossy compression reduces bits by identifying unnecessary information and removing it. The process 
of reducing the size of a data file is popularly referred to as data compression, although it’s formal 
name is source coding (coding done at the source of the data before it is stored or transmitted). A 
lossy data compression method is one where compressing data and then decompressing it retrieves 
data that may well be different from the original, but is "close enough" to be useful in some way. 
Lossy data compression is used frequently on the Internet and especially in streaming media and 
telephony applications. These methods are typically referred to as codecs in this context. Most lossy 
data compression formats suffer from generation loss: repeatedly compressing and decompressing 
the file will cause it to progressively lose quality. This is in contrast with lossless data compression. 

2 Why do We Need Image Compression? 
In case of image compression: As an activity, digital image processing generally creates significant 
numbers of large files containing digital image data. Very often, these must be archived or exchange 
among different users and system. This call for efficient methods for the storage and transfer of 
digital image data files. 

-Since digital images, by their nature, are quite data intensive, reducing their size can produce 
solutions that are more ambitious than would otherwise be practical .by eliminating redundant or 
unnecessary information, Image compression is the activity that addresses this aim. 

-Digital image coding and compression is concerned with the minimization of the memory needed to 
represent and store a digital image. And the term data compression refers to the process of reducing 
the amount of data required to represent a given quantity of information. It is well known that raw 
digital images occupy a large amount of memory. For example 1024 x 1024 color image requires 3 MB 
of memory for its storage ( 1024 x 1024 x 3 bytes /pixel ). 

3 Error Metrics 
This article demonstrates the compression and uncompressing of a grayscale image (i.e. Medical 
images and other type) and computed MSE and PSNR error values using the 'spiht' compression 
method. See wcompress function in matlab. [5] 

Two measures are commonly used to quantify the error between two images: the Mean Square Error 
(MSE) and the Peak Signal to Noise Ratio (PSNR) which is expressed in decibels to achieve desirable 
compression ratios. The MSE is the cumulative squared error between the compressed and the 
original image, whereas PSNR is a measure of the peak error 

The mathematical formulae for the two are: [1], [4], and [5] 

 
     (1) 

 
(2) 
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Where I (i, j) is the original image, I'(i, j) is the approximated version (which is actually the 
decompressed image) and M, N are the dimensions of the images. A lower value for MSE means 
lesser error, and as seen from the inverse relation between the MSE and PSNR, this translates to a 
high value of PSNR. Logically, a higher value of PSNR is good because it means that the ratio of Signal 
to Noise is higher. Here, the 'signal' is the original image, and the 'noise' is the error in reconstruction. 
So, if you find a compression scheme having a lower MSE (and a high PSNR), you can recognize that it 
is a better one. [4] 

3.1 Mean Square Error (MSE) 
Mean square error is a criterion for an estimator: the choice is the one that minimizes the sum of 
squared errors due to bias and due to variance. The average of the square of the difference between 
the desired response and the actual system output. As a loss function, MSE is called squared error 
loss. MSE measures the average of the square of the "error. The MSE is the second moment (about 
the origin) of the error, and thus incorporates both the variance of the estimator and its bias. For an 
unbiased estimator, the MSE is the variance. In an analogy to standard deviation, taking the square 
root of MSE yields the root mean squared error or RMSE. Which has the same units as the quantity 
being estimated. For an unbiased estimator, the RMSE is the square root of the variance, known as 
the standard error. [4] 

 
(3) 

Where m x n is the image size and I (i, j) is the input image and K (i, j) is the retrieved image, where 
the simple image statistics (sample mean, and sample variance) represented as follows: 

The sample mean (mA) of an image A (N x M): [6] 

          
(4) 

 
(5) 

The sample standard deviation is,  

3.2 Peak Signal-to-Noise Ratio (PSNR): 
It is the ratio between the maximum possible power of a signal and the power of corrupting noise 
.Because many signals have a very wide dynamic range, PSNR is usually expressed in terms of the 
logarithmic decibel scale. The PSNR is most commonly used as a measure of quality of reconstruction 
in image compression etc. It is most easily defined via the mean squared error (MSE) which for two 
m×n monochrome images I and K where one of the images is considered noisy.[1],[ 4 ],[5] 

 
 

(6)  

 

Here, MAXi is the maximum possible pixel value of the image. When the pixels are represented using 
8 bits per sample, this is 255. More generally, when samples are represented using linear PCM with B 
bits per sample, MAXI is 2B-1.Typical values for the PSNR in Lossy image and video compression are 
between 30 and 50 dB, where higher is better. PSNR is computed by measuring the pixel difference 
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between the original image and compressed image. Values for PSNR range between infinity for 
identical images, to 0 for images that have no commonality. PSNR decreases as the compression ratio 
increases for an image. For more detail see ref. [1] p/465 

4 2D Discrete Cosine Transform (DCT) for Image Compression 
The important feature of the DCT, the feature that makes it so useful in data compression, is that: it 
takes correlated input data and concentrates its energy in just the first few transform coefficients. If 
the input data consists of correlated quantities, then most of the n transform coefficients produced 
by the DCT are zeros or small numbers, and only a few are large (normally the first ones). See 
equation (7). 

In this paper, however, we discussed image compression which is based on the two-dimensional 
correlation of pixels (a pixel tends to resemble all its near neighbors, not just those in its row) see 
equation (8). This is why practical image compression methods use the DCT in two dimensions. The 
image is broken up into blocks of n × m pixels (with n=m= 8 typically), and Equation (8) is used to 
produce a block of n × m DCT coefficients (DC coefficient) for each block of pixels. The coefficients are 
then quantized, which results in lossy but highly efficient compression. [7][8] 

 

where 

 

 

(7) 

 
 

 
(8) 

For 0 ≤ I ≤ n-1 and 0 ≤ j ≤ m-1 and for Ci and Cj defined by Equation (7). The first coefficient G00 is 
again termed the “DC coefficient” and the remaining coefficients are called the “AC coefficients. 
“The decoder reconstructs a block of quantized data values by computing the IDCT whose 
definition is: [7], [9] 

 
(9) 

We now show one way to compress an entire image with the DCT in several steps as follows:  

1. The image is divided into k blocks of 8×8 pixels each. The pixels are denoted by Pxy. If the number of 
image rows (columns) is not divisible by 8, the bottom row (rightmost column) is duplicated as many 
times as needed.  

2. The DCT in two dimensions [Equation (8)] is applied to each block Bi, also see java code (figure 1).  

We illustrate the performance of the DCT in two dimensions by applying it to one block of 8×8 values. 
The results are DCT coefficients , then quantized these coefficients after that we calculate the size of 
the quantized image to get compression ratio (1- compressed image size/original image size).see 
Table 1(a,b,c,d) [1] , and the java code (figure 1) to calculate 2D DCT results. 
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Table 1: Two -Dimensional DCT of a Block of Correlated Data [taken from Ref. [1]]

 

 

 

Figure 1: java code to calculate 2D DCT 

5 Wavelet Transform 
This article demonstrates the compression and un compression of a grayscale image (i.e. Medical 
images of CT and MRI types) and computed MSE and PSNR error values using the 'spiht' compression 
method. See wcompress function details in Matlab. [5] 

Where, set partitioning in hierarchical trees (SPIHT) is an image compression algorithm that exploits 
the inherent similarities across the sub bands in a wavelet decomposition of an image. It is the 
powerful wavelet-based image compression method. The algorithm codes the most important 
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wavelet transform coefficients first, and transmits the bits so that an increasingly refined copy of the 
original image can be obtained progressively. For more details see Ref. [10]. 

The structure of the wavelet transform based compression is shown in figure 2 below: [9] [11] 

 

Figure 2: The structure of the wavelet transform based compression 

6 The Results  

6.1 Wavelet method results for CT-Scan medical image of brain (.jpg) 

 

6.2 Wavelet method results for MRI medical image of Spine (.jpg) 
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Table-1 results using Wavelet method for CT-Scan and MRI images 

 
      *CR = (original image size - compressed image size)/original image size*100% 

6.3 Results using Discrete Cosine Transform (DCT) method for CT Brain image 
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(a) (b) 

  

(c) (d) 
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Table-2 results using DCT method for CT and MRI images 

 

 

7 Conclusion 
According to the results in the table below, the conclusions are: 

1- Wavelet compression method for both CT and MRI images is better than DCT compression 
method. 

2- In MRI images, the compression ratio is high using wavelet method, it is twice than the 
compression ratio of CT-Scan images. 
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3- The MSE and PSNR are approximately the same in both compression methods (wavelet and 
DCT) for MRI and CT scan images. 

4- The quality of compressed images using wavelet is better than using DCT method and the 
error image is less than the error image using DCT method 

Note: the size of all images used in this article is resize to 256 x 256 pixels 
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