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ABSTRACT 

There are many real world scenarios where a portion of the image is damaged or lost. 
Restoring such an image without prior knowledge or a reference image is a difficult task. Image 
inpainting is a method that focuses on reconstructing the damaged or missing portion of 
images based on the information available from undamaged areas of the same image. The 
existing methods fill the missing area from the boundary. Their performance varies while 
reconstructing the structure and texture present in the image and majorly fails for larger 
inpainting area. This paper attempts to segregate the structure and texture using Laplacian 
Pyramid and inpaint them separately using a top down approach. The images are inpainted 
from the lowest spatial resolution using Exemplar based image synthesis. The results are 
updated before moving to the higher resolution levels. This multi resolution process ensures 
the coarser details being filled before the finer details. The structure propagation is better since 
it is handled separately. The top down approach alleviates the traditional boundary based filling 
and breaks the single large sized inpainting region into many smaller sized ones as we move 
down the pyramid. Different types of images have been experimented and the results are 
summarized.  

Keywords: Hierarchical Digital Image Inpainting, Laplacian Pyramid, Exemplar based 
Inpainting, Multiresolution Inpainting  

1. INTRODUCTION 
In olden days, artists reconstructed the damaged paintings by propagating the colors in the 

boundary of damaged parts. This process was known as inpainting. Bertalmio et al [10] used a 
digital version of the technique to restore cracks in photos and to remove inscribed texts on 
digital images and called it as Digital image Inpainting. In general, the term image inpainting 
refers to the synthesis of the damaged, missing or hidden portion of the image in a visually 
plausible way. Inpainting is used in a primitive form in certain image editing software. They 
expect the user to specify the area to be inpainted and also specify the sample that has to be 
put in its place. Digital image inpainting requires the user to specify the area to be inpainted, 

DOI: 10.14738/aivp.21.46 
Publication Date:10th February 2014 
URL: http://dx.doi.org/10.14738/aivp.21.46 

 

mailto:s_padmavathi@cb.amrita.edu
mailto:2%20kp_soman@amrita.edu


S. Padmavathi and K. P. Soman; Laplacian Pyramid based Hierarchical Image Inpainting, Advances in Image and Video Processing, Vol 2 
No 1 (2014); pp 09-22 
 

but fills it automatically using the information available in the surrounding area of the same 
image. The inpainting problem is also addressed under disocclusion, object removal etc. The 
applications of inpainting includes removal of cracks from a damaged photograph, retrieving 
the damaged portions of digital paintings, removing unwanted texts and objects in a scenic 
photograph, removing the obstacles and retrieving the hidden background, removing the 
objects to create special effect etc.  

The propagation of the information into the inpainted area determines the success of the 
algorithm. The geometric and the photometric propagation which is generally called as 
structure and texture propagation poses a major challenge to inpainting algorithms. Partial 
differential equations based inpainting algorithms perform well for smaller inpainting areas. 
Texture synthesis based methods work well for larger areas but fail in geometric propagation. 
Exemplar based methods which is a kind of texture synthesis technique performs reasonably 
well for larger areas but fails in structure propagation at a larger scale. The technique presented 
in this paper is inspired by the response of Human visual system in viewing a photograph from 
various distances. When viewed from a larger distance only the coarser information in the 
image could be viewed. As the distance reduces the finer details could be seen. Hence filling in 
the coarser information and then the finer information will result in better reconstruction. The 
Phenomenon is best imitated by the image pyramid discussed by Burt and Adelson in [1], with 
the image viewed from farthest distance at the top of the pyramid and the image viewed at the 
closest distance at the bottom of the pyramid. In general the actual image forms the bottom 
and its smoothened version, forms the higher levels in the Gaussian pyramid. The spatial 
resolution reduces as we move up in the pyramid. This paper follows a top down multi 
resolution approach for filling the inpainting area which means the images are inpainted from 
the topmost level to the original image at the bottom of the pyramid. Since Gaussian pyramids 
do not preserve the structural information between the levels, Laplacian pyramids are 
considered. Laplacian pyramid is capable of synthesizing the original image from the top most 
images without any error. Apart from this it also segregates the structural information at each 
level. The technique in this paper utilizes the patch based Exemplar method as discussed by 
Crimsini et al in [25] which assigns priorities for pixel and reconstructs from the boundary 
looking for similar patches from the undamaged area. The nature of the pyramid together with 
the top down approach inherently reduces the inpainting area into many smaller regions at 
successive levels. This in turn enhances the performance of the algorithm. The paper is 
organized with the state of art in section II, the detailed discussion of the proposed method in 
section III, the experimentation and result in section IV and conclusion in section V.  

2. STATE OF THE ART 
In inpainting terminology, missing area or the damaged area is called as Ω, the known or 

undamaged area is termed as source Φ and the boundary between them is termed as δΩ as 
shown in fig. 1. The Ω will be specified as an input to the algorithm in the form of a binary 
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image called the mask. The inpainting algorithm should assign appropriate gray levels to the Ω 
such that it blends with the remaining image. The boundary δΩ, plays a major role in deciding 
the intensities in Ω. The existing inpainting algorithms are iterative and try to fill in the area 
near the δΩ until a criterion is reached.  

 

 
Fig.1. Digital image Inpainting problem  

Interpolation methods [4],[7] are the primitive methods which can be used for inpainting. In 
the interpolation method, the neighboring pixels are considered for filling the inpainting area. 
The technique gives better result for the uniform area and fails in high structured regions. 
Bertalmio et al. [12], [18] used a digital image inpainting algorithm based on partial differential 
equations (PDEs). Anisotropic diffusion[2] is applied to extent the isophote lines. Though the 
algorithm works well for small textured images, it fails in large textured images. The 
mathematical models for variational PDE are explained in detail in [22]. In [13] a convolution 
mask is used to extend the gray levels in to the inpainting area. The curvatures are extended 
into the inpainting area in [14]. Level line based inpainting is discussed in [20]. Other methods 
involving partial differential equation and concentrating on smaller structures could be found in 
[10] and [23].  

Texture based methods could be used for synthesizing images [8]. Various texture synthesis 
methods could be found from [9],[15],[16] and [19]. These methods grow a new image outward 
from an initial seed. Pyramid based texture synthesis are discussed in [3] and [6].   Texture 
synthesis based inpainting are used in [5] and [24]. Exemplar based technique for filling image 
regions are dealt in [17] and [25]. It is derived from patch based texture synthesis. The 
algorithm works by taking a patch around a pixel on the boundary and replacing it with the best 
patch found by searching in the source region. In [25] both structure and texture information is 
propagated into the mask region. Inpainting in a video sequence is discussed in [21] and fractal 
based method is discussed in [26]. 

A comparative analysis of structure and texture based methods is discussed in [27]. A 
hierarchical model using TV method is discussed in [28] which reproduces the general texture 
for a large mask but fails in reproducing finer details. A hierarchical model using wavelets is 
discussed in [30], though it reproduces the texture appropriately, it increases the overhead of 
inpainting in the four components for each level.   A hierarchical exemplar based model is 
discussed in [29]. Hierarchical filling performs better in reproducing the structure and texture but 
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results in distortion due simple subsampling process. The advantage of hierarchical filling is used 
in this paper in an efficient way by segregating structure and texture with an overhead much less 
when compared to Wavelet based method. 

3. INPAINTING USING LAPLACIAN PYRAMID 
Image pyramids are suitable for multi resolution image processing. The general structure of 

image pyramid is shown in Fig.2 with the image of size N x N, at the base of the pyramid. The 
lower resolution images forms the higher layers of pyramid and the lowest resolution image at 
the apex. Generating the pyramid from the bottom is called as decomposition while generating 
from the top is called as synthesis. For hierarchical inpainting, the image and the area to be 
inpainted is represented at different resolution levels. The Inpainting algorithm is applied in a 
top down manner starting from the apex of the pyramid; the results are updated in the layer 
immediately below it. This process continues until the base image is inpainted. Usually the 
inpainting process uses only few layers from the base depending on the mask size.   

 
Fig.2. Image Pyramid  

The main success of inpainting algorithm relies on the segregation of the structure and 
texture. A blurring process reduces the structural information in an image. When a sampling 
process is done on it, it forms the layers of a Gaussian pyramid. The difference of blurred 
version and the image is expected to give the structural information. This is generally called as 
the Laplacian. The loss of data between the levels should be minimal to avoid the additional 
error incurred by the sampling. Separating the structure from the texture and handling them 
individually improves the quality of the inpainting algorithm. These requirements makes the 
Laplacian pyramid a better choice. The Laplacian pyramid has the Gaussian image at the apex 
and the Laplacian images at other layers. Inpainting in Laplacian pyramid is carried out in two 
different ways depending on the Gaussian used for synthesizing. Another method using 
Gaussian and Laplacian at each level is also experimented. 
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3.1 Inpainting With One Gaussian 
In the first method the image is blurred level number of times (say ‘j’) and each time it is 

down sampled and subtracted from the unblurred version to get the Laplacian. Finally the 
pyramid consists of Laplacian images with size varying from N x N at level 0 to N/2j x N/2j at 
level ‘j’. It has a Gaussian image which is blurred ‘j’ times and is of size N x N. The mask pixels 
are extracted and maintained separately for each level. Inpainting algorithm is applied to the 
topmost Laplacian and the results are updated in the layer below. The algorithm stops after 
inpainting the Gaussian once and adding it to the base Laplacian.  

In the second method, formation of the Laplacian pyramid remains the same as described 
before, but the Gaussian in this case is a single blurred version of the original image. Hence the 
pyramid consists of Laplacian images with size varying from N x N at level 0 to N/2j x N/2j at 
level ‘j’ and a Gaussian image which is blurred once and is of size N x N. Inpainting algorithm is 
similar to the previous method. Both the method described above introduces additional cost of 
inpainting the Laplacians at each level. Since the inpainting is done in a top down manner and 
the pixels inpainted at higher levels of pyramid are not repainted in the lower levels, the 
computational cost incurred due to multi resolution processing is thus reduced effectively. 
Moreover updating lower levels with the inpainted results of the higher level provides more 
interior pixel effectively breaking down the single large sized mask into many smaller sized 
ones. Many inpainting algorithms are efficient for smaller sized masks. 

3.2  Inpainting With Multiple Gaussian 
In this method the Gaussian and the Laplacian at each level is maintained in the pyramid. 

Hence the pyramid consists of ‘j+1’ Laplacian and ‘j+1’ Gaussian images. The images at the ‘jth’ 
level of the pyramid is of size N/2j x N/2j. The algorithm inpaints top most layer of Gaussian and 
the Laplacian. The result of the Laplacian is updated to the layer below while their combined 
results are used to update the Gaussian in the layer below. The algorithm proceeds until the 
base level. This inpainting cost doubles when compared to the previous method, but the 
combination of structure and texture at each level result in better reconstruction. 

3.3  Inpainting Algorithm 
At each level of the pyramid Exemplar based inpainting is applied to the mask pixels. In this 

method a sub window called patch (ψp) centered on a pixel ’p’ at δΩ is chosen for inpainting. 
This sub window encompasses certain pixels from Φ and certain other pixels from Ω. The 
source region (Φ) is queried for similar pixels as that of known pixels in the sub window. The 
closest match provides the values for the unknown pixels in the patch. The Boundary δΩ and 
the mask pixels Ω are updated and the process continues until all mask pixels are assigned 
values. The process of Exemplar based inpainting is illustrated in Fig. 3. The selection of patches 
plays a crucial role in the quality of inpainting. The presence of more known pixels and the 
patch centered on a structure are primary concern in the selection process. The Confidence 
term C(p) and the Data term D(p), as coined by Crimsini et al[25]. are used for this purpose.  
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Fig.3. Exemplar based Inpainting  

The algorithm for Laplacian pyramid based hierarchical inpainting is as follows: 

1. Accept the area to be inpainted(mask) from the user through color, area 
selection or mask file 

2. Generate the Pyramid as specified in section 3.1 and 3.2 
3. Compute the mask pixels at each layer. 
4. Initialize the confidence term for the mask pixels to zero. 
5. Compute the priority of the patches of the top most layer as given by Eqn (1) 

     P(p) = C(p) * D(p)                                        (1) 

Where C(p) and D(p) refers to the confidence term and data term of the patch (ψp) 
centered at pixel ‘p’. They are calculated using Eqn(2) and Eqn(3) respectively 

               C(p) =  
∑ 𝐶(𝑞)𝑞∈𝜓𝑝∩Ω

|𝜓𝑝|
                                        (2) 

            Where |ψp| is the cardinality of the patch. 

       D(p) = |∇𝑝┵  .np|    
𝛼

                                                       (3) 

Where ∇𝑝┵   is the isophote which is orthogonal to the gradient ∇𝑝  , α is the 
normalization factor, np is the normal vector to the contour δΩ at p 

6. Choose the patch Ψp with the maximum priority as in equation (4), 

 p = arg max p for all P(p)      (4). 

7. Find the best matching patch Ψq Є Φ in source region that minimizes d(Ψ p; Ψ q), 
where d is the Sum of Squared Distance(SSD). 

8. Copy image data from Ψ q to Ψ p for all pixels belonging to the target region Ω. 
9. Update C(p) and the D(p) for the newly filled pixels. 
10.  Repeat steps 5 to 9 until all target pixels in the current level are filled. 

11. Update the pixel values in the layer below and update the mask pixels. 

12. Repeat step 4 to 11 until the base of the pyramid is inpainted. 
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4. EXPERIMENTAL RESULTS 
Images consisting of different textures and structures are considered for experimentation. 

Isotropic diffusion based methods perform well in smooth areas; anisotropic diffusion based 
methods and Partial differential equation based method perform well for smaller inpainting 
regions but fail for larger inpainting area. Texture synthesis based methods perform well for 
larger regions but fails to propagate the structure. Exemplar based method performs well in 
natural images but fails in larger structure propagation. The performance of inpainting with 
multiple Laplacian and Gaussian is compared with the existing method for a textured image in 
Fig 4.  The left most image represents the image with a large mask and the results of anisotropic 
diffusion method, Total variation method, exemplar based method and the proposed method 
are listed to its right in the order specified.  

     
(a)Image with 

mask 
(b)Anisotropic 

diffusion 
(c)Total variation (d)Exemplar (e) Multiple 

Laplacian 
Fig. 4 : Comparison with existing methods 

The result of exemplar based method on a natural image is shown in Fig. 5a. A similar image 
with the mask area in white color is shown in Fig 5b. The result of a hierarchically inpainted 
image is shown in Fig 5c. The result of inpainting using Gaussian pyramid upto 2 levels is shown 
in Fig.6. The image with mask and the inpainted result from first and second level are shown in 
the order from left to right. 

   

(a). Exemplar based method (b). Similar image with mask (c). Hierarchically inpainted 

Fig. 5 : Comparison of exemplar method with hierarchical method 
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It is clear from the picture that its performance drops as we move up in the pyramid. The 
method using single Gaussian had varied response among different images. When the Gaussian 
that is blurred j times and all the Laplacians were used, the  images with linear structures were 
not constructed properly, the overall texture construction was better. It also reduced the 
sharpness in a reconstructed image. The results on various images are shown in Fig 7(a) 
through (e). When all the Laplacians and the original image was used for inpainting the blurring 
was avoided but the overall reconstruction in a textured image was not upto the mark. Some of 
the results on similar images are shown in Fig 8 (a) through (e). 

 
Fig. 6 : Inpainting with Gaussian Pyramid 

 

                (a)                          (b)                              (c)                          (d)                                (e) 

Fig. 7(a)-(e)  : Inpainting using single Gaussian (blurred) 

 

            (a)                       (b)                                 (c)                                     (d)                             (e) 

Fig.8(a)-(e) : Inpainting using single Gaussian (Original) 

When the Laplacian and Gaussian at each level are inpainted separately and their combined 
results were updated to the lower level in the pyramid, the structure and texture 
reconstruction was better. The result of Inpainting the Laplacian and Gaussian at each level for 
an image is shown in Fig 9. The area is selected by the user for inpainting. The number of levels 
were fixed as 3 for this case. The Gaussian and Laplacian are inpainted at level three and given 
as input to level 2, where some portions are inpainted and given to level 1 as illustrated in 
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Fig.10. Though the images are of different size they are shown in same scale for ease of 
comparison.  

 

 
Fig.9 : Inpainting using multiple Gaussian  
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Fig. 10 : Inpainting using multiple Gaussian atLevel 2  

The Size and the spread of the Gaussian filter used for generating the pyramid also 
contributes to the quality of the reconstructed image. The reconstructed images with various 
window sizes and spreads are shown in Fig. 11. The reconstructed image with window size 5x5 
and spread of 0.3 is shown in Fig.11a; window size 5x5 and spread 0.9 in Fig11b; window size 
9x9 and spread 0.5 in Fig11c and window size 9x9 and spread 0.9 in Fig11d. 

    
(a) (b) (c) (d) 

Fig. 11 (a)-(d): Inpainted images with various window size and Spread 

As the spread increases the blurring in the reconstructed image also increases. When the 
window size increases the larger structures are reconstructed properly but it may introduce 
noisy textures whose visibility is less in a natural scenary images but is clearly visible in fixed 
shape images. Smaller window sizes degrades the structure reconstruction and also introduces 
the noisy textures in fixed shape images. The Choice of the window size is majorly influenced by 
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the nature of the image. For the test data that has been considered a spread of 0.5 and a 
window size of 5x5 gave good results. The number of levels used for inpainting is influenced by 
the size of the area to be inpainted. Inpainting upto level 3 proved sufficient for the data set. 
The rectangular patch being considered affects the all exemplar based inpainting while 
inpainting curved areas. The effects are predominant for images with few fixed shapes and 
colors. The result of inpainting an oval area is shown in Fig 12 (b)-(f). The original image with 
the area to be inpainted indicated in black is shown in Fig12(a). The inpainted image using 
Exemplar based method, Laplacian pyramid with blurred Gaussian, Laplacian pyramid with 
unblurred Gaussian, Laplacian pyramid with multiple Gaussians with  5x5 window size, 0.3 
spread and 9x9 window  size, 0.5 spread is shown in Fig 12 (b),(c),(d),(e) and (f) respectively. 

      
(a) (b) (c) (d) (e) (f) 

Fig. 12 (b)-(f): Exemplar based Inpainted images for Oval area shown in (a) 

5. CONCLUSION 
Inpainting an image requires the proper reconstruction of the structures and textures. 

Parital Differential equation based methods fail for larger inpainting areas. Texture synthesis 
based methods does not guarantee the completion of structures. The existing exemplar based 
algorithms fail in reconstructing larger structure and depends on the boundary pixels for filling 
the regions. The error occurring in the initial stage percolates to the interior regions. When 
inpainted using a Laplacian pyramid the structural and textural information are handled 
separately. Inpainting in a top down manner reduces the mask size at successive levels giving 
more known interior pixels which increases the performance of the Exemplar based method. A 
combination of structure and texture at each level is required for a perfect reconstruction 
though it consumes more time than inpainting the laplacians and a single Gaussian. The 
window size and the spread of the filter and the number of levels in the pyramid affect the 
inpainting quality and the computational cost. The choice of these parameters is influenced by 
the nature of the image and the size of the mask. The Laplacian pyramid based inpainting 
introduces noise at lower pyramids when the mask area is oval and when the image has few 
definite shapes. Exemplar based methods are limited in synthesizing the image portions that 
are existing in the surrounding and do not generate any new patterns. 
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