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ABSTRACT 

In order to stabilize a video sequence we need to find a transformation which reduces the distortion 

between frames. To find this transformation feature points must be identified in consecutive 

frames.   In order to get the correspondences between feature points Sum of Squared Differences 

(SSD) is adopted as matching cost between respective points but by this technique, many of the point 

correspondences are obtained   and they have    limited accuracy. To rectify this dilemma, Random 

Sample Consensus (RANSAC) algorithm is used which is implemented in the Geometric Transform 

function in Matlab. Utilizing the Random Sample Consensus (RANSAC) algorithm, a robust estimate of 

transformation between consecutive video frames could possibly be derived. 

In this paper RANSAC algorithm can be used to find effective inlier correspondences and afterward it 

derives the affine transformation to map the inliers in consecutive video frames. This transformation 

is capable to improve the image plane .The RANSAC algorithm is repeated multiple times and at each 

run the cost of the end result is calculated via Sum of Absolute Differences between both image 

frames. SAD measures the distortion between two frames by evaluating the similarity between image 

blocks.  On the cornerstone of SAD values, affine transform is obtained which makes the inliers from 

the initial set of points to match with the inliers from the following set. It is clear from simulation 

results, inliers correspondences gets exactly coincident which gives more favorable results. The cores 

of the images are generally well aligned. Thus by utilizing the Random Sample Consensus (RANSAC) 

algorithm, a robust estimate of transformation is obtained. 

Key term:  Video Stabilization, RANSAC Algorithm, Inlier and outliers correspondences, Affine 

Transform,s-R-t Transform 

1 Introduction  

Estimation of model parameters from an image is a critical computational problem in vision. The name 

robust estimation is given to estimations which are tolerant in the clear presence of outliers. The word 

'Outlier' means a thing that lies outside the main body or group. In technical definition, if a data 

doesn't fit in with the 'true 'model defined by the 'true 'group of parameters considering some 

threshold value, it is going to be referred to as outlier. Robust estimation targets to find a set of inliers 

from the correspondences.  RANdom SAmple Consensus abbreviated as RANSAC targets to estimate 

a mathematical model parameters based on some observations including outliners. This paradigm has 

been developed by M. A. Fischler and R. C. Bolles [1] with the goal of fitting a model to experimental 

data.  Most of robust estimation techniques, gather the maximum amount of the data  to acquire an 
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initial solution, however in contrast, RANSAC uses the minimum feasible data set and when possible, 

tries to enlarge this set with consistent data. 

RANSAC (RANdom SAmple Consensus) algorithm is widely used to detect a unique transformation by 

randomly sampling n-uplets[2]. For each one of these n-uplets, the corresponding transformation(s) 

is estimated and the adequacy of the transformation to the rest of the data is then tested. The 

transformation that maximizes this adequacy (yields the most effective consensus) is then kept. This 

process has two main advantages, first is robustness and secondly its speed. Nevertheless, its practical 

use requires the setting of several sensitive parameters. Several approaches have been proposed 

allowing the detection of multiple groups with RANSAC. These can be roughly categorized as follows. 

First strategy is always to detect all groups simultaneously by fusing the various groups found by 

RANSAC [3]. A second strategy is always to sequentially detect groups by iteratively running RANSAC 

[4]. While the practical implementation of the simple idea is non-trivial, we will advocate the usage of 

the sequential approach and detail our algorithm for the detection of multiple groups. 

2 Random Sample Consensus (RANSAC)  

The RANSAC algorithm is basically made up of two steps which are repeated in a iterative process. 

First faltering step is Hypothesis and next step is Test. 

Apriori information, that is used  in the process of fitting the model includes: 

1. Minimum quantity of points (observations) required to match the model that is also referred 

to as minimal sample sets (MSS) 

2. Minimum quantity of iterations 

3. The threshold (T) that splits the inliers from outliers along the way of hypothetical model 

testing 

4. size of data set, which completes the procedure of the iteration.  

The hypothesis step relates to the concept of the minimal sample set (MSS). The initial minimal sample 

set is randomly selected from the input dataset. The model parameters are computed using only the 

elements of the MSS. The MSS is the total amount of data (observations) needed to compute the 

parameters of the model .The first phase starts with selecting an essential and minimum quantity of 

observations of the data set. Based on these selected observations, the output model (hypothetical) 

is estimated [5]. All the remaining data is tested to match the hypothetical model. If one or both of 

selected points are burdened with outliers, then hypothetical model will not fit the rest of data. 

Therefore the algorithm will skip this model and randomly pick another set of points for another 

hypothetical model. 

In the testing step, RANSAC iteratively checks which observations of entire dataset are consistent with 

the hypothetical model[6]. This calls for determining the threshold ‘T’ which specifies the maximum 

distance from an examination point to a hypothetical model. When it fits the criterion the point is 

treated as just hypothetical inlier. The estimated model is correct when it has sufficient amount of 

points which were classified as correct observations (inliers). The most effective group of observations 

which is selected from the whole dataset is known as the consensus set (CS)[7]. 

Consider D={d1,…,dN }could be the input data set through which you want to estimate a model. If 

θ(d1…, dN) could be the parameter vector estimated by {d1,…, dh} and h is greater compared to the 

minimum amount of elements needed to estimate the model, the model space ℳ of the parameter 

vector � is going to be as follows [8]. 
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                                                       (1) 

Where θ is a parameter vector and ℱℳ   is a smooth function. Assuming condition that ℱℳ  is equal 

to zero, it will  contain all points fitting the model. The length from the datum d to the model ℳ 

represents the error [9]. Datumn with an error value greater  than certain threshold value are not 

consistent with the model. 

                                                       (2) 

So the consensus set CS is defined as: 

                                                            (3) 

Where δ is a threshold value which is often determined automatically based on some hypothesis. 

The RANSAC Algorithm could be summarized while the follows: 

1. In the first step of RANSAC paradigm, Minimal Sample Sets (MSSs) are chosen from from 

sample of random data points(S),  from which the model  is investigated. 

2. In second step the paradigm introduces Consensus Set (CS) of the sample. This Consensus Set 

(CS) is termed as Si. Actually �� offers the inliers of S. Inliers selection is based on a distance 

threshold value T1 of the model. 

3. In third step of the paradigm another threshold value T2 is introduced. If there are more inliers 

than the value of T2, all of the points in �� should be used to re-approximate the model. 

4. If there is less number of inliers than the value of T2, a brand new subset should be selected 

and the previous steps will be repeated. 

The procedure will continue for N trials and finally the biggest consensus set �� is chosen. All of the 

points in this set are again used to re-approximate the model.Fig.1 demonstrates different steps of 

RANSAC. 

 
                               

Figure.1: Fundamentals of RANSAC Iteration 

2.1 Amount of Iterations to estimate the true model  

Sampling of Minimal sample set(S) can result in precise approximation of model parameters, 

which   has the probability q, which means probability of sampling a MSS containing one or more 

outliner will be 1-q [10]. If we Sample h MSSs then the probability that all of them contain outliers is 
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(1−�)ℎ .The requirement  is to decide  number of iterations large enough to reduce the probability 

(1−q)ℎ less than the usual threshold value, in a way that 

 
(4) 

 

Where h is quantity of minimum sample spaces (MSS) 

ε - Likelihood of incorrect identification of the model, 

q - Likelihood of constructing a MSS containing just inliers   

Therefore the threshold value for iterations may be set to: 

 

                              

(5) 

 

If the probabilities of selecting each elements of the dataset are equal, then probability of constructing 

a MSS containing just inliers is given by equation (6). 

 

 (6) 

 

Where q- probability of constructing a MSS containing just inliers. 

Ni - quantity of points that belong to the consensus set (total quantity of inliers) 

N - Total quantity of points 

k - Minimal quantity of data needed to define the model. 

2.2 Example of Using RANSAC  

In this section we present a good example of using RANSAC paradigm to find a line fitting for many of 

points as in Fig.2 (a). The minimum amount of required points to form a line is two, so in first step, 

algorithm selects two random points as MSS and estimates the line passing through them as shown in 

Fig.2 (b). Then error function is calculated and points in the certain threshold value are selected. This 

loop will  be repeated for many iteration until the model containing the maximum  amount of inliers 

is available as shown in fig.2(c). 

   

(a) (b) (c) 

Figure.2 Using RANSAC to find a  Line Passing a number  of Points 
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2.3 Maximum Likelihood Estimation Sample Consensus (MLESAC) and M-

estimator Sample Consensus (MSAC)  

If in RANSAC algorithm the threshold value determining inliers is considered very high, the robust 

estimation will soon be poor. Then for improving the quality of the consensus set M-estimator Sample 

Consensus (MSAC) is used [11]. 

Considering two images corrupted by zero mean Gaussian noise with standard deviation then 

probability density function of data will soon be as follows. [12] 

                           (7) 

Where D represents the matches set 

n   is number of correspondences 

M could be the transformation between both images. 

The following equation represents the negative logarithm of likelihood for all correspondences [13]. 

                        (8) 

Defining the function C as a cost function, RANSAC algorithm finds the minimum value by utilizing 

following equation. 

                                                         (9) 

Where	�  is  robust error term which is  given by 

                                             (10) 

So by increasing the value of �2 there will be more solutions with same value of C which results in poor 

estimation. Choosing T large enough, most of the matches will be inliers. We are able to minimize a 

new cost function instead of minimizing C. 

 

(11) 

It can be seen that outliers are given a fixed penalty nevertheless now inliers are scored how well they 

fit the data. The implementation with this new method is named as MSAC (m-estimator sample 

consensus). 

 

3 Simulation Results 

The procedure of matching inliers correspondences and video stabilization is explained in following 

steps with simulation results. In this experimentation jittery video (shaky_fly)   is considered.  It's 
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specifications are: time duration 6 seconds, width x height of 480x288, frame rate of 30 frames/second 

and size of 2.07 MB.  

3.1 Read Frames from Video Sequence 

In this task, first two frames of a   video sequence are read. These frames are read as intensity images 

since color is not needed for the stabilization algorithm and also, by utilizing gray scale images speed 

also increases [14]. Fig.3 shows both frames side by side. The pixel wise intensity of images has been 

separated from color. There is a sizable vertical and horizontal offset between the  two  frames as a 

result of movement of camera. 

 

Figure 3: Reading the two frames from a video sequence 

After reading two frames, Red-Cyan color composite is produced to distinguish pixel wise difference 

between them as shown in fig.4. 

3.2 Number of Salient Points (feature points) from each frame 

Our aim is to acquire the transformation  which will   correct the distortion between the two  frames, 

because of this we have to gather feature points. Feature points  in this video  could be fins, legs of 

fly, etc. All these points are   having localized information [15]. We use FAST method for detection of 

feature points.  

 

 

Figure. 4 Red-Cyan color composite 

 
FAST (Fast Accelerated Segmented Test) can be an algorithm for detection of feature points  which 

gives high measured quality video with less computational time [16].The detected points from both 
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frames are shown in the fig.5, features such as, legs, fins of fly etc. are covered   in both frames A and 

B. 

 

           Figure. 5(a) corners in frame A                Figure. 5(b) Corners in frame B 

Figure.5 Identification of salient points from both frames (a) corners in frame A (b) Corners in frame B 

3.3 Select Correspondences between Points 

In this task, correspondences between the points derived in sec.3.2 should be established. For each 

point, we extract a Fast Retina Key point (FREAK) descriptor devoted to it. The matching cost could be 

sum of squared differences (SSD) between their respective image regions. Fig.6 shows the same color 

composite given above, in this feature points from frame A are shown with red colour, and the feature 

points from frame B in green colour. Yellow lines are drawn between points to show the 

correspondences. There is no unique constraint, so points from frame B can match multiple points in 

frame A. Several correspondences are correct, but there is significant quantity of outliers. 

 

  Figure.6 Correspondences between Points 

3.4 Estimating Transform from Noisy Correspondences  

Many of the point correspondences obtained in the last step have limited accuracy. To rectify this 

problem, Random Sample Consensus (RANSAC) algorithm discussed above can be utilized which is 

implemented in the Geometric Transform function in Matlab[13]. By utilizing the Random Sample 

Consensus (RANSAC) algorithm, a strong estimate of transformation between Frame A and Frame B 

could be derived. 

RANSAC algorithm works to locate effective inlier correspondences and afterward it derives the affine 

transformation to map the inliers in Frame A to Frame B. This transformation is capable to boost the 

image plane [17]. 
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It is observed that the inlier correspondences in the image background are not aligned with 

foreground. The reason for  this is background features are far enough those act  as if  they  were on 

an infinitely distant plane. We believe that background plane is static and will not change dramatically 

between the first and second frame. Furthermore, as long as the motion of the camera between frame 

A and frame B is minimum or time of sampling of video is high enough, stabilization of video takes 

place. The RANSAC algorithm is repeated multiple times and at each run the cost of end result is 

calculated by projecting frame B onto frame A via Sum of Absolute Differences between the two image 

frames. 

SAD measures the distortion between two frames by evaluating the similarity between image blocks. 

Equation (12) defines the SAD between elements in two image blocks. 

 
(12) 

Where ci,j represent elements in the very first frame and ri,j are the elements next frame. 

On the cornerstone of SAD values, affine transform is obtained helping to make the inliers from the 

very first set of points to suit with the inliers from the next set. This affine transform is 3-by-3 matrix 

and it is expressed in the shape of a matrix multiplication (linear transformation) followed with a 

vector addition (translation) 

Affine Transformation gives information about a) Rotations b) Translations c) Scale operations which 

contain total six parameters Affine transform can only alter the imaging plane. Fig.7 shows a same 

composite showing frame A overlaid with the re-projected frame B. It is clear from this figure, inliers 

correspondences gets exactly coincident which provides more favorable results. The cores of the 

images are both well aligned, such that the red-cyan color composite becomes almost purely black-

and-white for that region. Affine transform captures the motion of the camera and thus correcting 

process will stabilize the video. 

 

     Figure. 7: RANSAC Algorithm and Affine transform for matching inlier correspondences 

3.5 Transform Approximation and Smoothing 

We could l use all six parameters of the affine transform but from numerical simplicity and stability, 

we choose to re-fit the matrix as an easy scale-rotation-translation transform (s-R-t Transform). This 

transform has only four free parameters which are one scale factor, one angle, and two translations. 

 s-R-t transform is  constructed the following: 

 i) Extract scale and rotation section of sub- matrix from affine transform of matrix 

 ii) Calculate theta from mean of two possible arctangents 
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 iii)Compute scale from mean of two stable mean calculations 

 iv) Translation will remain same. 

This new transform matrix is of the form: 

�

� ∗ ���(���) � ∗ −���(���) 0

� ∗ ���(���) � ∗ ���(���) 0
��� ��� 1

� 

Finally by making use of s-R-t transform output video frame is shown in Fig. 8. 

 
Figure. 8 output video frame obtained by s-R-t Transform 

3.6 Running full video through MATLAB video player 

The final step of video stabilization algorithm is to operate above mentioned procedure in a cycle for 

all l frames in a video sequence. The strategy of estimating the transform between two images has 

been performed in the MATLAB® function cvexEstStabilizationTform. This function also converts 

affine transform in to a scale-rotation-translation transform(s-R-t Transform). Fig.9 shows the last two 

frames of the smoothed video in Matlab Video Player as a red-cyan composite. 

 

Figure.9 Last two frames of the smoothed video 

 

The improvement in the quality of the stabilized videos is evaluated on the basis of Mean 

of unprocessed and stabilized video frames.  We computed the mean of the raw video frames and 

mean of the stabilized frames. These mean values are shown side-by-side below in fig.10. 
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Figure. 10 mean of the raw video frames and mean of the corrected frames for video-1(shaky_fly) 

 

The left image shows the mean of the unprocessed shaky video frames and right image shows the 

mean of stabilized output frames. This proves that there is a great deal of distortion in the first video. 

The mean of the corrected frames on the right, shows the image with minimal distortion. The 

difference between video frames is mainly  due to the camera movement hence stabilization 

algorithm is efficient and the mean of stabilized video frames has minimal distortion. 

4 Conclusion  

This technique provides logical and computationally efficient approach with regards to stabilizing high 

jitter videos endured distortion. The RANSAC algorithm has the capacity to locate a correct solution 

and to remove outliers from estimation process. Therefore, the potency of this algorithm is placed on 

matching the correspondences between two frames. 

Comparing stabilized and shaky video it gets confirmed that the processed videos satisfy the human 

perception. Results indicate an exceptional elimination of high jitter from shaky videos. 

Manner of video stabilization using point feature matching is advantageous in enhancing the grade of 

low-grade video surveillance cameras and and yes it is very useful in identifying people, license plates, 

etc. from low-quality video surveillance cameras. 

In future, we can find better feature detector to overcome the consequences of extreme shaking of 

handheld camera in real time implementation for video stabilization. 
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