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Abstract

The analysis of microscope images can provide useful information concerning health of patients. In this paper
a new and efficient supervised method for color image segmentation is presented. The segmentation here
is to extract leukocytes (white blood cells) and separate its constituents, nucleus and cytoplasm. Since red
cells, leukocytes and background had different color in image of bone marrow smear, they were extracted
according to their own colors. First, we train an SVM in different color spaces by a learning set. SVM with
fixed parameters is used here to yield several classifications, and the basic technique consists on information
fusion from different sources via evidence theory. This combination is performed by integrating uncertainties
and redundancies for each one of the color spaces. From the experiments, we achieve good segmentation
performances in the entire nucleus and cytoplasm segmentation. We evaluate the segmentation performance
of the proposed technique by comparing its results with the cell images manually segmented by an expert.
keywords : Fusion, SVM, Evidence theory, Leukocytes, color spaces.

1 Introduction

Leukocytes or white blood cells (WBC) are cells in the blood that are involved in defending the body against
infective organisms and foreign substances. When an infection is present, the production of WBCs increases.
They play a significant role in the diagnosis of different diseases, and therefore, extracting information about
that is valuable for hematologists. However, it is tedious and time consuming to locate, classify and count
leukocytes. An automated differential counter using image analysis makes it possible to replace the work,
reducing reporting time and increasing accuracy with the larger number of cell counted.

The paper presents the first step for building an automatic system of blood cell recognition, this gait
consists in segmentation of blood cell images, which is a crucial step for automatic cell analysis, because the
success of the final classification depends mainly on the correct image segmentation.

In an attempt to solve the problem, several approaches have been presented in the literature, most of them
utilized the gray level, texture, and color [1]. Several general-purpose algorithms and techniques have been
developed for image segmentation. Since there is no general solution to the image segmentation problem,
these techniques often have to be combined with domain knowledge in order to effectively solve a segmentation
problem for problem domain [2].

Among the common segmentation methods are edge and border detection, region growing, filtering,
mathematical morphology, pixel classification and watershed clustering. A variety of semi-automatic or
automatic WBC segmentation methods have been proposed. Hiremath et al. [3] presented a technique
based on thresholding, morphological operators and statistical texture analysis. Chen et al. [4] used Mean
Shift to extract a few significant samples as training set for pixel classification and recently [5] construct a
segmentation model using simulated visual attention via learning by on-line sampling.

After a preprocessing with SMMT (Self Multiscale Morphological Toggle), Leyza et al. [6] proposed
watershed transform and Level Set Methods for nucleus segmentation and granulometric analysis or mor-
phological transformations for cytoplasm segmentation. GramSchmidt orthogonalization along with a snake
algorithm have been used to segment nucleus and cytoplasm of the cells in [7]. Interesting segmentation
schemes have been presented in [8] by using the Sliding Band Filter to segment blood cell and [9] by com-
bining probability density function and a morphological operation for nucleus and cytoplasm respectively,
also in [10] by using color information and means of K-means to extract nucleus.
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The use of multiple classifiers, also called classifier ensembles, is now recognized as a practical and efficient
solution for solving complex pattern recognition problems [11, 12, 13, 14, 15]. The idea behind classifier
ensembles is that different classifiers may potentially offer complementary information about patterns to be
classified, allowing for potentially higher classification accuracy. Others fusion’s studies [16, 17] shown that
this technique has became more and more used to improve the quality of recognition systems in medical
systems.

In this work, we propose an automatic machine-learning method (SVM) to segment blood and bone
marrow cell images. Different from traditional methods of classification, we focus on a few significant sam-
ples rather than all of them. Thus samples are trained in several color spaces in order to benefit of their
complementarities. A confusion of classification may remains when a same pixel belongs to different classes.
Therefore fusion between pixels is taken into account via Dempster shafer’s rule.

The remainder of the paper is structured as follows: in section 2 we describe microscopic images, color
spaces, SVM classification and fusion’s techniques. The main steps of the proposed color segmentation
approach and some results are presented in section 3. Paper is concluded in section 4.

2 Methods and Materials

2.1 Microscopic Cell Images

Our images contain erythrocytes (red cells), leukocytes (white blood cells) platelets and plasma (background)
(Figure 1). The red cells make up about 48% of the blood volume, and carry oxygen and carbon dioxide

Figure 1: A bone marrow smear image

around our body. Normal blood contains 4000-10000 leukocytes/µl of blood. The Leukocytes (nucleus and
cytoplasm) play a vital role in the immune system ; where they eliminate germs such as bacteria and viruses,
and fight cancer cells and other toxic substances [18]. Platelets are small particles and not clinically important
[19].

Our base is constructed from acquired images in hemobiology service (Tlemcen Hospital), on blades with
the MGG coloration (May Grunwald Giemsa). The LEICA environment (camera and microscope) permit to
obtain RGB 24-bit color pictures of 1024 per 768 with good quality format bitmap. The camera is attached
to a Leica microscope with 100 objective magnification.

2.2 Color spaces

Our images come from colored blades, therefore it will be useful to exploit the color information as considered
in several papers [5, 10, 7, 20].

The first step of the proposed scheme concerns the colorimetric transformation of the initial coordinates
system (the RGB space). The question to investigate such transformations is: does exist a color space in which
the representation of the color data is the best to optimally perform the segmentation process? Obviously,
many researches have shown that no color space significantly outperforms the others [21]. Nevertheless, each
color space has been designed to outperform (under its own hypothesis) the others [22].

From this remark, the segmentation process is performed through different colorimetric transformations.
The results of this segmentation step are then fused in order to obtain a final segmented image. To be rather
exhaustive without having to test all existing color spaces, we used five representative color spaces belonging
to the four color spaces families described by [23]. Initially seven color spaces have been experimented but
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our choice has focus on five color spaces: RGB (primary spaces) HSL and HSV (perceptual space), LUV
(perceptually uniform spaces) and YUV (spaces of television), cause they have given best results.

The intention of the L*u*v* color space is to produce a color space that is more perceptually linear than
other existing color spaces. Perceptually linear means that a change of the same amount in a color value
should produce a change of about the same visual importance.

The YUV model defines a color space in terms of one luminance and two chrominance components. YUV
is used in the PAL system of color encoding in analog video, which is part of television standards in much
of the world. YUV models human perception of colour more closely than the standard RGB model used in
computer graphics hardware, but not as closely as the HSL colour space.

The HSL colour space (Hue, Saturation, Lightness/ Luminance), is quite similar to the HSV space, also
known as HSB (Hue, Saturation, Brightness). The difference is that the brightness of a pure colour is equal
to the brightness of white, while the lightness of a pure colour is equal to the lightness of a medium gray.
The HSL colour space is often used by artists because it is often more natural to think about a colour in
terms of hue and saturation than in terms of additive or subtractive colour components [24].

As these color spaces have their own properties, it would be useful to exploit them altogether in a whole
segmentation process in order to increase the quality of the results. For this reason, we opted for the use of
several spaces in order to take advantage of complementarity’s spaces.

2.3 Support Vector Machines

Let the training set D be {(xi, li)}i = 1..N with input xi and li = {±1}. SVM [25] first maps x to
y = φ(x) ∈ F . when the data is linearly separable in F , SVM constructs a hyperplane wTz + b for which
separation between the positive and negative examples is maximized.

It can be shown that w =
∑
i=1..N αilizi, where α = (α1, , αN ) can be found by solving the following

quadratic programming problem:

min
1

2
αTQα− eTα (1)

Subject to α ≥ 0 and αT l = 0. Where e is the vector of all ones, l = (l1, ..., lN )T and Q has entries
liljz

T
i zj = liljK(xi, xj) where K(xi, xj) is called a Kernel. When the training set is not separable in F , the

SVM algorithm introduces non-negative slack variable ξi ≥ 0. The result problem becomes

min
1

2
‖w‖2 + C

n∑
i

ξi (2)

Subject to li(w
T z + b) ≥ 1 − ξi. C is a regularization parameter controlling the trade off between model

complexity and training error.
The xi for which αi 6= 0 are defined as the support vectors, since they determine the optimal hyperplane,
the hyperplane with maximal margin. Geometrically, the support vectors correspond to the closest to the
optimal hyperplane. The optimal decision functions is

f(x) = sign(
∑
i=1..N

αiliK(xi, x) + b) (3)

In this paper, radial basis function (RBF) is selected as the kernel of SVM, which is

K(xi, xj) = exp(−g ‖xi − xj‖2) (4)

The rest parameters in training are the kernel parameter g and the regularization parameter C of SVM. The
program code and more detailed discussion about C-SVM algorithm can be found at [26].

SVM being binary classifiers, m(m−1)
2 SVM classifiers are induced for a multi-class problem. A final

decision is taken from the outputs of all binary SVM.

2.4 Fusion

A classifier usually designates a recognition tool that provides class membership’s information for a vector
received in input. This tool can be described by a function e that with a feature vector x of the object to
recognize, assign to x the class Cli among k possible ones [27]:

e : x ∈ Rn → K(K ∈ {Cl1, ..., Clk}) (5)
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Moreover, the answers provided by the classifier can be classified in three categories [11]:

• Class type: e(x) = Cli(i ∈ [1, k]), indicates that the classifier assigned the class Cli to x,

• Rank type: e(x) = [rj1, ..., r
j
k] where rji is the assigned rank to the class i by the classifier

• Measure type: e(x) = [mj
1, ...,m

j
k] where mj

1 is the measure assigned to the class i by the classifier

For complex detection and classification problems involving data with large intra-class variations and noisy
inputs, perfect solutions are difficult to achieve, and no single source of information can provide a satisfactory
solution. As a result, combination of multiple classifiers (or multiple experts) is playing an increasing role in
solving these complex pattern recognition problems, and has proven to be viable alternative to using a single
classifier.

Classifier combination is mostly heuristic and is based on the idea that classifiers with different method-
ologies or different features can have complementary information. Thus, if these classifiers cooperate, group
decisions should be able to take advantages of the strengths of the individual classifiers, overcome their
weaknesses, and achieve a higher accuracy than any individual’s.

Over the past few years, a variety of schemes have been proposed for combining multiple classifiers. We
opted for 2 types of methods; majority vote (non trainable) and dempster shafer rule.

2.4.1 Fusion based on voting

The well known populous form of voting has gained a great usefulness in based decision fusion. In the voting
based fusion the class is assigned by a classifier which has been considered and valued as a vote for that class
so, we can mention in this step of study three voting versions in which the class winner has been getting an
agreement with all classifiers (anonymous voting) predicted generally by one more then half the classifier’s
number (simple majority), or that receives the highest number of vote whether or not the sum of those vote
attains 50 % (pluarlity voting or just majority voting). the well known popular is the vote majority in which
the voted class taking into consideration most of classifiers will be regarded and valued or estimated as winner
and the input is assigned to that class [28].

2.4.2 Fusion based on evidence theory

Major concepts of this theory are briefly reviewed in the following.
Suppose there is a finite set of mutually exclusive and exhaustive hypotheses Ω = {w1, ..., wn} called the
frame of discernment. A basic belief assignment (BBA) or mass function is a function m : 2Ω → [0, 1], in
which 2Ω is the number of all possible subset of Ω and it satisfies two conditions as mentioned below:{

m(φ) = 0∑
A⊆Ωm(A) = 1

(6)

If A is considered as a subset of Ω(A ⊆ Ω), m(A) indicates the degree of belief that is assigned to the exact
set A and not to any subsets of A. There are also the following two definitions in the theory of evidence that
are derived from mass function: {

Bel(A) =
∑
B⊆Ωm(B)

Pl(A) =
∑
A∩B 6=φm(B)

(7)

Apart from strength of the evidence theory in specifying a degree of uncertainty, it can also combine different
evidences to increase certainty value which results in more accurate decisions.
The method of combining different evidences using Dempsters rule is also called orthogonal sum in which
two independent information sources (m1 and m2) are fused to create a new belief function as shown below:

m(C) =

∑
A∩B=C m1(A)×m2(B)

1−
∑
A∩B=φm1(A)×m2(B)

(8)

Where the denominator can be interpreted as a conflict criterion between independent evidences to be com-
bined [29].
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3 Experimentation and results

Twenty seven microscopic images were used to evaluate the proposed segmentation algorithm. Each one
containing cells and all segmented manually by a medical expert in cytopathology to further assess the
recognition quality (Figure 2).

Figure 2: Original image (a), ground truth image (b)

3.1 Training set

After image acquisition, we notice an intraclass variability, which induce us to choose the most representative
samples. We took significant samples from 9 images to construct a learning set and the classification has
been applied on the rest. Different regions were selected from each class (Figure 3); they will form the
reference training set, since our blades undergo the same coloration MGG. We use this set to construct an
SVM classifier for each colour space; the inputs of each SVM are the values of the pixel in its colour space.

Figure 3: (a)nucleus region (b) cytoplasm region (c)erythrocyte region (d)background region

The SVM parameters c and g were optimized after using multiple-fold cross validation. that is often an
off-line task in practice, which leads to the following parameters c=512 and g=0.0001.

3.2 Results

In table 1, we present in order of merit the results of single pixel classifications obtained with all colour space
to further justify the importance of the combination step.

Nucleus Cytoplasm Red Cell Background
HSL 77.17% 31.63% 87.82% 98.95%
HSV 78.01% 38.12% 92.20% 98.76%
RGB 92.23% 40.45% 97.43% 98.47%
LUV 93.53% 29.18% 97.46% 98.11%
YUV 93.35% 41.85% 97.52% 92.52%

Table 1: Obtained accuracy for colour spaces
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The first observation is that the class cytoplasm present the lower scores, and this is due to the variability
of its constituent pixels. which create confusion with red blood cells. Moreover, Figure 4 shows that the
separation between red blood cell and cytoplasm is not obvious; the SVM tries to find the separation in space
of higher dimension.

Figure 4: Classes projection

A pixel is called conflicting if it is classified differently in different spaces. In order to generate the final
segmentation map, the intersection of the obtained maps within each one of the trial colour spaces is achieved.
Only conflicting pixels are processed using the theory of evidence. The introduction of the fusion begins with
untrained method (majority vote), then different models of the theory of evidence are presented in Table 2.

We chose two different mass functions, one is directly extracted from the confusion matrix named mass1
and the other along the following Denoeux’s principle named mass2 [30, 31]:{

m(wi) = α exp(−γld2)
m(Ω) = 1−m(wl)

(9)

Where 0 < α < 1 is a constant computed from the obtained a posteriori probabilities provided by the SVM
output for the class wl within the trial colour spaces.
The γ parameter is used to modify the effect of distance in the calculation of the mass and d is the Euclidean
distance between the current pixel and the means characteristic of the class. It was proposed [32] to set
α = 0.95 and γ = 0.05.

The evidence theory offers various modeling assumptions, we opted for two choices: the first hypothesis
(h1) considering only the output class and its complement in the space of discernment, we have noted by
h1(i) and h1(j1, j2, j3). And the second hypothesis taking each output with the others one by one: h2(i),
h2(i, j1), h2(i, j2) and h2(i, j3); where i represent the output of the classifier and j1, j2, j3 the others outputs
different from i.
The first hypothesis was tested using the two mass functions and the second only with mass1 function.

The combination with previous models is realized by two orthogonal sum rules: the associativity (rule1)
between the mass functions [30, 31], or grouping of mass functions according to their outputs (rule2) [32].

From the previous stated, we combine two mass functions (mass1 and mass2) with the two sum rules
(rule1 and rule2) according to the two hypotheses (h1 and h2). This has resulted in six fusion experimentation
in addition to the majority vote, and the results of accuracy and classification rate are presented in Table 2
and 3.

Figure 5 shows the process of segmentation applying the proposed method under the hypothesis above.

3.3 Discussion

Our choice for the SVM classifier is justified by high classification rate and fast pixel classification process.
The experimentation has demonstrated a proposed scheme for segmenting blood cells using integration of
uncertainties and redundancies for each colour space, contrary to majority vote which gives sporadic results;
not based on any learning theory.
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Nucleus Cytoplasm Red Cell Background
Majority vote 86.26% 41.93% 96.89% 98.53%

Theory1(H1,mass1,rule1) 91.76% 44.12% 96.98% 98.43%
Theory2(H1,mass1,rule2) 80.99% 40.39% 96.48% 98.49%
Theory3(H1,mass2,rule1) 74.43% 40.63% 86.74% 98.97%
Theory4(H1,mass2,rule2) 74.43% 40.63% 86.74% 98.97%
Theory5(H2,mass1,rule1) 92.59% 39.93% 97.19% 98.52%
Theory6(H2,mass1,rule2) 96.62% 48.81% 93.67% 98.08%

Table 2: Obtained accuracy for Fusion

Nucleus Cytoplasm Red Cell Background
Theory1(H1,mass1,rule1) 94.50% 88.72% 75.72% 96.32%
Theory2(H1,mass1,rule2) 94.46% 89.63% 65.62% 96.60%
Theory3(H1,mass2,rule1) 87.30% 80.41% 63.86% 87.47%
Theory4(H1,mass2,rule2) 87.30% 80.41% 63.86% 87.47%
Theory5(H2,mass1,rule1) 93.25% 89.51% 75.32% 95.11%
Theory6(H2,mass1,rule2) 84.71% 82.25% 78.48% 97.51%

Table 3: Obtained classification rate for Fusion

Nucleus segmentation is highly satisfactory even without requiring fusion. However, statistical analysis
on the conflicting pixels revealed that the most of them belong to the cytoplasm and red cell classes, hence
the necessity of combination(fig6 and table 4).

Nucleus Cytoplasm Red Cell Background
Conflicting pixels 85076 184119 754416 1719458
Corrected pixels 64898 127280 592426 1668646

Table 4: Conflicting pixels

Based on the numerical results, and especially the visual quality of the segmentation, we distinguish
two models (theory1 and theory6) with the function mass1 that gave better accuracy. Also considering the
same hypothesis, the sum rules affect the outputs (theory1/theory2 and theory5/theory6). Note that lower
scores were recorded for models 3 and 4 who had the same behavior. However, the recognition rates show us
that theory1 is best for correcting conflicting pixels. From the images tested, we observed that 89% of the
conflicting pixels have been corrected.

The original images contain red blood cells with a clear area in the center, this led the SVM detect red
cell’s center as a background. But this misclassification does not affect the result since this kind of cells does
not contribute to the diagnostic. It can be corrected by filling operation. A post-processing is needed to
improve the quality of the segmentation; achieved by elimination of artifacts, and also by removing the small
red areas in the cytoplasm region.

The major errors were caused by the following reasons. First, misclassification occurs mainly between
closely related classes (red cells and some cytoplasm regions), no distinction is made between them. Second,
when cytoplasmic granules are as dark as a nucleus or a cytoplasm as bright as a background, they are
classified as a nucleus and a background, respectively. Our post-processing has tried to overcome these
shortcomings cited above by eliminating small regions detected as background inside the cytoplasm and also
by eliminating small regions detected as nucleus inside the cytoplasm.

Even the diagnostic of experts, is based essentially on leukocyte characteristics. Indeed, our segmentation
focus on this type of cell which includes nucleus and cytoplasm (Region Of Interest). After post-processing
we obtained the following accuracy and classification rate(table 5):

The results show that the proposed method is able to yield 96.42% accuracy for nucleus segmentation
and 50.77% for cytoplasm segmentation. (Figure 7)

We found useful to add some visual results (Figure 8) from several regions of interest to justify the
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Figure 5: (a) Original image (b) HSL result (c) HSV result (d) RGB result (e) LUV result (f) YUV result
(g) Theory1 result (h) Theory2 result (i) Theory3 result (j) Theory4 result (k) Theory5 result (l) Theory6
result

Theory1 Nucleus Cytoplasm
Accuracy 96.42% 50.77%

Classification rate 93.53% 90.04%

Table 5: Obtained accuracy after post-processing

unconvincing accuracy of the cytoplasm which are mostly due to misclassification in other regions such as
artifacts and platelets.

Our images are noisy (not pretreated images), and often contain overlapping and condensed cells. In
contrast to other methods based on morphology or thresholding, our strategy can achieve higher accuracy
of segmentation especially in complex scenes where watershed, region growing and others have struggling to
segment. In our recent scientific works, we propose a segmentation scheme using pixel classification based on
the fusion of information. The adopted model is guided by the two strategies offered by information fusion,
i.e. classifying separately the data from different sources then merging decisions(what was done in the present
paper), or combining these data to classify them(made in a previous publication [33] ).

Automatic recognition of white blood cells in light microscopic images usually consists of major steps,
including: image segmentation, feature extraction and classification. Here, our aim is to accurately segment
the nucleus and cytoplasm components of blood smear images, to further extract attribute for automated
differential counting. According to medical experts, different characteristics of nucleus and cytoplasm are
important features for discrimination of certain leukocyte types. We plan to realize an approach that require
one sub-image for each WBC, and from this sub-image several types of features can be extracted; texture
features, shape features in addition to color features.

4 Conclusion

In this paper, we propose a fusion scheme of colour image segmentation. Our strategy is applicable to noisy
images. Trained SVMs are performed to define separation between classes, followed by segmentation in
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Figure 6: Correction rate

Figure 7: (a) Fusion result (b) Post-processing result (c) Ground truth

different colour spaces and a final decision is taken by dempster shafer’s rule.
Our framework has achieved a considerable improvement on the segmentation; among the conflicting

pixels, most of them have been well classified i.e an improvement of 89% by the use of the concepts of
evidence theory.

Future work are envisaged by adding texture attributes to color spaces and proceed to the characterization
stage in order to recognize cell’s type.
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